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Figure 1. From a single image, our model learns to infer object intrinsics—the distributions of the geometry, texture, and material of object
instances within the image. The model can then generate new instances of the object type, and it allows us to view the object under different
poses and lighting conditions. Project page at https://cs.stanford.edu/~yzzhang/projects/rose/.'

Abstract

What is a rose, visually? A rose comprises its intrinsics,
including the distribution of geometry, texture, and material
specific to its object category. With knowledge of these in-
trinsic properties, we may render roses of different sizes and
shapes, in different poses, and under different lighting condi-
tions. In this work, we build a generative model that learns
to capture such object intrinsics from a single image, such
as a photo of a bouquet. Such an image includes multiple
instances of an object type. These instances all share the
same intrinsics, but appear different due to a combination of
variance within these intrinsics and differences in extrinsic
factors, such as pose and illumination. Experiments show
that our model successfully learns object intrinsics (distri-
bution of geometry, texture, and material) for a wide range
of objects, each from a single Internet image. Our method
achieves superior results on multiple downstream tasks, in-
cluding intrinsic image decomposition, shape and image
generation, view synthesis, and relighting.

“Nature!... Each of her works has an essence of its own;
each of her phenomena a special characterisation; and
yet their diversity is in unity.” — Georg Christoph Tobler

1. Introduction

The bouquet in Figure 1 contains many roses. Although
each rose has different pixel values, we recognize them as
individual instances of the same type of object. Such un-
derstanding is based on the fact that these instances share
the same object intrinsics—the distributions of geometry,
texture, and material that characterize a rose. The difference
in appearance arises from both the variance within these
distributions and extrinsic factors such as object pose and
environment lighting. Understanding these aspects allows us
to imagine and draw additional, new instances of roses with
varying shape, pose, and illumination.

In this work, our goal is to build a model that captures
such object intrinsics from a single image, and to use this
model for shape and image generation under novel view-
points and illumination conditions, as illustrated in Figure 1.

This problem is challenging for three reasons. First, we
only have a single image. This makes our work fundamen-
tally different from existing works on 3D-aware image gen-
eration models [8,9,27,28], which typically require a large
dataset of thousands of instances for training. In comparison,

“People where you live ... grow five thousand roses in one garden ...
And yet what they’re looking for could be found in a single rose.” — Quote
from The Little Prince by Antoine de Saint-Exupéry.



the single image contains at most a few dozen instances,
making the inference problem highly under-constrained.

Second, these already limited instances may vary signif-
icantly in pixel values. This is because they have different
poses and illumination conditions, but neither of these factors
are annotated or known. We also cannot resort to existing
tools for pose estimation based on structure from motion,
such as COLMAP [35], because the appearance variations
violate the assumptions of epipolar geometry.

Finally, the object intrinsics we aim to infer are proba-
bilistic, not deterministic: no two roses in the natural world
are identical, and we want to capture a distribution of their
geometry, texture, and material to exploit the underlying
multi-view information. This is therefore in stark contrast to
existing multi-view reconstruction or neural rendering meth-
ods for a fixed object or scene [25,26,40]. These challenges
all come down to having a large hypothesis space for this
highly under-constrained problem, with very limited visual
observations or signals. Our solution to address these chal-
lenges is to design a model with its inductive biases guided
by object intrinsics. Such guidance is two-fold: first, the
instances we aim to present share the same object intrinsics,
or the same distribution of geometry, texture, and material;
second, these intrinsic properties are not isolated, but inter-
weaved in a specific way as defined by a rendering engine
and, fundamentally, by the physical world.

Specifically, our model takes the single input image and
learns a neural representation of the distribution over 3D
shape, surface albedo, and shininess of the object, factoring
out pose and lighting variations, based on a set of instance
masks and a given pose distribution of the instances. This ex-
plicit, physically-grounded disentanglement helps us explain
the instances in a compact manner, and enables the model to
learn object intrinsics without overfitting the limited obser-
vations from only a single image.

The resulting model enables a range of applications. For
example, random sampling from the learned object intrinsics
generates novel instances with different identities from the
input. By modifying extrinsic factors, the synthesized in-
stances can be rendered from novel viewpoints or relit with
different lighting configurations.

Our contributions are three-fold:

1. We propose the problem of recovering object intrinsics,
including both 3D geometry, texture, and material prop-
erties, from just a single image of a few instances with
instance masks.

2. We design a generative framework that effectively
learns such object intrinsics.

3. Through extensive evaluations, we show that the model
achieves superior results in shape reconstruction and
generation, novel view synthesis, and relighting.

Object  Unknown Re- 3D-
Variance Poses lighting  Aware

SinGAN [36] v v
NeRF [26] v
D-NeRF [32] v v
GNeRF [25] v v
Neural-PIL [7] v v
NeRD [6] v v
EG3D [9] v v
Ours v v v v

Table 1. Comparisons with prior works. Unlike existing 3D-aware
generative models, our method learns from a very limited number
of observations. Unlike multi-view reconstruction methods, our
method models variance among observations from training inputs.

2. Related Work

Generative Models with Limited Data. Training generative
models [9,20, 30] typically requires large datasets of thou-
sands of images. ADA [19] proposes a differentiable data
augmentation technique which targets a more data-limited
regime, but still in the magnitude of a thousand. Several in-
ternal learning methods propose to exploit statistics of local
image regions and are able to learn a generative model from
a singe image for image synthesis [14,22,36,37,41] , or
learn from a single video for video synthesis [ 6], but these
methods typically do not explicitly reconstruct 3D geome-
try. Recently, SinGRAV [42] applies the multi-scale learn-
ing strategy from the internal learning literature to tackle
the task of 3D-consistent scene generation, but training the
model requires hundreds of observations for each scene.
3inGAN [18] proposes a generative model for scenes with
self-similar patterns, and it requires multiple observations
for the same scene with ground truth camera poses.

Intrinsics Image Decomposition. To disentangle object
intrinsics from the extrinsic factors, we seek to find the dis-
tribution of true surface color for a type of object. This is
closely connected to the classic task of intrinsics image de-
composition, where an input image is decomposed into an
albedo and shading map. This is a highly under-constraint
problem, and prior works tackle the task of intrinsics image
decomposition from a single image with heuristics assump-
tions such as global sparsity of the reflectance [3, 4, 23].
Several learning-based approaches [24,44,45,47] adapt the
heuristics as regularizations during training. Different from
these methods, in this work we seek for training regulariza-
tions by exploiting the underlying multiview signals among
observations.

Neural Volumetric Rendering. Several recent methods [26,

,40,46] use neural volumetric rendering to learn implicit
scene representations for 3D reconstruction tasks. In this
work, we integrate an albedo field with the recent NeuS [40]
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Figure 2. Model overview. We propose a generative model that
recovers the object intrinsics, including 3D shape and albedo, from
a single input image with multiple similar object instances with in-
stance masks. To synthesize an image, we sample from the learned
object intrinsics (orange box) to obtain the shape and albedo for
a specific instance, whose identity is controlled by an underlying
latent space. Then, environmental extrinsics (blue box) are incor-
porated in the forward rendering procedure to obtain shading and
appearance for the instance. Finally, the 3D representation for ap-
pearance is used to render images in 2D under arbitrary viewpoints.
These synthesized images are then used, along with the real exam-
ples from the input image, in a generative adversarial framework to
learn the object intrinsics.

representation for capturing the object intrinsics. These can
be further extended to recover not only the geometry, but also
material properties and illuminations from scenes [6,7,39,48,

]. However, they typically require densely captured multi-
view observations for a single scene, and do not generalize
across different instances as ours. Several methods [11,32]
extend the NeRF representation to handle variance among
observations, but all these methods require ground truth
camera poses while our method does not.

Table 1 gives an overall comparison of our method with
prior works.

3. Method

Given a single 2D image I containing a few instances
of the same type of object, together with K instance masks
{M;}_, and a roughly estimated pose distribution pg over
the instances, our goal is to learn a generative model that
captures the object intrinsics of that object category, namely
the distributions of 3D shape and surface albedo. We do not
rely on any other geometric annotations, such as the exact
pose of each individual instance, or a template shape.

As illustrated in Figure 2, for training, we sample a 3D
neural representation from the object intrinsics (Sec. 3.1),
and render 2D images with a physics-based rendering engine
(Sec. 3.2), taking into account the environmental extrinsics.
The object intrinsics is learned through an adversarial train-
ing framework (Sec. 3.3), matching the distribution of ren-
dered 2D images with the distribution of masked instances
from the input image.

3.1. Representations

We model each factor of the object intrinsics using a neu-
ral representation, including geometry, texture, and material.
In order to model the variations among instances, the net-
works are conditioned on a latent vector z € R? (d = 64)
drawn from a standard multivariate normal distribution.

To represent the geometry, we adopt a recent neural field
representation based on NeuS [40], which parametrizes 3D
shape using a Signed Distance Function (SDF). Specifically,
fo : R? x R? — R maps a spatial location x € R? and a
latent vector z € R to the signed distance of x from the
object surface, where 6 denotes network parameters. To
simplify notations, z is omitted from now. With this SDF fy,
an object surface can be expressed as the zero level set:

Sy ={x e R*| fo(x) = 0}. (1)

To encourage the output of fy to be a signed distance func-
tion, we impose an Eikonal regularizer [15]:

Lakona(0) = Y (IV fa(x)]l2 = 1)*. )

xER3

The surface normal ng : R x R¢ — R3 hence can be de-
rived from the gradient of the SDF V fy through automatic
differentiation.

To represent the texture, we use an albedo network a,;, :
R? x RY — R3 that predicts the RGB value of albedo
associated with a spatial point x € R? and a latent code
z € R?, where 1) denotes the trainable parameters.

To model the surface material, we optimize a shininess
scalar o € R using a Phong illumination model, described
next in Equation (3).

3.2. Forward Rendering

Lighting and Shading. We use a Phong illumination model
under the effect of a dominant directional light source.

Let lgiopa € S? be the light direction, kg, kq, ks € R the
diffuse, ambient, and specular coefficients, and o € R the
shininess value. An instance with pose £ € SE(3) receives
an incoming light with direction 1 = {lgjopal in its canonical
frame. The radiance color at spatial location x € R3 with
viewing direction v € R? is computed as

c(x) = sp(x)ay(x) + ks max{(rg(x,1) - v)*, 0}, (3)
where the diffuse component is given by
sp(x) = kg max{ng(x) - 1,0} + kg, 4)

and ry is the reflection of 1 with normal direction ng(x).
For initialization, k, = 1/3,kq = 2/3,ks = 0,a =

10, and lgepar is estimated for each input image. These

parameters are jointly optimized during training. k,, k4 are



reparameterized as k, = S(8), kg = 1—5(3), where 8 € R
and S(B8) = 1/(1 + e~#) is the sigmoid function.

Neural Volume Rendering. Next, we describe in detail
the rendering operation, denoted as R. Without loss of
generality, camera pose is fixed to be the identity. We assume
access to an approximate prior pose distribution p¢, from
which instance poses £ € SE(3) are sampled during training.

For each pixel to be rendered, we cast a ray from the
camera center, which is set to be the origin, through the
pixel. Points on the ray r(r) = rv with viewing direction v
are transformed to the canonical object frame £r(r) before
querying the shape and albedo networks.

The final color of the pixel C(r;¢) is defined as:

+oo
C(r;¢) = /0 w(r)e(&r(r)) dr, 5)
¢s(fo(Er(r)))
where w(r) = . (6)
") Jo = s(fo(ér(u))) du

The weight function w(r) is same as derived in NeuS [40]
to ensure unbiased surface reconstruction, where ¢4 () =
se~5% /(14 e5%)2 is the logistic density distribution with a
global scaling parameter s.

The above integration is estimated as the sum of radi-
ance colors of discrete samples along the ray weighted by
densities. Specifically, for each ray, N = 16 points are
sampled with training-time noise, and then Nimportance = 4
points are obtained via importance sampling following the
coarse-to-fine strategy in NeRF [26].

3.3. Generative Adversarial Training

As we do not assume known object instance poses, the
neural field networks cannot be directly optimized using a
reconstruction loss, as typically done in NeRFs [26]. Es-
timating the instance pose is a challenging problem since
variations among instances make it difficult to establish cor-
respondences. Instead, we use an adversarial network [13] to
train the implicit representation from Sec. 3.2. Specifically,
we train an image discriminator D,, which receives image
crops around instances from real or fake scenes.

Image Crops. Rendering all object instances in the full
scene with the volume rendering operation R from Sec. 3.2
is memory-inefficient, since each instance typically only
occupies a small region in the image plane. Instead, the
generator renders only a crop around the object. To decide
the crop offset, we project a unit sphere co-centered with the
object to the image plane, and only render pixels contained
in the axis-aligned bounding box of the projection. The
crop-based rendering strategy prevents computing whether
each ray from the camera intersects with the rendered object,
which requires extra queries of the shape network.
Correspondingly, the discriminator receives image crops
as inputs. Real image crops are obtained from {I; }1*_, for

K instances in the input image I, where each I}, is the center
crop of I ® Mj,. The crop size is set to be the maximum
bounding box size among all instances.

Scale and Translation Augmentations. We design our
framework such that the generator is 3D-consistent and
the discriminator is 2D-scale- and 2D-translation-invariant.
Specifically, we make the discriminator robust to the distri-
bution shift of scale and translation between real and fake
data distribution by applying random translation and random
scaling to the 2D image crops as data augmentation.

The augmentation is also used in Adaptive discriminator
augmentation (ADA) [19]. However, since the generator
used in ADA does not have a 3D representation, it requires
an augmentation probability p < 1 together with a tuning
schedule to prevent the distorted distribution of augmented
data from being leaked to the generator. The same technique
is directly adopted in prior works with 3D-aware generators
such as EG3D [9], also with p < 1. In contrast, we exploit
the fact that a 3D-aware physical rendering procedure en-
forces the geometric consistency by design and therefore
would not suffer from distribution leakage with 2D augmen-
tations. Therefore, across all experiments, we use p = 1.

The augmentation stabilizes training given the limited
amount of data, and improves robustness to the approxima-
tion error between the estimated and the real, unknown pose
distribution for instances observed in the input image.

Discriminator Design. To stabilize training, the discrimi-
nator predicts the pose of the instance used to generate fake
image crops. This regularization term is defined as:

Epose = ||gGS (érol) — gGs (grot)Hgv (7N

where & is the rotations sampled at generation, and émt
the one predicted from D,, and ggs is the Gram-Schmidt
process that maps a SO(3) rotations to a 6D embedding by
dropping the last column, following [51].

In addition to D,,, we use a second discriminator D,,
for masks, which receives cropped masks from the gener-
ator and input instance masks. Empirically, we found the
additional discriminator improve training stability.

Training Objective. Similar to GIRAFFE [28], we use the
binary cross entropy loss as the adversarial training objective,
with a regularization term on gradients of the discriminator:

‘Cadv(97 '(/)7 77) = Eﬁ“Pg [f(DU(,R’(g))]

L, ®
AEkqr, iy [F(=Dn(Ik)) = Aeee [V Dy (1) [1%]

where R(§) is the forward rendering operation in Sec. 3.2.
The final training objective, thus, comprises four terms:

E(Q, 77[}a 77) = ‘Cadv (97 % 77) + Amaskﬁadv(ea 77[1, 77mask)

€))
+ )\pose[fpose(n) + )\eikonalceikonal(e)-



3.4. Training Details

Across all experiments, we use a resolution of 128 x 128
at training, and augment the background uniformly with a
random color on both fake and real images. Weights of the
loss terms in Eq. (9) are specified as Areg = 10, Acikonal =
10, Adpose = 1, and Apax = 0.1 or 1 depending on the
training image. We adopt the generator backbone from
StyleSDF [30] using SIREN [38] as the activation func-
tion. The backbone for both discriminators is adapted from
GIRAFFE [28]. The detailed architecture is specified in
the supplement. The shape network is initialized as a unit
sphere centered at the origin. We use an Adam [21] opti-
mizer with learning rates 2e — 5 and 1e — 4 for the generator
and discriminators, respectively.

4. Experiments

We test our method on a diverse set of real-world im-
ages and evaluate extensively on both real scanned objects
and synthetic objects. Experiments show that our proposed
method successfully recovers object intrinsics from in-the-
wild images, and achieves superior 3D reconstruction and
synthesis results compared to prior art.

4.1. Learning from in-the-Wild Images

It is common to see online images with a group of simi-
lar objects placed in a scene. These images have unknown
camera intrinsics or extrinsics, unknown object poses, and
uncontrolled lighting conditions, all posing significant chal-
lenges to the task of 3D reconstruction and generative mod-
eling. We test whether our method can robustly recover the
geometry and texture of objects and capture the variation
among object instances under this challenging setting.

Dataset. We collect a set of 11 in-the-wild images containing
multiple similar object instances, shown in Figures | and 3
to 5. Out of the 11 images, nine are Internet photos, and
the other two are generated by Stable Diffusion [34] (the
last two rows of Figure 3). These images altogether cover a
diverse range of object categories.

To obtain foreground masks, we use a pre-trained model
from U2-Net [33], or manually segment the immages when
U2-Net fails. We then run a connected-components-finding
algorithm [5] on foreground pixels to obtain a set of instance
masks. Examples of cropped real instances are shown in
supp. mat. For each image, the camera is estimated as a
pinhole camera with a field-of-view of 10° after cropping
with the obtained instance masks. The pose distribution
is estimated as randomly distributed either on a sphere, or
across a 3D plane while remaining visible in the image,
optionally with random rotations around an axis in the local
object frame depending on the input image.

Results. We show qualitative results in Figure 3. For each
training image, given only a handful of observations of

Depth Appearance Generation

MSE| SSIMt PSNRt LPIPS| FID)
GNeRF [25] 0.12 5.39 0.29 0.62 353.61
Ours 0.01 19.89 0.75 0.13 204.63

Table 2. Results on shape and appearance reconstruction averaged
over three real-world-captured scenes, evaluated on held-out in-
stances. Compared to GNeRF, our method achieves significantly
lower reconstruction error for both geometry and appearance, and
better image generation quality measured by FID.

masked instances, our method faithfully recovers the 3D
geometry and texture of the object category.

Furthermore, the physical disentanglement of environ-
mental extrinsics and object intrinsics allows the proposed
method to perform several inference tasks. Specifically,
changes to poses or lighting, both components of the ex-
trinsic configuration, correspond to novel-view synthesis
(Figure 3) and test-time relighting (Figure 4), respectively.
In addition, different samples from the learned object intrin-
sics (Figure 5) correspond to different instance identities,
making it possible to synthesize novel instances unseen in
the original image. In Figure 5, the shape and texture of gen-
erated instances vary across latent vectors, but poses remain
relatively stable, showing that the model disentangles poses
from the identity. See supp. mat. for more visualizations.

4.2. Shape Evaluation on Real Captured Scenes

Dataset. In order to quantitatively evaluate the reconstruc-
tion quality of the proposed method, we collect three scenes
shown in Figure 6, where each scene contains 25-64 object
instances of the same category. For each scene, we addition-
ally capture an image held out from training, which contains
three object instances in a different layout. We 3D-scan the
test scene to obtain the ground truth depth maps. The pre-
processing procedure is the same as described in Section 4.1.
We approximate the prior pose distribution as follows: in-
stances are randomly placed on the ground with a random
rotation around the up axis in their local frames, and the
camera has an elevation of 45° relative to the ground.

Metrics. We measure the quality of shape reconstruction
using the scale-invariant mean squared error (MSE) on depth
map predictions, defined as £(x, X) := minaer ||x — ax||?
following [12]. The image reconstruction quality is mea-
sured by Peak Signal-to-Noise Ratio (PSNR), Structural
Similarity Index Measure (SSIM) [43], and Learned Percep-
tual Image Patch Similarity (LPIPS) [49].

To evaluate the quality of image generation, we report
Frechet Inception Distance (FID) [17], which measures the
statistical difference of distributions of real and fake sam-
ples projected to the feature space of an neural network
pre-trained on ImageNet [10]. In our case, the real and fake
distributions are formed by all real image crops from the
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Figure 3. Learning from images in the wild. Given a single 2D image containing dozens of similar object instances with masks, our model
can recover a distribution of 3D shape and albedo from observations of the instances. We sample from the learnt distribution to obtain albedo
and normal for a specific instance, as shown in column (b-c). Two columns in (d) show two different views for the same instance. At test
time, our model can synthesize instances under novel views shown in (e) and novel lighting conditions shown in (f).

training scene, and synthesized image crops rendered with
random poses from the prior pose distribution, respectively.

Baselines. Most prior methods for 3D reconstruction are
either designed to learn from multiple views of the same
object instance or scene with no variations [26], or require

a large dataset of on the order of 1k—10k images [9, 30].
Given the limited amount of observations available and with
unknown poses, the method closest to our setting is GN-
eRF [25]. Given a prior pose distribution and a collection of
multi-view images of a scene, GNeRF jointly estimates per-



Normal Depth Albedo View Synthesis Relighting
Angle(°)), MSE| PSNRT SSIMt LPIPS| PSNRtT SSIMt LPIPS| PSNRT SSIMt LPIPS)
NeRF* [26] - 0.98 - - - 29.95 0.94 0.06 - - -
NeRD* [6] 79.64 30.85 13.63 0.83 0.21 18.47 0.84 0.18 18.22 0.84 0.19
Neural-PIL* [7] 69.50 31.03 18.24 0.85 0.15 2542 0.88 0.10 24.86 0.87 0.11
GNeRF [25] - 4.07 - - - 22.85 0.83 0.19 - - -
Ours 22.69 1.10 22.42 0.87 0.10 29.13 0.93 0.04 25.94 0.91 0.06

Table 3. Results on synthetic data. Our method yields better or comparable reconstruction quality compared to all baseline methods,
including those with access to ground truth poses (denoted as *). It also achieves superior results on albedo decomposition and test-time

relighting across all metrics.

Lighting Variation

Shading
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Input Image

Figure 4. Results for test-time relighting. The 6 columns show
renderings with different lighting conditions unseen during training.
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Figure 5. Results of interpolation in the latent space. From left to
right, each column of images corresponds to an instance with a spe-
cific latent code interpolated between two latent vectors. Instances
from all columns are rendered with the same pose.

image camera poses and optimizes for a 3D representation
by iteratively training a pose network and a NeRF [31]-based
network with a discriminator loss. To train GNeRF, we use
the image crops as multiple views of the same object.

Other multi-view reconstruction methods, such as-
NeRF [26] and NeuS [40], require camera poses for
each training image which are typically estimated with
COLMAP [35]. Variations among instances and different
lighting configurations make pixel-based matching very chal-
lenging on the converted multi-view data, and we found that
COLMAP does not converge for any of the three scenes,
making these baseline methods inapplicable.

Implementation Details. We train our method for 100k
iterations for all scenes, and use the same pose distribution,
as specified above, for both our method and the baseline.
During inference, for each held-out instance, we use
GAN:-inversion to find the pose and latent code associated
with the instance. We freeze the model after training, and
first randomly sample 1,000 poses from the prior pose distri-
bution with a fixed latent code averaged over 10,000 samples

¥ o

NovelView Depth  NovelView Depth
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Figure 6. Qualitative results on real-world-captured scenes. Our
method can reconstruct the geometry and appearance of novel
instances held out from training more faithfully compared to the
baseline method.

in the latent space. The top-5 poses ranked by LPIPS errors
are selected, and the latent code gets updated for 2,000 gra-
dient steps for each pose, with an Adam [2 1] optimizer of
learning rate 4e — 3. The pose with the lowest LPIPS error af-
ter gradient updates is used for evaluation. For GNeRF [25],
which is not conditioned on a latent code, we randomly sam-
ple 5,000 poses from the prior distribution, and use the one
with the lowest LPIPS error for evaluation.

Results. Both quantitatively (Table 2) and qualitatively (Fig-
ure 6), our method achieves higher-fidelity synthesis results
compared to the baseline method across all three scenes and
all metrics. Our neural representations for geometry and ap-
pearance capture the distribution across observed instances
as opposed to optimizing for one single instance as in GN-
eRF, which allows our method to better reconstruct novel
instances unseen during training.

4.3. Intrinsics Evaluation on Synthetic Scenes

Dataset. To test if our model can recover object intrinsic

properties such as albedo, we evaluate on synthetic data

since we do not have ground truth albedo for real objects.
Our dataset has four scenes containing 36 instances each,
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Figure 7. Results of intrinsic decomposition on synthetic datasets.
NeRD [6] does not converge on the second dataset, denoted as N/A.
GNeRF [25] does not decompose image intrinsics and does not
directly predict normal, also denoted as N/A. * denotes methods
provided with ground-truth poses.

rendered from two assets [ 1, 2] with two pose and lighting
configurations. All instances are located on a ground plane,
with a uniformly sampled rotation around the normal di-
rection of the ground plane. For each scene, we render 9
extra instances for evaluating novel view synthesis, and 9 for
relighting. All scenes are shown in the supplement.

Metrics. We evaluate the normal prediction accuracy by
angle deviation from the ground truth, and the albedo predic-
tion with scale-invariant metrics. We use the same similarity
metrics as in Section 4.2 for novel-view synthesis, relighting,
and albedo comparisons. We measure depth accuracy with
the scale-invariant MSE error. All predictions are first ap-
plied with ground truth masks before computing the metrics.

Baselines. While each training image receives a global il-
lumination, the lighting configuration for each instance in
the training image varies locally due to difference in poses.
Therefore, we compare our model with two inverse render-
ing methods that handle varying light sources in training
images, namely Neural-PIL [7] and NeRD [6]. Both meth-
ods jointly optimize for the shape, BRDF, and illumination
from multi-view images with a NeRF [26]-based architecture.
Neural-PIL additionally proposes to use a neural network as
a proxy for the illumination integration procedure in forward
rendering. We also compare with NeRF and GNeRF, which

only perform 3D reconstruction.

Implementation Details. We train our method for 300k
iterations for all scenes. Baseline methods are designed to
train on a multi-view dataset, and we convert each scene into
a multi-view dataset similar to Sec. 4.2. Neural-PIL, NeRD,
and NeRF assume constant, ground-truth camera intrinsics
across all multi-view images in the dataset. Since cropping
around instances which have different locations in the scene
results in inconsistent intrinsic parameters, we re-render each
instance in the scene such that it is re-centered at the origin,
with its rotation remaining the same. For completeness, we
also report the results of training these methods without the
re-centering operation in the supplement.

Results. As shown in Table 3, our method achieves signifi-
cantly lower error in normal and appearance reconstruction
compared to GNeRF, evaluated on held-out test views. The
quality of both reconstruction and intrinsics decomposition
is significantly better than Neural-PIL and NeRD, both re-
quiring ground truth camera poses, and comparable with
NeRF which also requires ground truth poses and does not
perform intrinsic decomposition. Qualitative results for two
exemplar scenes are shown in Figure 7. Full qualitative
comparisons are deferred to the supplement.

5. Conclusion

We have proposed a method that recovers the object
intrinsics—the distributions of geometry, texture, and ma-
terial, separated from extrinsics such as poses and lighting,
from a single image containing multiple instances of the
same object type with masks. We have developed a neural
representation to model such intrinsics and an adversarial
framework for training. The proposed method successfully
recovers object intrinsics on various objects from Internet
images, enabling many applications including shape and
image generation, novel view synthesis, and relighting.

Limitations. The proposed method assumes that multiple
similar, non-occluded instances are present in the input im-
age. We leave modeling more cluttered scenes to future
work. We also approximate the light source with a single di-
rectional light. While this simple parameterization achieves
reasonable results for input images with more complex il-
lumination effects, the model is not able to model shadows
and inter-reflection and tends to bake them into the albedo.
Rows 3—4 of Figure 3 are examples of such failure case.
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