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Dark matter elastic scattering off nuclei can result in the excitation and ionization of the recoiling atom
through the so-called Migdal effect. The energy deposition from the ionization electron adds to the energy
deposited by the recoiling nuclear system and allows for the detection of interactions of sub-GeV=c2 mass
dark matter. We present new constraints for sub-GeV=c2 dark matter using the dual-phase liquid argon time
projection chamber of the DarkSide-50 experiment with an exposure of ð12 306� 184Þ kg d. The analysis
is based on the ionization signal alone and significantly enhances the sensitivity of DarkSide-50, enabling
sensitivity to dark matter with masses down to 40 MeV=c2. Furthermore, it sets the most stringent upper
limit on the spin independent dark matter nucleon cross section for masses below 3.6 GeV=c2.

DOI: 10.1103/PhysRevLett.130.101001

The presence of dark matter (DM) in the universe is
strongly supported by many observations [1–3], based only
on DM gravitational effects. Other possible interactions
remain unknown. Weakly interacting massive particles are
theoretically favored DM candidates with masses in the
GeV=c2–TeV=c2 range [4]. Attempts to detect DM elastic
scattering off target nuclei have resulted in strong limits on
DM interactions for masses above a few GeV=c2 [5–8].
Furthermore, several mechanisms that explain the observed
DM density point to light DM particles (LDM), with
masses in the sub-GeV=c2 range [9,10].
LDM is difficult to probe with direct detection experi-

ments because the DM-induced nuclear recoil (NR) energy
is generally below the detection threshold. However,
atomic effects modeled by Migdal [11] predict emission

of electrons associated with a fraction of nuclear recoils.
This electron recoil (ER) component, in addition to the NR
one, increases the probability of exceeding the detection
threshold, thus opening a window of exploration for DM
particles with masses down to a few tens of MeV=c2. The
idea by Migdal originated in the context of nuclear physics
for alpha and beta emissions [12–15], and has been recently
adapted to direct dark matter experiments [16–29].

In this Letter, we report the results of a search for LDM-
nucleon elastic interactions based on the ionization signal
in the DarkSide-50 (DS-50) detector, taking into account
the extra energy detected due to the Migdal effect (ME).
Previous DM searches including the ME were performed
by several collaborations [30–34].
DS-50 uses a dual-phase liquid argon (LAr) time pro-

jection chamber (TPC), located at the INFN Laboratori
Nazionali del Gran Sasso (LNGS) in Italy. Particle inter-
actions in the 46.4� 0.7 kg active target induce scintilla-
tion pulses (S1) and ionization electrons. The latter are
drifted through an electric field up to the gas pocket, at the
top of the TPC, where they produce a secondary pulse of
light (S2) by electroluminescence. S1 and S2 ultraviolet
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photons are converted into the visible range by tetraphenyl
butadiene, a wavelength shifter that coats the inner surfaces
of the TPC. Visible photons are detected by two arrays of
19 3-in photomultipliers, one located above the anode and
one below the cathode, respectively. The TPC is installed at
the center of a stainless-steel sphere, filled with 30 t of
boron-loaded liquid scintillator, which is in turn installed in
a cylindrical tank, filled with 1 kt of ultrapure water. The
scintillator and water detectors are equipped with PMTs,
and act as neutron and muon veto, respectively. More
details on the detector can be found in Refs. [5,35–38].
We perform this analysis using the 653.1 live-days DS-

50 dataset, from December 12, 2015 to October 4, 2017.
We use the ionization signal S2 since it has significantly
lower detection threshold than S1 thanks to the gain of the
electroluminescence. The region of interest (ROI) is
defined as where the ionization response is calibrated
[39] and backgrounds are well understood. We characterize
the strength of the ionization signal by the number of
electrons that are extracted into the gas-region at the top of
the TPC. Given the electric field settings of the TPC, the
extraction efficiency for electrons from the liquid into
the gas is essentially 100% and so Ne is a good measure
of the ionization signal. This corresponds to the number Ne
of electrons counted in S2 within ½4; 170�e−, equivalent to
½0.06; 21� keVer (½0.64; 393� keVnr) in the ER (NR) energy
scale. Above 4e−, the contribution of spurious electrons,
captured by impurities along their drift and reemitted with a
delay, to the background model is negligible [40].
We consider only single-scatter events occurring in the

central fiducial mass of 19.4� 0.3 kg. Such events are
identified by requiring a single valid S2 pulse. The extra S2
pulses induced by electrons extracted from the cathode by
the UV photons from S1 or S2 pulses are identified as
echoes by their timing and not counted. A set of quality
cuts, based on the topological distribution and the time
profile of the S2 signal, and on S2/S1, is implemented to
reject events with overlapping pulses without appreciable
loss of acceptance, as described in Ref. [40]. An additional
set of selection cuts is applied to remove spurious S2 pulses
mainly induced by electrons captured by impurities, events
with an echo from surface alphas that lose normal S2 to the
TPC wall, and pile up events, associated to random coinci-
dences between very low S1 and S2 pulses from the anode.
The final dataset accounting for the quality and selection
cuts corresponds to an exposure of ð12 306� 184Þ kg d.
The overall acceptance, almost flat with respect to the recoil
energy, varies from 38% at 4e− to 40% at higher than 15e−.

The major sources of background events in the ROI and
in the fiducial volume are 39Ar and 85Kr decays occurring in
the LAr bulk, whose rates are expected to be ð6.5� 0.9Þ ×
10−4 and ð1.7� 0.1Þ × 10−3 Hz, respectively, and γ rays
and x rays from radioactive contaminants in the PMTs and
stainless-steel cryostat, which contribute at ð3.5� 0.4Þ ×
10−3 and ð5.9� 0.4Þ × 10−4 Hz, respectively [40].

Backgrounds originating from radiogenic and cosmogenic
neutrons, as well as coherent elastic neutrino-nucleus
scattering from solar and atmospheric neutrinos, are neg-
ligible in comparison. The main systematic uncertainties
for the 39Ar and 85Kr background stem from the atomic
exchange, screening effects, and ionization response. A
subdominant systematic uncertainty from the Q value is
also included [41]. The systematic uncertainties and their
impact are discussed in detail in [40]. Uncertainties on the
PMT and cryostat backgrounds are due to the detector
response and from Monte Carlo statistics. More details on
the event selection and background models are described
in [40].
The calibration of the detector and its response to ER and

NR energy deposits has been performed in [39]. The
ionization response to electronic recoils has been measured
down to 180 eVer and a fit to the data with a function of the
Thomas-Imel box model form allows an extrapolation
down to Oð100 eVÞ. Similarly, the expected number of
ionization electrons for NR is given by the Thomas-Imel
box model, where the number of electron-ion pairs is
obtained with Bezrukov’s model [42] and with the Ziegler
et al. model for the nuclear screening function [43]. The
ionization response to NR has been measured down to
500 eVnr. This is the lowest threshold ever reached in liquid
argon and corresponds to 3 ionization electrons. The ER
and NR ionization models are constrained by fitting the
241Am9Be and 241Am13C neutron sources data, β-decay data
of 39Ar, and electron captures of 37Ar obtained during the
DS-50 calibration campaign, and by external datasets from
the SCENE [44], ARIS [45], and Joshi et al. [46] experi-
ments. Details can be found in [39].
The elastic scattering of a DM particle off an argon

nucleus at rest induces an instantaneous momentum change
of the nucleus with respect to the atomic electrons, resulting
in the possible ionization or excitation of the atom: this is
the ME. When considering the ME, both NR and ER
signals are present. For the first time, we consider and sum
both contributions to the predicted signal.
The differential event rate for DM elastically scattering

on an argon nucleus with respect to the nuclear recoil
energy Enr and DM velocity v is given by

d2Rnr

dEnrdv
¼ ρDMσSI

2μ2NmDM

fðvÞ
v

; ð1Þ

where ρDM ¼ 0.3 GeVcm−3 c−2 is the local DM density,
mDM is its mass, σSI is the DM-nucleus spin independent
scattering cross section, μN is the DM-nucleus reduced
mass, and fðvÞ is the DM speed distribution in the
laboratory frame. We assume the standard halo model with
a DM escape velocity vesc ¼ 544 km=s, and local standard
of rest velocity v0 ¼ 238 km=s [47].
The rate for a nuclear recoil energy Enr, accompanied by

an ionization electron with energy Eer is given by [17]
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d3R
dEnrdEerdv

¼ 1

2π

X

n;l

d2Rnr

dEnrdv

dpc
qeðnl → EerÞ

dEer
; ð2Þ

where dRnr=dEnr is the standard DM nuclear recoil rate,
pc
qe is the probability to emit an electron from the ðn;lÞ

shell with final energy Eer, qe ¼ me

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2Enr=mN

p
is the

electron momentum in the nucleus rest frame immediately
after the DM interaction,me is the electron mass, andmN is
the nucleus mass. Since the emitted electron may come
from an inner orbital, the remaining excited state will
immediately release further energy in the form of additional
electrons or photons. These are measured simultaneously
with the energy deposited by the initial ionization electron.
As a consequence, the total energy deposited in the electro-
magnetic channel can be estimated to be EEM ¼ Eer þ Enl,
where Enl is the binding energy of the ðn;lÞ state. In this
analysis, we use the differential probabilities for isolated Ar
atoms computed in [17], and we consider the ionization
contributions of all the electron shells. The fraction of
events where the ME occurs increases as the DM mass
increases. As an example, these fractions are 2.9 × 10−5 at
100 MeV=c2 and 1.2 × 10−3 at 1 GeV=c2.
In Ref. [24] it has been shown that the prediction of

Ref. [17] for the probability of emitting an electron from the
valence shell in isolated argon atoms is robust. However, in
liquid argon, the valence shell shows a band structure and a
reduced binding energy. Neglecting this difference in the
computation results in a smaller ionization probability [48],
thus reducing the predicted ME signal event yield.
The 2D differential rate in Eq. (2) for two representative

DM masses (0.36 and 1.49 GeV=c2) as a function of EEM
and Enr are shown in Fig. 1, along with the corresponding
1D integrated distributions in the ME electron and the NR
channels. The peaks in the ME electron spectrum corre-
spond to the contribution of the different atomic shells, with
binding energies Enl from Ref. [17].
The signal for spin independent DM-nucleon scattering

is modeled with a Monte Carlo approach simulating the
event resulting from the combination of the recoiling atom
and the ionization electron induced by the ME. The
detector response model is applied independently to the
corresponding NR and ER components, accounting for the
ionization and electron-ion recombination processes [39].
The ER component is modeled as a single energy deposit,
despite being the sum of primary ionization (Eer) and
subsequent x-ray/Auger cascade (Enl). We tested this
assumption against an alternative description of the ME
process, assumed as the results of two independent energy
deposits of Eer and Enl, and find that the calculated
exclusion limits are indistinguishable.
Regarding NRs, they are subject to the quenching effect,

a stochastic process whose statistics governing its fluc-
tuation is unknown. For this reason, we considered two

models where quenching fluctuations are either suppressed
(NQ) or binomial (QF).
The predicted dark matter signals (orange, blue, and

green lines) for both QF (dashed) and NQ (solid) models
are shown in Fig. 2 together with the DS-50 data (black
points) and the fitted background model (red curve). The
signal shown was produced for a spin independent scatter-
ing cross section σDM ¼ 10−35 cm2 and different dark
matter masses (orange for mDM ¼ 0.1 GeV=c2, blue for
mDM ¼ 0.5 GeV=c2 and green for mDM ¼ 0.9 GeV=c2).
The signal rate for mDM ¼ 0.9 GeV=c2 contains con-

tributions from NR and ME which are both above the
analysis threshold when the quenching fluctuations are
included, with the two contributions combined in order to
set the limit. On the other hand, the distributions formDM ¼
0.5 and 0.1 GeV=c2 are dominated above threshold solely
by the ME, independently of the fluctuation model chosen.
The S2 observed energy spectrum is interpreted using a

binned profile likelihood as described in detail in [40]. The
bins are assumed independent of each other and in each bin
the probability is described by a Poisson distribution.
The Poisson intensity parameter of the ith bin is given
by the sum of the signal contribution, multiplied by its
normalization parameter, and the expected background

FIG. 1. 2D differential ionization rate as a function of the
nuclear recoil energy (Enr) and electromagnetic channel energy
(EEM) is shown for two representative DM masses, 0.36 GeV=c2

(top) and 1.49 GeV=c2 (bottom). The rate is given in
events=ðkeV2 kg dÞ and covers EEM from 0.01 to 3 keV and
Enr from 4 × 10−4 to 4 × 10−2 keV for a DM mass of
0.36 GeV=c2 and Enr from 2.5 × 10−2 to 7.5 × 10−1 keV for a
particle of mass 1.49 GeV=c2. The top and side panels of each
figure depict the corresponding integrated distributions in the ME
electron (top panels) and the NR (left panels) channels.
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templates. These quantities are affected by the uncertainties
on the exposure, ionization energy scale, the estimate of the
radioactivity present in the detector, and the calculations of
atomic exchange and screening effects impacting 39Ar and
85Kr first forbidden unique beta decay spectral shapes. Such
systematic effects are implemented by means of a set of
nuisance parameters that acts on the normalizations and
spectral shapes of the background and signal spectra. This
likelihood has been used to perform a background-only fit
in the region Ne ¼ ½4; 170�, resulting in a good description
of the observed spectrum as shown by the red histogram of
Fig. 2. The postfit values of the nuisance parameters are in
good agreement with the nominal ones [40], confirming the
reliability of the fit.
The search for spin independent dark matter-nucleon

interactions via the ME is performed with a profile log-
likelihood ratio test statistic based on the above likelihood
function and the dark matter signal described in the
previous paragraphs.
The observed limit at 90% C.L. (confidence level) for the

NQ (QF) signal model is shown as a solid (dashed) red
curve in Fig. 3, together with the corresponding�1σ (green
shaded area) and�2σ (yellow shaded area) expected limits.
The observed limit is compatible within 1σ with the ex-
pected one, showing no significant excess above the
expected background in the region above Ne ¼ 4. The
choice of the fluctuation model affects only the intermedi-
ate region between 0.5 and 5 GeV=c2. Indeed, this is the
transition region between a signal that is dominated by the
nuclear recoil and one that is dominated by the ME with
nuclear recoils just below the analysis threshold. The
overlap between ER and NR ion-electron clouds, if
spatially close, may reduce the number of free electrons.
Such an effect is not accounted for in this Letter. However,

the maximal size of this effect can be inferred by comparing
the obtained limit with the one evaluated by assuming the
ME-induced ER component only (dot-dashed).
The observed upper limits presented in this Letter are

compared in Fig. 3 with other experiments [33,36,49–51].
The limit is entirely driven by the ME for DM masses
below 0.5 GeV=c2. The DS-50 experiment reaches the best
sensitivity for the dark matter spin-independent scattering
cross section for masses below 3.6 GeV=c2, improving
considerably the sensitivity with respect to the analysis of
2018 [36].
The limits benefit from the extended signal region Ne ∈

½4; 170� even though the signal rate typically is negligible
with respect to the background rate for Ne > 50 for masses
of Oð1Þ GeV. The larger Ne region provides further
constraints on the calibration parameters and background
model.
Exploiting data from the full exposure of the DS-50

experiment, we performed a search for LDM by analyzing
the ionization signals induced by DM particles scattering
off nuclei, enhanced by the Migdal effect. The Migdal
detection channel, together with the new calibration [39],
data selection, and background model [40], improves
significantly the sensitivity of DS-50 to spin-independent
DM-nucleon interactions for sub-GeV masses. This analy-
sis sets the world best limit on the spin-independent DM-
nucleon cross section for masses below 3.6 GeV=c2 and
down to 40 MeV=c2. The same analysis approach was
also applied to improve existing limits on dark matter
particle interactions with electron final states [62]. With
the DarkSide-20k detector under construction at the
LNGS [63], we hope to improve on all these limits
significantly.

FIG. 2. Data (black) and background model (red) after the
selection and fit described in [40]. The expected spectra including
the Migdal effect assuming a spin independent DM-nucleon
scattering cross section of 10−35 cm2 and DM masses of 0.1, 0.5,
and 0.9 GeV=c2 are shown in orange, blue, and green. The gray
shaded band shows the S2 threshold used in the analysis.

FIG. 3. Upper limits on the spin independent DM-nucleon cross
section at 90% C.L. obtained with a signal including the Migdal
effect, together with the corresponding �1σ (green shaded area)
and �2σ (yellow shaded area) expected limits. NQ is red solid,
QF is dashed, and the ER contribution from the ME is dash-
dotted. Also shown are limits Cresst-III (green) [49], Xenon1T
(light and dark blue) [33,50], PandaX-4T [51] and DS-50 (dark
red) [36]. Other weaker limits [6,8,51–57] and claimed discovery
[58–61] are not shown.
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