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ABSTRACT. We show that the Priess-Crampe & Ribenboim fixed point theorem is provable in RCAy.
Furthermore, we show that Caristi’s fixed point theorem for both Baire and Borel functions is equivalent
to the transfinite leftmost path principle, which falls strictly between ATRo and I1}-CAg. We also exhibit
several weakenings of Caristi’s theorem that are equivalent to WKLy and to ACAy.

1. INTRODUCTION

Metric fixed point theorems state that, under certain conditions, a function f: X — X from a metric
space to itself has a fixed point, i.e. there is an x, € X such that f(z.) = z,. Such theorems have
many applications in geometry, partial differential equations, etc., where the function f is typically
continuous.

One fixed point theorem that does not require the continuity of f is Caristi’s fixed point theo-
rem |7Caristi|. Instead, the function f is ‘controlled’ by a non-negative lower semi-continuous function.
Specifically, it applies to what we will call ‘Caristi systems’. As is typical, we will notationally identify
a metric space (X, d) with X. Recall that V: X — R is lower semi-continuous if whenever z,, — x, it
follows that V(x) < linn_ligf V(zy).

Definition 1.1. A Caristi system is a tuple (X, f, V'), where X is a complete metric space, f: X — X
is arbitrary, V: X — [0, 00) is lower semi-continuous, and for all x € X, d(z, f(z)) < V(z) — V(f(z)).

Theorem 1.2 (Caristi [?Caristi]). Every Caristi system (X, f) has a fized point; i.e. there is x, € X
such that f(x.) = xx.

Caristi’s theorem has various applications and generalizations in metric fixed point theory [?CaristiApps)
?7Kirk2003|. We think of V: X — [0, 00) as a ‘potential’, which diminishes after applying f; intuitively,
after enough applications of f, no more potential is lost and we have reached a fixed point. In Caristi’s
original proof, f is iterated transfinitely, but this can be avoided by using Ekeland’s variational principle.

Theorem 1.3 (Ekeland [?ekeland1974]). Let X' be a complete metric space and V: X — [0,00) be
lower semi-continuous. Then there is an x, € X such that for all x € X, d(zs,z) < V(zy) — V(2)
implies that © = x,.

We call such an z, a critical point of V. Theorem 77 can be derived from Theorem ??7 by
observing that any critical point for V' will also be a fixed point of f, by the assumption that
d(xs, f(2:)) < V(xs) — V(f(z4)). Note however that Ekeland’s theorem is equivalent to IT}-CAg, so
the transfinite methods are still hidden ‘under the hood’ [?EkelandSelecta).

Another fixed point theorem that was originally proven via infinitary methods (stated in terms
of an explicit invocation of Zorn’s lemma) is the Priess-Crampe & Ribenboim theorem, which deals
with spherically complete ultrametric spaces. This result is partially motivated by logic program-
ming |?PriessCrampe2000] and has recently found applications in cut-elimination for ill-founded
proofs |?SavateevS21].

Definition 1.4. A metric space X is an wultrametric space if for all z,y,z € X, d(z,y) <
max{d(z,z),d(z,y)}. X is spherically complete if whenever (B, (z;))ien is a decreasing sequence
of closed balls, it follows that ;o B, (7:) # @.

A function f: X — X is strictly contracting if for all x #y € X, d(f(x), f(y)) < d(x,y).

Theorem 1.5 (Priess-Crampe & Ribenboim [?priess-crampe2011|). Let X' be a spherically complete
ultrametric space and f: X — X be strictly contracting. Then, f has a unique fixed point.
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Our goal is to determine the strength of the Priess-Crampe & Ribenboim theorem and Caristi’s
theorem in the sense of reverse mathematics.

For Caristi’s theorem, in order to deal with ‘arbitrary’ f, we consider the case where f is either
Baire or Borel, as these are wide classes that can readily be coded within second-order arithmetic.
The Caristi theorem for these classes is strictly between ATRy and H%—CAO, and indeed equivalent
to the theory of the transfinite leftmost path principle introduced by Towsner |[?Towsner2013|. This
shows that transfinite methods cannot be avoided altogether. The reversal, however, requires a fairly
complicated choice of X and f: Caristi’s theorem only requires such a strong theory because it covers
such complicated functions on fairly general spaces.

If we restrict X or f to nicer examples, Caristi’s theorem becomes easier to prove. The case
where both f and V are continuous has also been treated by Peng and Yamazaki [?Peng2017];
this case is interesting, as it can already be viewed as a generalization of the Banach fixed point
theorem |?CaristiApps|. Using our previous work on the reverse mathematics of Ekeland’s variational
principle |[?EkelandSelecta), we extend this treatment to lower semi-continuous V. As we will see,
weakened versions of Caristi’s theorem are equivalent to either WKLy when X is compact and both
functions are continuous, or ACAy when either compactness [?7Peng2017| or continuity is dropped (but
not both).

Regarding the Priess-Crampe & Ribenboim theorem, surprisingly it may already be proven in RCA.
We show this by exhibiting a new constructive proof.

2. SUBSYSTEMS OF SECOND-ORDER ARITHMETIC

We will work within subsystems of second-order arithmetic as in [?SimpsonS0S04|. The language is
that of Peano arithmetic enriched with variables for sets of natural numbers which may be quantified
over. We use A8 to denote the set of all formulas, possibly with set parameters, where no second-order
quantifiers appear and all first-order quantifiers are bounded, and as usual define the classes 3¢ and
IT¢ where n is the number of alternating first-order (for e = 0) or second-order (for e = 1) quantifiers
(see e.g. [?SimpsonS0OS04] for details).

We use the notation (xg, ..., z,) to denote sequences of natural numbers encoded in a standard way.
As usual, sets of pairs may be used to represent binary relations and functions on the natural numbers,
and for a binary relation R, |R| denotes the union of the domain and codomain of REI The set of all
finite sequences of natural numbers is denoted N<N. For o,TE N<N we write ¢ C 7 if ¢ is an initial
segment of 7, o C 7 if ¢ is a proper initial segment of 7, and set o = {r e NN : 7 Co}. If A: N - N
and n € N, write A | n for the finite sequence (A(7));<n; note that the sequence is empty when n = 0.
For a set X C N we write X [ n for the finite sequence Ax [ n where Ay is the characteristic function
of X. We extend the use of C by defining 0 C— A whenever 0 = A | n for some n. Concatenation of
sequences is denoted by —~. If XY C N then X @Y is {2n:n € X} U{2n+1:n € Y}, the Turing
join of X and Y.

We will represent trees as subsets of N<N which are downward closed under C. Binary trees are
then those trees which are subsets of {0, 1}<N. An infinite sequence A is a path through T if for every
n, A [ n €T, and [T] denotes the class of paths through 7.

If < is a well-order on a subset of N, then ot(<) denotes the order-type of <. If moreover X C N2 is
a set of pairs, and « € |<|, we write X, for {x € N: (z,a) € X} and X_, for the set of all (n,5) € X
with 8 < «a, with X<, being defined analogously. Transfinite recursion along < may be defined in
second-order arithmetic, as follows.

Definition 2.1 (|?SimpsonS0S0A, Chapter V]). Let 6(x,Y,Z, Z) be any formula. We define Hy(<
Y, Z, Z) to be the formula which says that, for each a € |<|, Y, = {z : 0(x,Y<q, 2, Z)} and for a & | <],
Y, = @. We may write Hyp(<,Y) when Z, Z are clear from context.

We may choose 6 so that for any parameters Y, Z, Z, the set {z : 0(z,Y,Z, Z)} is a universal
computably enumerable set relative to Y, Z—that is, so that for any Y, Z, 7 , any set computably
enumerable relative to Y, Z is equal to some slice {z : 0({e,z),Y, 7, Z)}. In this case the choice of 0
only matters up to details of coding, so we omit it.

1Within RCAo, |R| may not exist as a set but one can always find an isomorphic relation R’ such that |R’| exists as a
set.
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Definition 2.2. For a fixed 6, such that for any parameters Y, Z, Z, the set {z:0.(z,Y, 7, 2)} is a
universal computably enumerable set relative to Y, Z, we write H instead of Hy,.

This suffices to define the ‘Big Five’ theories of reverse mathematics: RCAg includes basic axioms of
arithmetic together with induction for X.9-definable predicates and comprehension for A{-definable
predicates; WKL extends RCA(y with the formalized weak Konig’s lemma; and ACAg includes com-
prehension for arithmetical formulas. Then ATR( ensures that, whenever < is a well-order, there is a
unique Y so that H(<,Y,Z, Z ) holds, and finally, IT}-CAy is axiomatized with comprehension for ITi
formulas. We have mentioned these theories in strictly increasing order of strength, but there is a less
known theory between ATR( and I1}-CAg due to the third author |[?Towsner2013].

Definition 2.3. When < is a linear order, we say < is a successor if it has a maximal element x, and
we define its predecessor <~ = < | (|<|\ {z}). When < is a well-order, we say W is X2 if either (a) <
is a successor and W is computably enumerable in the unique Y :=Y @ Z so that H(<",Y, Z) holds,
or (b) < is not a successor and W is computable in the Y := Y @ Z so that H(=<,Y, Z) holdsé

TLPPy is defined to be RCAq together with the TLPP (transfinite leftmost path principle) axiom.
When A and I are infinite sequences, we write I' < A if there is some n such that I' [ n = A [ n and
['(n) < A(n). Then TLPP is the formalization of the following statement: whenever T C N<N s q tree
with an infinite path and < is a well-order, there is a path A through T such that there is no path T’
through T which is EQGBT and I' < A. We call A a relativized <-leftmost path for T, or just relativized
leftmost path when <, T are clear from context. For a detailed treatment of these and other subsystems
of second-order arithmetic, see [?7SimpsonS0S0A,?Towsner2013]. The following two characterizations
of TLPP( will be useful; the proof is simply a relativization of the one in [?MR1428011].

Lemma 2.4 (RCAy). The following are equivalent:
(1) TLPPy.
enever (I )neN 1S a sequence of trees and < is a well-order, there are a pair of sets Zy, Z1
2) Wh T ] d =<1 ll-ord h ) Zy, 2
so that n € Zy if and only if there is a path through T, which is Eio®zl®<T">"€N.
or any parameters _’, any well-order <, and any ormula @, there are sets Xg, X1 so that
3) F Z ll-ord d 9 l h Xo, X h

x € Xo iff for every Y which is Zf(’@xl@z, o(x,Y, Z) holds.

Proof. To show ?? implies 77, let (T},)nen be given. We define a single tree T intertwining these trees:
we first define T), = {(0) "0 : 0 € T),} U{0 : Vi < |o| o(i) = 1} (that is, we add a single infinite path to
the right of all paths in 7},) and then take T' = {0 : V(i,n) < |o| (¢((0,n)),...,0((i,n))) € T),}. By
TLPPg, let A be a relativized leftmost path for 77 and let Z = {n : A({0,n)) = 0}.

If n € Z then there is a path through T, computable from A. If n € Z and T is a path through
T,, which is EZ@A@<T">"€N, then we can modify A by setting A’((0,n)) =0, A'((i + 1,n)) = I'(), and
N ((i,m)) = A((i,m)) for m #n. But A’ < A and A’ is des(T")”eN, contradicting the choice of A.

Next we show that 7?7 implies 7?7. By the normal form theorem, write ¢(x, Y, Z) = VwIz¢Y(w, z,x,Y |
z,Z). For each z, let T}, be the tree defined by o € T} iff for all i < j < |0, 0(i) C o(j) € 2V, i < |0 (i)
and 3z < |o(i)| ¥(i, 2,2, 0() | z, Z) holds.

We extend (T%)zen toﬂencode 7 and find sets S0, 51 so that x € S iff there is a path through T,
which is EiO@Sl@<TI>ZEN@Z. The complement Sy of Sy is the desired set. If = & Sp, then there is a path

A through T, which is Eio®51@<TI>“EN®Z. Since (Ty)zen is computable from 7, this path is 25@5@2
and Y = {i: A(i)(¢) = 1} witnesses Vwﬂiw(w, z,x,Y | z,Z). On the other hand, if there is a Y so
that Vw3zy(w, z,z,Y | z, Z) and Y is Z_Sf@Sl@Z then a function A defined by A(i) =Y | z; where z;

is the smallest z > i such that (i, z,x,Y | z, Z) holds is a path through T}, which is Eio®sl®<Tz>z€N@Z
and therefore = & Sj.

To show that ?? implies 77, let T' be a tree with an infinite path P, and let < be a well-order. Let
¢(0,Y,T) be a formula which holds iff Y is not a path through T,, = {r € T : ¢ C 7}. By 7?7, let X
and X; be such that o € Xy iff no Y which is Zfoeaxl@T@P is a path through T extending o. Now
recursively compute a path A from X by setting A(n) to be the least i such that (A [ n)™ (i) ¢ Xo.

2Note that there is an irregularity at the lowest level in our notation, namely, W is 25 means that W is AZ and not
YZ in the sense that W is defined by a bounded formula from Z.
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The value A(0) is defined because P [ 1 ¢ Xg. If A [ n is defined for some n > 1, then A [ n ¢ X, so
there is a D50FX18TEP hath ¥ through T extending A [ n. Then Y | (n+1) ¢ X, which implies that
A(n) is defined and therefore that A [ (n+ 1) is defined. Thus A is a path through 7. Now suppose for
a contradiction that there is a ZQ\@T path I' through 7" with I' < A. Let n be such that I' [n =A [ n
and ['(n) < A(n). Then T | (n+1) ¢ Xo because T is BA%T and hence RX0FX1TSF  Thig contradicts
the definition of A(n) because (A [ n)"(I'(n)) =T [ (n+ 1) ¢ Xo, but I'(n) < A(n). O

The unrelativized version of (iii)—the existence of a set X so that = € X iff for every Y, ¢(z,Y, Z)
holds, is sometimes called an impredicative definition (since the set Y might be X itself, or something
defined from X). The relativized version is called a partial impredicativity because we only consider
those Y’s which are defined from X in a limited way.

3. BAIRE AND BOREL FUNCTIONS

Part of the appeal of second-order arithmetic as a foundational system for mathematics is that it
suffices to develop a large part of mathematical analysis, particularly when dealing with separable
metric spaces. However, this requires some coding machinery. In this section, we recall this machinery,
and establish notation that will be used throughout the text.

Definition 3.1 (RCA; see [?SimpsonS0S0A, Definition I1.5.1]). A (code for a) complete separable
metric space X = X is defined in RCAg to be a nonempty set X C N together with a sequence of
real numbers d: X x X — R such that d(a,a) =0, d(a,b) = d(b,a) > 0, and d(a, b) + d(b,c) > d(a,c)
for all a,b,c € X. A point of Xisa sequence r = (z;);en of elements of X such that for all i < j,
d(zi,z;) < 2=i We write € X to mean that z is a point of X. We set d(z,y) = lim, 00 d(Zn, Yn),
which provably exists in RCAy.

We say that the space X' is compact if there is a sequence of points witnessing that X is totally
bounded [?SimpsonS0S0A, Definition II1.2.3]. For our purposes, it suffices to mention that RCA( proves
that both [0, 1] and the Cantor space are compact in this sense. Here, the Cantor space is {0, 1} with
d(A,N') = 27" for the least n such that A(n) # A’(n) and d(A, A’) = 0 when no such n exists. The
Buaire space is defined analogously, but with set of points NY; note that the Baire space is not compact.
In the definitions below, Q~° denotes {q € Q : ¢ > 0}.

Definition 3.2 (RCA; see [?SimpsonS0S0A, Definition I1.5.1]). Let X be a complete separable metric
space. The (code for the) rational open ball By(a) is the ordered pair (a,r), with a € X and r € Q>°.
We define B,.(a) @ By(b) if d(a,b) + 17 < ¢ and B,(a) & By(b) if d(a,b) +r < q.

We remark that B,(a) @ Bgy(b) implies that B, (a) C B,(b) (in the usual set-theoretic sense), but
not necessarily the converse (consider e.g. the case where X is a singleton).

One challenge in formalizing Caristi’s theorem in the context of second-order arithmetic is that it
applies to arbitrary functions f, which would in principle require a third-order quantification. Instead,
we will work with a rather wide class of functions that can still be formalized as second-order objects:
Baire and Borel functions. To keep our presentation unified and to minimize coding concerns, we
view all functions on metric spaces as special cases of Baire or Borel functions, which is not how
e.g. continuous or lower semi-continuous functions are typically coded in the literature. In Appendix 77?7
we discuss the relationship between our codes and the more standard ones.

The general theory of Borel sets in reverse mathematics is well established, for instance in [?MR1197207,
7SimpsonS0S0A|, but Borel functions have been less well studied.

Definition 3.3. When X is a complete separable metric space, recall that a Borel code (that is, a
code for a Borel subset of X) is a tree of sequences S such that: (a) there is no infinite path through
S, (b) there is exactly one n so that (n) € S, and (c) any leaf o € S has the form 77 (B, (a)), where
a€ X and r € QY.

We view such a tree as coding a Borel set. In fact, every node in the tree will code a Borel set Ug(o)
defined recursively by
when 0 = v (B, (a)) is a leaf, Us(c) = By(a),
when o = v (n) where n is odd, Ug(o) = | J{Us(c™(k)) : (k) € S},
when ¢ = v (n) where n is even, Ug(c) = ({Us(c™(k)) : (k) € S},
when o = (), Ug(c) = Ug((n)), where n is unique so that (n) € S.
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In particular, open sets may be represented as unions of open balls, hence via a Borel code. By
abuse of notation, we write x € S as an abbreviation for x € Ug(()). Note that the latter is not a
formula of second-order arithmetic, however it is a theorem that, in ATRy, we can identify membership
in coded Borel sets (see |?SimpsonS0S0A, Lemma V.3.3 and Definition V.3.4]).

Lemma 3.4 (ATRg). If (zn)nen is a sequence of points in X and (Sy)nen is a sequence of Borel codes
then {n : z, € Ug, (())} ezists.

We will need to discuss Borel functions. We encode a Borel function as one where the inverse image
of each basic open set is given by a Borel code.

Definition 3.5. Let X and )Y be metric spaces and T be a set coding a sequence of Borel codes
(Yiam :{a,7) €Y x Qso). Write YT(B,(a)) for UT(a,r>(<>)'
We say that T is a (code for) a Borel function from X to ) if for all basic open balls B, B’ of Y:
(i) if B C B’ then T(B) C T(B'),
(i) if BN B' = & then Y(B)NY(B) = 2,
The set T codes the partial function f: X — Y, where z € dom(f) if there is a (unique) element
f(z) =y € Y such that for every ball B containing y, x € T(B).
Recall that the Kleene-Brouwer order of a tree T, denoted KB(T'), is a linearization of T' which,
provably in ACAg, remains well founded when T is (see e.g. |?SimpsonS0SOA|). When f is a Borel
function coded by Y, the complezity of f, written ||f]|, is KB({(n) "o : 0 € T,}).

In particular, continuous functions may be coded as Borel functions, where the preimage of every
open ball is open.

Lemma 3.6 (ATRy). Let T be a code for a Borel function from X to Y. Then, for any x € X, the

image of x under f exists and is Z‘ﬁj‘?ﬁ.

Proof. The evaluation function of the set of balls B,(a) such that » € f~1(B,(a)) is Zﬁj‘?ﬁ. Therefore

we may define an approximation by taking y; to be the least a such that x € f~(By—i-1(a)), and then
the sequence (y;)icn converges to f(x). O

Rather than referring to codes, we will usually talk about the function f: saying that f is coded is
simply saying that, for each B, (a), the set f~!(B,(a)) is given by a Borel code, and these codes are
presented uniformly in a,r.

Definition 3.7. A (code for a) partial Baire function is a well-founded tree = such that each leaf is
labeled by a (code for a) partial continuous function and each non-leaf has an extension for each i € N.
For any x and any o € Z, the value fz ,(x), if it exists, is defined recursively by:

e if 0 is a leaf labeled by f then fz,(z) = f(x),
e if 0 is not a leaf and there is any n so that fz ,~,)(x) does not exist then fz,(x) does not
exist,
e if o is not a leaf, fz ;) (z) exists for all n, then f=;(z) = limy 00 fz 5~ () () if this exists,
and does not exist otherwise.
We write fz(z) for fz ) (z) and call f a Baire function if it is given by a code for a partial Baire
function such that, for every z, f(x) exists.

It is provable in ATR( that every Baire function is Borel, and the converse is true on zero-dimensional
spaces, including the Cantor space and Baire space; see Appendix 77 for details.

Potentials (i.e., non-negative lower semi-continuous functions) can be represented as increasing limits
of continuous functions and hence as Baire class 1 functions. For this, we use the following lemma (not
formalized in second-order arithmetic).

Lemma 3.8. If X is any metric space and V is a potential on X, then there exists a pointwise
increasing sequence of continuous functions Vi,: X — [0,00) such that V = lim,,_,o Vj,.

Proof sketch. It is easy to check that an increasing limit of continuous functions is Isc. For the converse,
given a > 0, define the a-envelope of V', denoted V), by V(o) () = infycx (V(y) + ad(z, y)) Then,
it is not hard to check that (V{,))nen is an increasing sequence of continuous functions converging
pointwise to V. O
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Thus in second-order arithmetic we define a potential to be a Baire class 1 function which is an limit
of pointwise-monotone continuous functions V;, (i.e. Vy,(z) < Vi, (z) if n <m). If V,, is the n-envelope
of V, we say that V' is enveloped. Note that V() is well defined even when o = 0, in which case we
obtain V(gy = inf V, and thus enveloped potentials have an infimum. As we will see, there is much
more information that can be extracted from continuous envelopes.

This coding machinery will suffice to formalize Caristi’s theorem, but first we turn our attention to
Priess-Crampe, which involves only continuous functions.

4. AN ELEMENTARY PROOF OF THE PRIESS-CRAMPE & RIBENBOIM THEOREM

Recall that Theorem 7?7 states that if X is a spherically complete ultrametric space and f: X — X
is strictly contracting, then f has a unique fixed point. This theorem may be stated in second-order
arithmetic via the coding machinery described above. For spherical completeness, let Ep(m) denote
the class of y € X such that d(z,y) < p for given x € X and p > 0. As X is an ultrametric space, we
write B,(z) @ Bs(y) to denote that max{d(z,y), p} < and observe that B,(z) € Bs(y) implies that
B,(z) C Bs(y). Then, X is spherically complete if whenever (Em (x4))ien is a sequence of closed balls
such that B, (z;) ® By,,, (wi4+1) for all 4, there is an « € (), By, (#;). We now obtain the following.

Theorem 4.1. The Priess-Crampe & Ribenboim theorem is provable in RCAy.

Proof. Uniqueness follows easily from the assumption that f is strictly contracting, so we focus on
existence.

Let X = X, and let (a;);en enumerate X with each a; occurring infinitely often. Define p(z) =

d(x, f(z)). We claim that there exists a sequence (b;);eny such that p(b;) > p(biy1) for all ¢ and

b; — inf p as ¢ — oo (in the sense that for all x € X and € > 0, there is an ¢ with p(b;) < p(x) + €).
Construct the sequence (b;);en as follows. Note that p(z) < p(y) is a X statement, which we may
represent as 3z¢(x,y, z). Let by = ag, and recursively define b; 11 = a; 41 if there is a z < ¢ witnessing
that p(a;+1) < p(b;) (in the sense that ¢(a;y1,0b;, 2) holds), and otherwise define b;11 = b;. It is not
hard to check that the sequence (b;);cn satisfies the required properties.

Let p; = p(b;) for each i. We show that B, (b;) ® B,,,, (bi4+1) for all i. To see this, observe that

d(bi, bi1) < max{d(bs, f(bi)), d(f (i), f(bit1)), d(biv1, f(bit1))}
= max{p;, d(f(bi), f(bi+1)), pi1} = pi.

The last equality holds because f is strictly contracting and therefore d(f(b;), f(bi+1)) < d(bj, bit1).
Thus it must be that max{pz, d(f(bi), f(bit1)), pi+1}t = max{pi,pit1} = pi- It follows that
max{d(bu b’L+1) p1+1} < Pi, SO B (b ) D) Bp i+1 (bi+1)'f

By spherical completeness, there is an x4 € ();eny Bp; (bi). Then p(x,) < p; for all i because

d(xx, f(2+)) < max{d(zy, bi), d(bi, f (b)), d(f(bi), f(2+))} = max{d(z«, bi), pi} = pi,

since x € B, (b;) and f is strictly contracting. If p(x,) > 0 then d(x., f(zy)) > d(f(2s), f2(z4)) =
p(f(xy)), Wthh contradicts the fact that lim; .o p(b;) = inf p. We conclude that d(x., f(z«)) =0. O

5. THE CARISTI THEOREM IN THE BIG FIVE

In this section we study weakenings of Caristi’s theorem provable in WKLy and ACAq. Caristi’s
theorem follows directly from Ekeland’s variational principle, so we first recall the main results
from [?EkelandSelecta) regarding the reverse mathematics of the latter. In particular, Ekeland’s
variational principle is derivable in H%—CAO, thus establishing an upper bound for Caristi’s theorem.
Ekeland’s variational principle also has natural weakenings derivable in WKLy and in ACA,.

Definition 5.1. Given definable classes X of coded metric spaces and U of coded potentials, the
(formalized) Ekeland variational principle for X € X and V € U is the statement that, if X € X is a
coded separable complete metric space and V' € U is a coded potential, then there exists x, € X such
that for all z € X, if d(xy,z) < V(zy) — V(x), then x = z,.

When not mentioned, we assume that X is the class of all coded complete separable metric spaces
and U is the class of all coded potentials.

The following is proven in |[?EkelandSelectal, and in fact all items reverse.

Theorem 5.2. The Fkeland variational principle holds:
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(i) (WKLg) For compact X and continuous V.
(i) (ACAg) For compact X or continuous V.
(i4i) (II1-CAg) For the class of all metric spaces with an arbitrary potential.

All of these results reverse, although we won’t be needing this. We remark that |[?EkelandSelectal
uses a different presentation of potentials (i.e. lower semi-continuous functions), but the two are
equivalent over RCAq (see Appendix ?7). The discontinuous cases are established by reducing to
continuous cases via envelopes, given the following [?7EkelandSelecta, Lemma 8.1].

Lemma 5.3 (RCAg). Let V' be any potential and o > 1 be such that Via) exists. Then, any critical
point x. of Viu) is also a critical point of V, and Vi (z.) = V(z4).

We are now ready to state our formalization of the Caristi fixed point theorem and prove it (and its
weakenings) in standard systems of second-order arithmetic.

Definition 5.4. A Caristi system is a tuple (X, f,V'), where X is a coded complete separable metric
space, f: X — X a coded Baire or Borel function, and V: X — [0,00) a coded potential.

Given definable classes X of complete, separable metric spaces and §,U of functions such that
elements of § are Borel or Baire functions of the form f: X — X and elements of U are potentials of the
form V: X — [0, 00), the (formalized) Caristi fized point theorem (CFP) for X € X, f € §, and V € 0
is the statement that, if (X, f, V) is a Caristi system whose elements belong to the aforementioned
classes, then there exists z, € X such that z, = f(z,).

When not mentioned, we assume that X is the class of all coded separable complete metric spaces, §
is the class of all Baire or Borel functions, and U is the class of all coded potentials.

The following is a corollary of Theorem 77, using the fact that the Ekeland variational principle
implies Caristi’s theorem.

Proposition 5.5. The CFP holds whenever:

(i) (WKLg) X is compact and V is continuous.
(i) (ACAg) X is compact, f is continuous, or V is continuous.
(iii) (I13-CAq) Always.

Proof. Most items follow by using Theorem 77 and the fact that every critical point of V is a fixed
point of f. The exception is ?? for continuous f, but the proof of Peng and Yamazaki [?Peng2017|,
itself a version of the classic proof of the Banach fixed point theorem, works in this context.

Let (X, f,V) be a Caristi system where f is continuous and zy € X. Define a sequence x,, given
recursively by z,+1 = f(z); this sequence is readily available in ACAq using the continuity of f. Similarly,
the sequence given by v, = V(z,,) exists, as ACA( can compute suprema uniformly. Since d(zy,, f(x,)) <
V(zn) — V(f(zn)) = V(zn) — V(zpt1), we must have that V(zp41) < V(xy), hence (v,)02, is a
decreasing sequence of real numbers and thus Cauchy. The inequality d(zp, ) < V(z,) — V(zm)
for m > n implies that (x,)5°, is also Cauchy, hence it has a limit, say . By the continuity of f
and the definition of x,, we see that xeo = limy, o0 Tpn = limy 00 f(2n) = f(limp 00 Tn) = f(Tx0), SO
indeed, z, is a fixed point of f. O

In the rest of this work we will show that all of these items reverse, except for (iii). (Note that the
function in (iii) is required, by our definition of a Caristi system, to be Baire or Borel.)

Proposition 5.6. The CFP for X = 2N and both f and V continuous implies WKLg over RCAy.

Proof. We prove the contrapositive over RCAg. Assume that WKL fails, and let T C 2<N be an infinite
binary tree with no infinite path. We define continuous f: 2 — 2N and V': 2V — [0, 3] so that (2N, f,V)
is a Caristi system with no fixed point. Our V is the potential from the proof that Ekeland’s variational
principle for continuous potentials on 2V implies WKL of [?EkelandSelecta, Proposition 9.1].

As in the proof of [?EkelandSelectal, Proposition 9.1],let 7° = {oc € T : 070,071 ¢ T'} be the set
of leaves of T. The set T is infinite because T is infinite but has no path. For each o € T°, let

A, ={i<|o|:=FreT)(|r|=|o|+1AT7 D (c [i) (1 —0(3))}.
For each o € 2<N let & € 2<N be the sequence of length 2|o| where 6(2i) = 0 and &(2i + 1) = o(3) for
all i < |o|. Define T ={6:0€T}, T ={6:0€T°}, and
S={re2N:VoeT)(o|<|r|>7Z&)ABoeT)(o| <|r|AT] (7| -1)C &)}
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The set S consists of the Shortest binary sequences that move away from 7 before reaching an element
of T°. The elements of T° U S are pairwise 1ncomparable and the fact that T has no infinite path
implies that for every z € 2N, there is a o € T° U S with ¢ T z. Define the continuous function
V2N —[0,3] by

Q—ZiGAUQ_Qi ife JgforaceT®
3 fzJrforaTes.

One may obtain a code for V' via |?EkelandSelecta, Lemmas 3.8 and 3.9].

Before defining f, observe that for any o € T°, there is a 7 € T with |7| = |o|+1 because T is infinite.
Such a 7 does not extend o because o is a leaf, so there is an i < |o| such that 7 J (¢ [ i)™ (1 — o(1)).
Thus there is an ¢ < |o| with ¢ ¢ A,. Given o € T°, let i, be greatest such that i, < |o| and i, ¢ A,
and let o be the first element of 7°° in lexicographic order with |oy| > |o] and o O (0 [ is) " (1—0(is)).
Then i, € A,, because any 7 € T with 7 J (04 [ i5) " (1 — 04 (is)) satisfies 7 J o [ (ic + 1) and
therefore also satisfies |7| < |o| < |o4| by the maximality of i,. Furthermore, if i < i, and i € A,,
then i € Ay, as well because o [ iy, =0 [ i, and |o| < |o4].

Fix the first n € T°. Define the continuous function f: 2N — 2N following V by

Fa) = G4+ 0N ifzrJ5foraceT?
10N ifz3drforateds.

Again, one obtains a code for f via [?EkelandSelectal Lemmas 3.8 and 3.9]. The function f has
no fixed point. However, (2V, f,V) is a Caristi system. Let € 2V, If x J & for a 0 € T°, then

d(z, f(x)) = 2721 and

V(z) = V(f(@) = Y 272> 278 > 9% _ " o7%

i€Ao, i€ Ao i€ Ao
>iq

> 97 % _ 97 2ie—l — 9721 _ q(g f(z)),

where the first inequality is because i, € A,, \ A, and because i € A, — i € A, for i <i,. If instead
x J 7 forarT €S, then

V()= V(f(@) =1+ Y 27% >d(z, f(2)).
i€ A,

Therefore (2V, f,V) is a Caristi system with no fixed point, which completes the proof. O

Peng and Yamazaki |?Peng2017] showed that ACAq is equivalent to the CFP for continuous f and
V. We sharpen this result by showing that we may assume that X is the Baire space.

Proposition 5.7. The CFP for X = NN and both f and V continuous implies ACAg over RCA,.

Proof. We prove the contrapositive over RCAg. Assume that ACAq fails, and let h: N — N be
an injection whose range does not exist as a set. Let T C N<N be the tree constructed from h
as in the proof that Konig’s lemma implies ACA( of [?SimpsonS0S0A, Theorem II1.7.2]. This T
is the set of all ¢ € N<N such that (vm < |o|)(¥n < |o])(h(m) = n « o(n) = m + 1) and
(Vn < lo|)(e(n) >0 — h(cg(n) —1) =n). The tree T' does not have an infinite path because the range
of h does not exist as a set. We define continuous f: NN — NN and V: NN — [0, 3] so that (NN, f,V)
is a Caristi system with no fixed point.

To every o € T, assign a o € T with |o4| > |o| and {n < |o4+|: 04(n) >0} D {n < |o|:0o(n) > 0}
as follows. Given o € T, let k = max{|o|, max{c(n): n < |o|}}. Let X be the finite set X = {h(m) :
m < k}, and let o4 be the sequence of length k 4+ 1 where for n < k

(n) m+1 ifne X and h(m)=n
g =
- 0 ifné¢ X

Then o4 € T. Furthermore, if n < |o| and o(n) > 0, then o(n) < k, so h(c(n) —1) =n € X, so
oy(n) =o(n) > 0.



METRIC FIXED POINT THEORY AND PARTIAL IMPREDICATIVITY 9

Define continuous f: NN — NN and V: NN — [0,3] as follows, using [?EkelandSelecta, Lem-
mas 3.8 and 3.9] to obtain the codes. Given = € N, let o0 C x be the longest initial segment with o € T,
which exists because x is not a path through 7. Let

V(z)=1+271H— Y= g flz) = o, 0N

n<|o]|
o(n)>0

Notice that f(z) # x because oy € T but = | |o4| ¢ T as |o+| > |o|. So f has no fixed point. To see
that d(z, f(z)) < V(x) — V(f(x)), first observe that the longest initial segment 7 C f(z) with 7 € T
has the form 7 = oy 0 for some £ because o, € T. Therefore

V(f(@) =142 = 3™ amn < pqgrleslit 5™ g

n<|7| n<lo|
7(n)>0 o4+(n)>0

because |o4| < || and {n < |o4|: 04(n) >0} ={n < |7|: 7(n) > 0}. Thus

V(z) = V(f(z)) > 27l —grlowlity 3™ g 3™ gon

n<|o| n<|o|
o+(n)>0 o(n)>0
ST TR
n<|o4| n<|o|
o4+(n)>0 o(n)>0

where the second inequality is because |o| < |o|. If 0 C o, then d(z, f(z)) = 27171, so

d(x, f(w)) =271l <o7lPl 4 N " o7 = 3" 27 < V(2) - V(f(2)),
UZTLO);‘O c:z'r<z )‘ Z‘O

where the first inequality holds because {n < |o4| : 04(n) > 0} D {n < |o|: o(n) > 0}. If 0 Z oy,
then let j < |o| be least with o(j) # 04+ (j). It must be that o(j) = 0 and o4 (j) > 0 because if o(j) > 0,
then o4 (j) > 0 as well, in which case o(j) = 04(j) as both ¢ and o are in T'. Therefore

277 < Z 27" Z 2"

n<lo4| n<|o|
o4+(n)>0 o(n)>0

because 04 (j) > 0, 0(j) =0, and {n < |o4+|:04(n) >0} D {n < |o|:o(n) > 0}. Thus

d(z, f(x)) =277 <277l 3" 27— 3" 27" < V(2) - V(f(2)).

n<|o| n<|o|

o4 (n)>0 o(n)>0
So d(z, f(z)) < V(z) — V(f(z)) in both cases. Therefore (NV, f, V) is a Caristi system with no fixed
point, which completes the proof. [l

Proposition 5.8. The CFP for [0,1] with Baire class 1 f implies ACAy over RCAy.

Proof. We work in RCAy and prove the contrapositive. Over RCAg, ACA is equivalent to the mono-
tone convergence theorem (see [?SimpsonS0S0A, Theorem I11.2.2]). In fact, by inspecting the proof
of [?SimpsonS0S0A, Theorem II1.2.2], ACAj is equivalent to the statement “every strictly increasing
sequence of rationals in [0, 1] has a supremum.” Thus we let (¢,)nen be a strictly increasing sequence
of rationals in [0, 1] with no supremum, and we define a Caristi system ([0, 1], f, V') with f Baire class
1, but with no fixed points.

First we define V. Let V,,: [0,1] — [0,2] be a piecewise linear function such that V,(z) = 2 for
z < ¢p, Vn(x) = x for & > ¢p41, and V,, descends linearly on [cy,, ¢pt1]. Let V = lim, o V,,. Clearly
the functions V,, are continuous and increasing on n, so V is a potential and it is easy to see that

Viz) = 2 if Eln(:c.< Cn)
x otherwise.
Now we define f, show that ([0, 1], f,V) is a Caristi system, and show that f has no fixed points.

Define a sequence (fn)nen of piecewise-linear functions f,,: [0,1] — [0, 1] as follows. For each n, first
find the sequence (q}')i<n+2, Where
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°* ¢ =1
e for each i <n, ¢}, is the rational in (¢, ¢j') with the least code;
i q:LerQ = Cn.

Now define f,, so that

e for i <mn, fy, is linear on [}, ,, ¢f'] with f(q}’;) = ¢}'» and f(q}') = @i\ 1;

e fy is linear on [q) 5, g 1] With f(qr, o) =1 and f(qn, 1) = q¢4o;

e f, is constantly 1 on [0, g ,].
We show, for every x € [0,1], that f(z) = lim, 00 fn(x) exists, that d(z, f(z)) < V(z) — V(f(z)),
and that f(z) # x. Let x € [0,1]. First suppose that there is an ng such that < ¢p,. In this case,
fu(x) =1 for all n > ng, so lim, oo fr(x) = 1. Thus f(z) = 1 # x. Moreover, d(z, f(z)) < 1 =
2— 1= V() - V(f(2)).

Now suppose that Vn(c, < z). As x is not the supremum of (¢, )nen, there is a rational v such that

v < z and Vn(c, < v). Thus by IE? in the guise of the H? least number principle, there is such a v
whose code is least. Similarly, there is a rational u whose code is least such that v < v and Vn(c, < u).
Let @ be the finite set of rationals > u whose codes are at most the code of u. Let (gi)i<m be the
longest sequence of elements from @ U {1} where gy = 1 and, for each i < m, ¢;1+1 is the element
of [0,¢;) N @ with the least code. Observe that ¢, = v and ¢,,—1 = v. Now, by the choice of u, let
no > m be large enough so that p < ¢,, for every rational p € [0,u) whose code is less than the code
of w. Then n > ng implies that (Vi < m)(q" = ¢;). Thus, as = € [gm—1,¢m—2], n > no implies that

falz) = JE (2 — gm-1) + gm- So f(2) = limpseo fr(2) = ;210" (2 — gm—1) + gm- We thus
have that ¢, < f(z) < z. Hence ¥Yn(c, < ¢, < f(x)) because ¢,, = u. Therefore V(z) = = and
V(f(2)) = f(x), so d(z, f(x)) = & — f(x) = V(z) = V(f(2)).

We have now defined a potential V: [0,1] — [0,00) and a Baire class 1 function f: [0,1] — [0, 1]
such that ([0, 1], f,V) is a Caristi system but such that f has no fixed points. This completes the

proof. O

Let us put together some of our results so far:

Theorem 5.9 (RCAg). The following are equivalent:
(a) WKLo;
(b) the CFP for continuous V and compact X;
(c) the CFP for continuous f,V on the Cantor space.

Proof. That (a) implies (b) is Proposition ??, (c) is a special case of (b), and (c¢) implies (a) is
Proposition ?77. Il

Theorem 5.10 (RCA). The following are equivalent:

(a) ACAy;

(b) the CFP for either f or V continuous;

(c) the CFP for compact X;

(d) the CFP for Baire class 1 f on [0,1];

(e) the CFP for continuous f,V on the Baire space.

Proof. Proposition 7?7 shows that (a) implies both (b) and (c¢). Item (d) is a case of (c) and (e) is a
case of (b). That (d) implies (a) is Proposition ?? and (e) implies (a) is Proposition ?7. O

We remark that the strength of the CFP for compact X, continuous f, and arbitrary V is left open,
although by the above, it must fall between WKLy and ACA,.

6. CARISTI’S THEOREM AND THE TLPP

In this section we will show that the unrestricted CFP is equivalent to TLPPg; recall that we defined
the latter in Section 77.

We first prove Caristi’s theorem in TLPPy. We derive this from a ‘relativized’ version of Ekeland’s
variational principle provable in TLPPy. The idea is that for a potential V', we can find a potential V'
which is the same as V' on hyperarithmetically definable points (with suitable parameters) and so that
V' has a critical point. Below, we let Xf be the set of all points of X’ that are EE.
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Definition 6.1. Let X be a complete separable metric space and V be a potential on X. Let Z C N.
A Zi relativization of V' is a potential V' = lim,,_,~, V. whose Baire code is arithmetical on some set
W and such that for every z € X¥®% and n > 0,

Vi) = inf (V(y)+ nd(z,y)). (1)

yeXﬁV@Z
We call W the parameter of V.

Roughly speaking, V' represents a “smoothed” version of V' in which discontinuities at points of
high complexity are forgotten.

Lemma 6.2 (TLPPy). For every potential V' and every set Z, there is a Ef relativization of V.

Proof. Fix Z and V. Note that for any set W, the function V! _(z) defined by (??) is uniformly
continuous (when defined), because for x,2’,y € X, we have that

|(V(y) + nd(x,y)) — (V(y) + nd(z',y))| < nd(z, "),

hence |V, (z) — V'(2')| < nd(z,2’). It is moreover evident that V' (z) < V,/ (z) whenever n < m, given
that nd(z,y) < md(z,y) for all z,y. It remains to show that lim,,_,~ V,! has a Baire code as a sequence
of continuous functions.

Let X be a complete separable metric space, let V': X — [0,00) be a potential, and let Z be any set.
The property ¢ < V(y) +nd(a,y) is ¢, hence using TLPPy in the form of Lemma ?? item ??, we obtain
sets A and Y so that for z € X, (a,c,n) € A if and only if for all y € X2¥Y®Z ¢ < V(y) + nd(a, y).
We set W := A @Y and write X’ for X% %%

From A, we may arithmetically define a code Y, for V,!. Let us represent open balls in R as intervals
(¢,d). Then, enumerate B,.(a) into T, ((c,d)) if there are ¢/, d’ such that ¢ < ¢ < d < d and for all
be By(a)NX, VI(b) € (d,d). We check that T,, thus defined satisfies Definition ?? and codes the
desired function V..

For Ttem 77, it is immediate that if (co, dp) C (¢1,dy) and By.(a) is in T, ((co, dp)) via (¢/,d’), then the
same sub-interval witnesses that By (a) is in Y,,((c1,dy1)). For Item 77, if Y,,((co, do)) N Yr((c1,d1)) # 9,
since these sets are open and X is dense, we may find a € T, ((co,do)) N T ((c1,d1)) N X, which implies
that V! (a) € (co,do) N (c1,d1), so the two intervals must intersect.

It remains to check that T, indeed codes the desired function V, of (??). Let x € X and write
x = lim;_, 2, with x; € X. By uniform continuity, the value V! (z) as given by (?7?) is lim; o V, (),
which exists in ACA¢ as a real number. Now, suppose that (¢, d) is an interval containing V! (z), and
let ¢/,d’ be such that ¢ < ¢ < V/(z) < d’ < d. Since V] is continuous, for small enough 4, we see
that V;[Bs(z)] € (c/,d’). Let a € X be such that d(a,z) < 9/2, so that x € Bs;,(a) € Bs(x). Then
Vi[Bsjs(a)] € (¢,d'), so V;[Bsj,(a)] is enumerated in Yy, ((c,d)) and z € Ty((c,d)). Since c,d were
arbitrary, we see that z is in the domain of the coded function by Y, and V,/(x) is indeed the value
assigned to x. [l

When looking at points of not-too-high complexity, we want V' to look essentially the same as V.
The next lemma makes this precise.

Lemma 6.3. Let V be a potential on X, and let V' = lim, oo V,, be a Zz relativization of V. Then,
V(z) =V'(z) for every x € X'.

Proof. Let x € X’. From the definition of V!, we see that we may instantiate y as = and obtain
VI(z) < V(x)+nd(z,z) =V(x),so V'(z) < V(x).

To show that V(z) < V'(z), we show that V(z) < V'(z) + ¢ for all rational ¢ > 0. It suffices to
show that for all € > 0 there is an n such that V(z) < V!(z) + «.

Since V is Isc, let ¢ be so that d(x,y) < ¢ implies V(y) > V(x) — . Choose n so that né > V(x).
Then, V(z) < V(y) + nd(z,y) + € for every y € X': if d(z,y) < 6 this is because V(z) < V(y) + ¢ by
our choice of 4, otherwise V(z) < nd < nd(z,y) by our choice of n. We conclude that V(z) < V) (y)+e,
as needed. g

As mentioned, V' is meant to be a version of V' where discontinuities of high complexity are removed.
The following makes this precise.

Lemma 6.4. Let V: X — [0,00) be any potential and V' a Ef—relatim’zation of V. Ifx € X and
e > 0, then there is y € X’ such that d(z,y) < e and V'(y) < V'(z) +¢.
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Proof. Assume toward a contradiction that z € X and € > 0 are such that V'(y) > V'(x) 4+ & whenever
y € X’ is such that d(z,y) < e.
Choose n > V'(#)/c + 1 and let y € X’ be arbitrary. If d(z,y) < ¢,

V'(y) +nd(z,y) > V'(y) > V'(z) +e,
while if d(x,y) > &, we see by our choice of n that
V'(y) + nd(z,y) > ne > (V'@)/e+1)e = V'(z) +¢.

But V(y) = V'(y) by Lemma ??, so we conclude that V (y) + nd(z,y) > V'(z) + ¢ for all y € X’. We
obtain V!(z) > V'(x) + € by (??), contradicting V! (x) < V'(x). O

With this, we can show that V' is indeed enveloped.

Lemma 6.5 (RCA). Let V be a potential on X, and let V' = lim,,_, V! be a ¥4 relativization of V.
Then, V) (x) = V(’n) () for all n.

Proof. Fix x € X. First we show for y € X arbitrary that V! (z) < V'(y) + nd(z,y). Let € > 0. Using
Lemma ?7?, let ' € X’ be such that d(y,y’) < ¢/2(n+1) and V'(y') < V'(y) + ¢/2. Then,

Vi(z) < V() + nd(z,y") by definition of V.,
=V'(y') + nd(z,y) since y' € X,
<V'(y) +nd(z,y) +¢ by our choice of 7.

Since € was arbitrary, V! (z) < V'(y) + nd(z,y).

Finally we check that if ¢ > 0, then there is y € X such that V! (z)+e > V'(y)+nd(z,y). By definition,
Vo(z) = infyex (V(y) + nd(z,y)), so we can choose y € X’ such that V,(z) +¢ > V(y) + nd(z,y).
Since y € X7, V'(y) = V(y), so that

Va(z) + &> V'(y) + nd(z,y),
as required. O

Since ACAq proves that all enveloped potentials have a critical point by Theorem 7?7 and Lemma 77,
we obtain the following.

Corollary 6.6 (ACAg). Every Ei relativization with parameter W has a critical point that is arith-
metical in W @ Z (hence X7 if |<| is infinite).

With this, we may prove Caristi’s theorem for Baire or Borel functions.

Proposition 6.7 (TLPPy). Caristi’s fized point theorem holds for arbitrary lower semi-continuous
potentials V' and arbitrary Baire or Borel functions f.

Proof. Since TLPP{ extends ATR, we may appeal to Lemma 77 to see that every Baire function is
Borel, so we may assume that f is Borel.

Let X be a complete separable metric space, let ® C N x X x Q% x Q code a lower semi-continuous
potential on X, and let f be a class-ot(<) Borel function coded by T; it is convenient to assume
that ot(<) is infinite. By Lemma ??, V has a XY relativization V’ with parameter W, and by
Corollary ??, V' has a critical point z, that is arithmetical in W & Y. Since TLPPg extends ATR, we
may use Lemma ?? to see that f(z,) is 2%V®T. We have d(x., f(x.)) < V(z4) — V(f(2.)), and since
V(f(zs)) =V'(f(z4)), V(zs) = V'(24), and z, is a critical point of V', this implies that z. = f(z.),
as required. O

Our next goal is to prove that the Caristi fixed point theorem for Baire/Borel functions is equivalent
to TLPPg over RCAqg. As a first step, we show that ATRg is already provable at a rather low stage in
the Baire hierarchy.

Theorem 6.8. Over RCAq, Caristi’s theorem for Baire class-1 f implies ATRy.

Proof. Since Caristi’s theorem for continuous functions implies ACAg, we can work over ACAg. Recall
that the formula H describes the transfinite recursion for 6,(n,Y) which defines a universal computably
enumerable set relative to Y. Here, we may safely use a parameter Y € NN instead of a member of 2.
By the normal form theorem, we write 6, (n,Y) = 3Imby(m,n,Y | m).
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In what follows, we will emulate the transfinite recursion on NN, Let < be a well-order on N. We
will construct a sequence of trees (T, : @ € N) by A-transfinite recursion which is implied from ACAq
(see |?Freund2020,|?DFSW]). For a given @ € N and (T C NN : 8 < a), we let T = Dp<aIs =
{o € N<V: for any B8 < |o|, o € Tj if B < o and 05 is a sequence of 0’s otherwise}, where o; € N<N
is 05(x) = o({x,1)) if (z,i) < |o|. (Here, the domain N may be identified with N x N by the pairing
function. Without loss of generality, we may assume that (z,7) >4 in the sense of N.)

Next we construct T}, from 7. Here, the range N may be identified with {0,1} x N<N_ and for a
given n = (s,7) € N, we write s = (n), and 7 = (n)°. (The idea here is that the second coordinate
encodes a path g € [T?] and the first coordinate encodes the Turing jump of g.) Then we define T, as
follows: o € T, if

for any s < |o], s < |(o
for any t < s < |o \,(a(
for any s < |o], ( (8))o =
for any s < |o|, (o(s))o

)°| and (o(s))° € T,
° E (U (5))°,

— (Vm < [(o(lo| = 1))°[)=00(m, s, (o(|o] = 1))° [ m), and
=1—= (3m < |(o(s))°[)o(m, s, (0(s))° [ m).

Now, let (T, € N<N: @ € N) be the result of the transfinite recursion. If g € [T,] for some o € N, we
let (9)° = U{(9(s))° : s € N} and (g)o := {g: (g(s))o = L}, then (9)° € T and (g)o = {n : 6 (n, (9)°)}.
Moreover, let fz := ((9)°)s = U{((9(s))°)s : s € N} for § < «, and f, = g. then, by the deﬁmtlon,
we have fg € [T3] for any § < a. Now, by arithmetical transfinite induction up to «, we may verify
that fg computes a set Y? such that Hg(-<5,Yﬁ) for any 8 < «, where <, is a restriction of < to
the domain {7’ € N: 4/ < v}. Hence, if f € (B en Twl, then (f)a € [T)] for any € N, and thus f
computes a set Y such that H(<,Y).

Finally, we construct a Caristi system whose fixed point is a path of @y Ta. We define a potential
function V : NN — [0,00) by V(f) = Y{27 : (f)a & [Tal], @ € N}; this defines a total potential on NN
provably in ACA( ([?EkelandSelecta), together with Lemma ?7). We will construct a Baire class 1
function F' : NN — NN which ‘descends along’ V. For each s € N, we will define a continuous function
Fy : NN — NN as follows. For a given f € NN let Ir s :={a <s:(f]8)a & Ta,a € N}. If [}, = &,
then put Fy(f) = f. Otherwise, let §; be the <-smallest element of I . Put (Fy(f))y = (f)y if v # Bs,
and (Fs(f))s, to be the s-approximation of a path of T, computed from (the s-approximation of)
fhs = @D, ~s, [+ (Note that fP | s € TP by the definition.) More formally, we define h = (Fs(f))s,
as follows: for t < s define h(t) inductively as h(t) = (0, f% | ) if (Ym < s)=0p(m,t, f% | m)
and t = max{t} U {|(h(t'))°] : ' < t} and h(t) = (1, fB | %) if £ is the smallest v < s such that
(3m < u)bo(m,t, f% [ m) and u > max{t} U {|(h(#'))°| : ¥ < t}, and put h(t) =0 for t > 5. Tt is a
routine to check that such Fjy is continuous.

If f € [@aenTa); then Fs(f) = f for any s € N. Otherwise, let A be the <-smallest a such that

(f)a ¢ [Ta]. Then, for large enough s, 3s = 3. Thus, g = lim,_,o Fs(f) exists and (9)y = (f) for any
v # B and (9)5 € [T3]. Moreover, we have d(f,g) < 278 < V(f) — V(g). Therefore, F = lim,_ ;o Fs
exists, (NN, F, V) forms a Caristi system and its fixed point is a path of S O

O

(s
t

\_/\_/

Question 6.9. Is Caristi’s theorem for Baire class-1 f provable in ATRy?

Theorem 6.10 (RCA). The following are equivalent:

(1) TLPPy,

(2) CFP for Baire f,

(8) CFP for Borel f, and

(4) CFP for Borel f on the Baire space.

Proof. By Proposition 7?7, the first item implies the third. The first moreover implies the second, since
TLPPg implies ATRg and so by Lemma 7?7 shows that every Baire function is a Borel function. To see
that the second implies the fourth, Theorem ?? shows that it implies ATRg, and therefore by Lemma
??, it implies that every Borel function from NV to itself is a Baire function, so the fourth follows.

To complete the loop, it remains to show that the fourth implies the first. By Theorems 77 and 7?7, we
may argue within ATRy. Using Lemma ?7, we will show the equivalent form: given a sequence of trees
(T )nen and a well-order <, we will obtain a pair of sets Zy, Z; so that n € Zj iff there is a path through
T,, which is Z0®#1&Tnner 16 show this, we define V : NN — [0, 00) by V(f) = S3{27 : (f); € [T}]}
as in the proof of Theorem ?77?.
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We wish to define a Borel function F' : NN — NN by having F(f) look for a g which is a counterexample
to f being a critical point of V' and which is not too much more complicated than f. Let <’ be the
successor of <. Then pick a uniform enumeration g, 11, %2, . . . of the partial computable functions and,

given f, we let Yy be the set such that H(<",Y}, f®(T,)nen). Then for each e such that ¢zf is total, we

can let g. = wz/f. We wish to choose F(f) to be g. where e is least such that 0 < d(f, g.) < V(f)—V(ge)
if there is such an e, and to be f otherwise.

We need to check that F is Borel. It suffices to show that, for any finite sequence o € N<N. the set
of f such that there is e such that 1/sz exists and satisfies o0 C g. and 0 < d(f,ge) < V(f) — V(ge) is
Borel.

The main step is translating the construction of Yy into a statement about Borel sets. By recursion
on a € |<'| we argue that the set of f such that m € (Y}), is Borel: when « is minimal, m € (Yy), iff
0.(m, @, f ® (Th)nen), and since 0, is XY, the set of such f is open, namely a union of those initial
segments that witness this.

Suppose that, for all m, the set of f such that m € (Yy)<q is Borel. Then m € (Y}), if and only if
O (m, (Y¢)<as f @ (Tn)nen). This is a union of sets which are, by the recursion, Borel sets intersected

with open sets, and is therefore also a Borel set. In particular, for each e, the set of f such that wz T is
total is a Borel set.
The set of f such that V(f) < ¢ is easily seen to be Borel. Since, for any i and j, the set of f such

that wa (i) = j is Borel, also for any rational ¢, the set of f such that 0 < d(f,g.) < ¢ is Borel, as is
the set of f such that V(g.) < ¢. Then the set of f such that 0 < d(f,g.) < V(f) — V(ge) is precisely
the set of f such that, for every pair ¢, ¢ such that V(f) < g and V(ge) > ¢/, 0 < d(f,9.) < q — ¢,
which is also Borel.

Therefore the function F' is Borel. By CFP for Borel functions, there is a fixed point f, for F', and
so F'(fs) = f«. Let X ={B: (f«)p € [T]}. Clearly if § € X then T has a path. Conversely, suppose
that § ¢ X, and suppose for a contradiction that T3 has a path h which is Ei@f *@Tnned Then we
may define g((y,n)) by h(n) if v = 5 and f.((7y,n)) otherwise, so g is Ef®f*®<T">"EN, and therefore
Ei*,@@")"eN. It follows that g = g. for some e.

Moreover, 0 < d(fs,g) < 2~80 <278 = V(f,) — V(g), which means that F(f.) = g, for the least
ep with 0 < d(fs, gey) < V(fs) — V(ge,), and so we must have F(f.) # fi, which is a contradiction.
Therefore X and f, are the necessary witnesses. O

APPENDIX A. REMARKS ON FUNCTION CODES

In order to maintain some generality in the formalization of Caristi’s theorem, we have based our
presentation on Baire and Borel codes. In this Appendix we establish how these codes relate to each
other, as well as to other codes used in the literature.

First, we recall the standard coding of continuous functions used in e.g. [?SimpsonS0OSOA].

Definition A.1 (RCA; [?SimpsonS0S0A, Definition I1.6.1]). Let X = X and Y = ¥ be complete
separable metric spaces. A continuous partial function f: X — ) is coded by a set ® C N x X x Q>9 x

Y x Q>0 that satisfies the properties below. Let us write B,.(a) 2 By (b) for 3n((n,a,r,b,q) € ®).
Then, for all a,a’ € X, all ¢,¢' € Q, and all r,7" € Q>°, ® should satisfy:
(cF 1) if B.(a) > By(b) and By(a) > By (V), then d(b,t') < q+ ¢';
(CF 2) if B.(a) > B,(b) and By (a) @ B,(a), then By (a') > By(b);
(CF 3) if B.(a) > By(b) and By(b) @ By (V), then By.(a) > By ().

A point x € X is in the domain of the function f coded by & if, for every € > 0, there are
B,(a) 2 Bs(b) such that d(z,a) < r and s < e. If x € dom(f), we define the value f(z) to be the
unique point y € Y such that d(y,b) < s for all B,(a) 2 Bs(b) with d(z,a) < r.

Lemma A.2 (RCAp). Let X,Y be metric spaces. A function f: X — Y can be coded as a continuous
function in the sense of Definition 7?7 if and only if it can be coded as a Borel function where the
preimage of every open ball is open.

Proof sketch. If ® is a code for a continuous function f and Bg(b) is any open ball in ), we can

enumerate f~1[Bs(b)] by enumerating B,(a) if B,(a) 2 By (V'), where dy(b,b') + s’ < s (the latter is
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needed since By(a) 2 By (V') only guarantees B,.(a) C f~1[Bs(b)]). Conversely, if ¥ is a Borel code for
f, we note that for Bs(b) C Y, f~*[Bs(b)] is represented in the form | J;c By, (a;). We thus enumerate

B, (a) RN Bs(b) if a = a; and r = r; for some 1. O

Indeed, the proof of Lemma ?? is effective in the sense that there exist (provably in RCAg) Af
formulas which define Turing functionals for these conversions of codes, and thus any sequence of codes
of functions in one way can be converted to the sequence of codes in the other way.

The results of [?EkelandSelecta] were originally stated with respect to the following coding of lower
semi-continuous functions, but as we will see, it is equivalent to our Baire representation for them.

Definition A.3 (RCAy; |?EkelandSelecta, Definition 4.1]). Let X be a complete separable metric
space. A lower semi-continuous partial function V: X — R is coded by aset U C Nx X x Q®% x Q

that satisfies the properties below. Let B, (a) 2 ¢ denote In((n,a,r,q) € ¥). Then ¥ must satisfy
that for all a,a’ € X, all ¢,¢' € Q, and all r,7’ € Q>°,

(Lsc 1) if By(a) 2 q and B,/(a') @ By(a), then B,/(a) 2 q, and
(Lsc 2) if By(a) 2 gand ¢ < q, then B,(a) 2q.
A point z € X is in the domain of the function V coded by W if

y=sup{g € Q: (Ia,r) € X x Q) (B,(a) % g Ad(z,a) <)}

exists, in which case V(z) = y. If V has codomain [0, 00) (in the sense that B, (a) 20 for every a,r),
we call V' a potential.

Let X be a complete separable metric space. The idea behind Definition 7?7 is that ¥ enumerates pairs
(Br(a), [g,00)) with the property that if V' is the function being coded by ¥ and x is in B,(a) Ndom(V),
then V(z) is in [g, 00).

Lemma A.4.

(1) Over RCAy, it is provable that a function f has an lsc code as given by Definition 77 if and
only if it is a pointwise increasing limit of continuous functions.

(2) Over TI}-CAy, it is provable that for every potential f and every a > 0, the a-envelope of f
exists.

Proof sketch. The second claim is proven in |[?EkelandSelectal, so we focus on the first. First we
approximate the indicator function of an open ball, xp (4); for € € (0,1), define x.(x) to be 1 if
x € By(1—¢)(a), 0if x ¢ B,(a), and otherwise x.(x) = 1/e —d(a.z)/er. Then, if we define XB,(a) = X2=n—1,
it is clear that X%T(a) — XBy(a) @ 1 — 00. If ((Bj,q;) : i < m) is a tuple of pairs consisting of an
open ball and a positive rational, we may similarly approximate max;<m ¢ixp, by maxi<m ¢ixp, - If we
enumerate an Isc code ¥ as {(B;, ¢;) : i € N}, we may then approximate the function V' coded by ¥ by
diagonally approximating V' as max;<y, ¢;x, -

Conversely, if V' = lim,,_,o, V,, where (V}, : n € N) is pointwise increasing, we may define a code for

V by putting B 2 q if there is n such that V,,(x) > ¢ for all € B, which may be extracted from the
continuous code for V,,. O

Lemma A.5 (ATRy). Every Baire function is Borel.

Proof. Let f = f= be a Baire function coded by Z. It suffices to show that for all B,(a), the inverse
image f~1[B,(a)] is a Borel set in a uniform way. We show this by recursion on Z. The case where f
is continuous is given by Lemma 77, so we assume otherwise.

Suppose we have f = lim,_,~ fr and each f, is given as a Borel function. Then we may set

f_l[BT(a)] = U U ﬂ frzl[Br’(a)]'

r'<r n m>n

O

In general it is not true that every Borel function is Baire, but for many specific spaces this does
hold. However, it does hold for zero-dimensional spaces, are spaces that have a basis consisting of
clopen balls.

Lemma A.6 (ATRy). If X is zero-dimensional, then every Borel function from X to N is Baire.
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Before beginning the proof, it will be helpful to refine our definitions a bit. Let A be the algebra
generated by the basic clopen sets of X—that is, the collection of sets generated from basic clopen sets
by complements, finite unions, and finite intersections. We can choose some encoding of the elements
of A by natural numbers.

We next modify our notion of a Borel code slightly. First, we restrict ourselves to codes where the
levels alternate between unions and intersections—that is, which have the form J,,,, Up ---. We can
easily obtain a code with this property from one without by compressing runs of numbers with the
same parity. For example, when 7 (2n) € S is not a leaf, we can replace this node with nodes of the
form

o (2(2n,2mq, ..., 2my))
such that 0™ (2n,2my,...,2my) € S, and similarly converting runs of odd numbers to a single odd
number.

Second, we require that the top level be a union—that is, unless S contains only a single leaf, we
require that the unique n so that (n) € S be odd. This is easily arranged, because if S does not have
this property then we replace it with {(1) "¢ : 0 € S}.

Finally, we allow leaves to be labeled by elements of A; this does not change what sets are Borel,
though it can slightly reduce the complexity. For purposes of the proof, we call these clean Borel codes.
We note that, because leaves are labeled by elements of A, a clean Borel code is not quite a Borel code.
Nonetheless, the basic properties of Borel codes hold for clean Borel codes with no changes to the
proofs.

The advantage to clean Borel codes is that we can easily take finite unions and intersections without
changing the complexity, and can take the complement while increasing the complexity by at most one
(because we need to add an extra, trivial, union step at the root).

Proof of Lemma ?7. We assume f is given as a clean Borel function—that is, the code for f gives us,
for each n, a clean Borel code for f~1(n).

We will define a well-founded tree U and, for each node o € U, a clean Borel function f,. Additionally,
we need to give some sort of ordinal bound on the Borel codes we use, which will ensure that they
are getting simpler as we progress to larger nodes in U; we take an approach which is inefficient but
relatively simple to describe. Take the tree combining all the Borel codes for f—that is, the tree T
with branches indexed by N, and above each n, the Borel code S™ for f~!(n). Then Y is a well-founded
tree.

For each o and each n, we will have an assignment 77 from the tree S? encoding f, !(n) to T so
that if 7 C 7’ then 7 (7") <yp(r) (7). We have () € U and fy = f. The map ) is the inclusion of
S™in T.

If, for every n, f,1(n) is presented as an element of A (that is, the clean Borel code for f,!(n) is
simply a single leaf labeled by an element of A) then o is a leaf of U.

Otherwise, we will define a sequence of functions f;~(y so that lims oo fo~(s) = fo. If any

f-Y(n) = B € A, we may replace it with £, 1(n) = U§:1 B, so we assume that, for all n, f-1(n) = J, S

(o

Suppose that either {7}(()) : n € N} doesn’t have a largest element or S} € A for any i,n € N. Then

we define
fg_ml<5>(n) = U S
for n < s, =
f;ﬂl<s>(5) = ﬂ ﬂSTT
n<si<s

and f;i<8> (n) = @ for n > s. Then it is immediate that lims . fo~(s) = fo. The functions w;&@
can be defined in the obvious way by copying over the definitions of the 7} where possible and, in

Ty~ (s)» Mapping the extra levels to successors. In particular, sup, 7, S>( () < sup,, 72({)).

Otherwise, {n({)) : n € N} has a largest element and at least one f;!(n) has the form |J; N; St
then, again, we may assume that every f,!(n) has this form (by replacing |J; B; with |, ﬂjl-zl B;).

For each s and n, we set

Pem=UlNsh.n N USim

t1 | m<s (uo,u1)<(n,t1) m<s
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That is, fy~(s () is chosen by finding the smallest pair (n,t;) such that = € [, S} ,,,- Such a
pair (n,t1) clearly exists and is unique, so f,~( also defines a unique Borel function. Since, for
each z, there is an n so that, for some t;, x € [, S ,,,, there is some large enough finite s so that
$ & Utuo,ur)<(nitr) Nm<s Sutm» and therefore f,~q(2) = fo(x); in particular, the functions fo— )
converge pointwise to f,.

We need to define the functions 7r2L<S>, and we have to do this a bit carefully to make sure that

sup,, Ty~ s>((>) < sup, my(()). For simplicity, assume that each S7, ,, = ; ST ,, ;- (In the cases where

this fails, Sf* ,, € A, and the coding is similar but simpler.) Then we have, for each t1,

n uo . mn uQ
ann (1 USie= U Amin (1 U St
m<s (ug,u1)<(n,t1) m<s J1seends | M<s (uo,u1)<{n,t1) m<s
and using the closure of clean Borel codes under finite unions and intersections, the interior of the

union is a single clean Borel code. Note that 7, maps the node corresponding to each S;° . (or S )
to a level at least three nodes below sup,, W;L<8>(<>) (there must be a node above for ();, then one for

\U;, then one for the root of the Borel code). By mapping to level-wise maxima, we may arrange for
Ty~ (s 10 map the root of this intersection to a level at least three below sup, w2 (()) as well. Then
we can map the union over t¢1, j1, ..., js to the level immediately above that, and the root to the level
above that. In particular, wgﬂ<8>(<>) + 1 <sup, 72(()), and therefore sup,, wgﬂ<8>(<>) < sup, 73 (())-
Since KB(Y) is well-ordered, the map from U to Y given by o + sup,, 72({)) shows that U is
well-founded. The leaves o of U are functions where each f;!(n) € A, and since each open ball is
clopen, each element of A is open, so f, ! is continuous. We may replace each leaf with a code for f,

as a continuous function, and we have therefore obtained a representation of f as a Baire function. [

Lemma A.7 (ATRq). Every Borel function from NY to itself is Baire.

Proof. First, given a Borel function f coded by T, let f': NN x N — N be the function which maps
(A, n) to the n-th position of f(A). We view N x N as a metric space in which d((A,n), (A',n')) = 2
iff n # n' and d((A,n), (A ,;n)) = d(A,A’) < 1. Then f’ is also Borel: the inverse image of a is the
union over all sets UT(J’27‘U‘> x {n}, where n € N and ¢ € N<N such that o(n) = a.

By the previous lemma, f’ is also Baire. Taking the (continuous) leaves f: : NN x N — N, we can
define f, : NN — NN by f,(A) = (f2({A,n)) : n € N). This function is still continuous and respects the
limits of the f] sequence, so the same tree gives a representation of f as a Baire function. O
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