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Causality

● “Causality is an  influence by which one event, process, state, or object (a cause) contributes to the 

production of another event, process, state, or object (an effect) where the cause is partly responsible for the 

effect, and the effect is partly dependent on the cause”

● Causality is at the core of everything we see, do, and imagine.

● Causality is a relationship “A” causes “B”

● Correlation is not Causation

● Younger drivers have high probability of being in an accident 

○ Does not imply younger drivers cause accident
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Why causality
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https://www.dailymail.co.uk/news/article-8398191/MORE-evidence-smokers-risk-Covid-19-23-likely-catch-virus.html , Paleiron N, Mayet A, Marbac V, et al. Impact of Tobacco Smoking on the Risk of COVID-19: A Large Scale 

Retrospective Cohort Study. Nicotine Tob Res. 2021;23(8):1398-1404. doi:10.1093/ntr/ntab004

Should we start smoking?

https://www.dailymail.co.uk/news/article-8398191/MORE-evidence-smokers-risk-Covid-19-23-likely-catch-virus.html


Why causality
● At the start of the pandemic, only healthcare workers (who did not 

smoke) and people with severe COVID-19 symptoms were tested

● Smokers with no COVID-19 symptoms were under-represented in 

this observed dataset

● Out of the ones who are tested, non-smokers are more likely to have 

COVID-19 than smokers

● The data imbalance leads to the correlation that smoking has 

reduced risk of COVID-19 

● Relying on correlation from observation data can lead to 

embarrassing, costly, and dangerous mistake

● To overcome similar situations and to make actionable decisions

○  We need to understand cause and effect 

5
https://www.rawpixel.com/image/3393875/free-photo-image-australia-australian-defence-force-cc0, https://www.flickr.com/photos/26344495@N05/50996232256

https://www.rawpixel.com/image/3393875/free-photo-image-australia-australian-defence-force-cc0
https://www.flickr.com/photos/26344495@N05/50996232256


Use of causality in modern days

● User behaviour understanding in industries like Spotify, Amazon, Netflix, Intuit etc

● Randomized control trial to understand the effect of a drug

● Policy intervention  

● Social media intervention to study the population dynamics 

              Observation data is not sufficient for the above use cases

              We cannot go back in time and observer the changes
6

https://www.seobility.net/en/wiki/AB_Testing , https://pix4free.org/photo/15086/intervention.html 

https://www.seobility.net/en/wiki/AB_Testing
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Why statistical AI alone is not enough?

Causal AI and causal knowledge graph as a 
step towards neuro-symbolic AI

Can ontologies be used as inference for causal 
explanations?

Can causal AI enable intervention planning 
and policy decisions making?

Can causal inference serve as a bridge 
between prediction and decision making? 

Tutorial Highlights



● Causal AI Primer

● CausalKG: Causal knowledge graph

● Ontology and knowledge-based inferences for causal explanations

● Application of causal AI in web and healthcare use cases
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Causal AI Primer
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Causation and Statistics

1500 1600 1900…. 1930 1960 1990
10

Aristotle

300 BC ….

What is it made out of? What is it good for? 

What is it? 
Design or form

Where does change 
(motion) comes from? 

Process to create

We have proper knowledge of 
the things only when we have 

understood its cause

Sir Francis 
Bacon

Galileo Galilei 
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Causation and Statistics

Sir Francis 
Bacon

Galileo Galilei 

George Udny Yule

1500 1600 1900…. 1930 1960 1990
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Aristotle

300 BC ….

Charles Spearman 

Sewall Wright

Sir Ronald A. Fisher

Jerzy Neyman

Jamie Robins

Don Rubin

Judea Pearl

Graphical Causal 
Models

Potential 
Outcomes



Causal Inference requires more than Probability

Prediction from Observation ≠ Prediction from Intervention

● P(Y=y | X=x, Z=z)  ≠  P(Y=y | Xset=x, Z=z)  

   P(Lung cancel 1960 = Yes | Tar stained fingers 1950 = no) (observation) 

                                      ≠ 

   P(Lung cancel 1960 = Yes | Tar stained fingers 1950set = no) (intervention)

● Conditional probability is not equal to interventional probability
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Smoking

Yellow stained 
Fingers

Lung 
Cancer

Smoking

Yellow stained 
Fingers = No

Lung 
Cancer

Observation

Intervention
We set their fingers to be clean, used soap
Lung cancer is not caused by fingers but 

by smoking etc. 



Causal Prediction vs. Statistical Prediction
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Non-experimental data 

(Observational study)

P(Y,X,Z) P(Y=y | X=x, Z=z)

Background Knowledge Causal Structure P(Y=y | Xset=x, Z=z)



Causal Estimation vs. Causal Search
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Estimation Search

Causal Question: Effect of zivoduvine on survival among 
HIV-positive men (Hernan, et.al., 2000 )

Causal Question: Which genes regulate flowering 
Arbidopsis? 

Problem: Confounders (CD4 lymphocyte count) vary over time 
and are dependent on previous treatment of zivoduvine

Problem: over 25000 potential genes

Estimation method: marginal structural model, path specific 
policies, dynamic treatment regimes

Estimation method: graphical structural learning

Assumptions: Treatment measured reliably,  measure covariates 
sufficient to capture major source of confounding, model of 
treatment given the past is accurate 

Assumptions: RNA microarray measurement are 
reasonable proxy for gene expression
Causal Markov assumption, etc

Output: Effect estimate with confidence interval Output: Possible model which can be used  for follow-up 
experiment
25 possible model out of which 13 were possible to tested 
because of seeds availability,  9 produced viable plants out 
of 4  had successful flowering time



Judea Pearl: Ladder of Causation
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Pearl, Judea, and Dana Mackenzie. The book of why: the new science of cause and effect. Basic books, 2018.

  1. ASSOCIATION, P(y | x)
ACTIVITY: Seeing, Observing

QUESTIONS
:

What if I see….? How would seeing X change my 
belief in Y?

EXAMPLES What does the symptom tell me about the disease? 
What does a survey tell us about the election?

  2. INTERVENTION, P(y | do(x), z)
ACTIVITY: Doing, Intervening

QUESTIONS
:

What if I do ….? What if I do X? What would Y be if I 
do X?

EXAMPLES If I take aspirin will my headache be cured? What if 
we ban cigarettes?

  3. COUNTERFACTUALS, P(yx | x’, y’)

ACTIVITY: Imagining, Retrospection, Understanding

QUESTIONS
:

What if I had done ….? What if I had acted 
differently? Was it X that caused 
Y? What if X had not occurred?

EXAMPLES Was it the aspirin that stopped my headache? What if I 
had not smoked last 2 years?

Current AI

Neuro-symbolic 
AI

Using rich symbolic 
knowledge which 

can be used for 
reasoning task such 

as causality



Counterfactuals
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Counterfactuals 
(The path not taken by Robert Frost)

WHAT If? scenarios

● Human mind has an ability to conceive alternative, 

nonexistent worlds

● We can see what might have happened

○ Imagine, be prepared and act in counterfactuals 

scenarios

http://danamackenzie.com/amazing-science-art/

http://danamackenzie.com/amazing-science-art/


“Counterfactual reasoning requires Causal structure”
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Causal Bayesian Network

A Causal Bayesian Network is a graphical representation to express causal knowledge 

● Causal Bayesian Network (CBN) is a Bayesian network in which,

○ Each node is independent of all its non-descendants given its parents 

○ The directed edges represents causal relationship between the corresponding nodes.

19

Pollen

Symptom Medication

Asthma causal bayesian 
network

Pearl, Judea. Probabilistic reasoning in intelligent systems: networks of plausible inference. Morgan kaufmann, 1988.



Ladder of Causation: Association
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P(Medication = Y | Symptom = Y)

Probability of intake of medication given symptom is True 
(observed)

Pollen

Symptom Medication

What does the presence of symptom tells 
us about the intake of medication by a 

patient?



Ladder of Causation: Intervention
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Symptom = Yes Medication

Total Causal Effect

What would be the effect of symptom on medication intake ?
TCENo→Yes= E[Medication | do(Symptom = Yes)] − E[Medication | do(Symptom= No)]  

The Total Causal Effect (TCE) of a binary treatment T on an outcome Y is 
defined as the interventional contrast.

   TCE0→1= E[Y | do(T= 1)] − E[Y | do(T= 0)]
where the expectations are taken over the interventional distributions 

P(Y | do(T= 1)) and P(Y | do(T= 0))

Symptom = No Medication



Ladder of Causation: Counterfactual
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Pollen

Symptom Medication

Given a patient has taken the medication, what is the 
chance they would not taken it if they didn’t have a 

symptom?

P(Medication = N | Medication =Y, do(Symptom = N))



Ladder of Causation: Counterfactual
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Natural Direct Effect (NDE)

Pollen= Yes

Symptom Medication

Pollen = No

Given the pollen in the outdoor environment, what is the chance the patient took the 
medication but the symptom was not due to pollen?

Natural Direct Effect (NDE) of a binary treatment T on an outcome Y with mediator X is given by the 
counterfactual contrast

  NDE0→1= E[YX(0) | do(T= 1)] − E[Y | do(T= 0)]

where the subscript X(0) refers to the counterfactual distribution of X but T been 0, and where the expectations 
are over both Y and X w.r.t. the corresponding interventional and counterfactual distributions.

● The effect of treatment on the outcome in the presence of the mediator (counterfactual = 0) 

 NDE No → Yes = E [Medication(Yes) Symptom (Yes, No) | do(Pollen=True)] – E [Medication(Yes) | do(Pollen=False)] 



Ladder of Causation: Counterfactual
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Natural Indirect Effect (NIE)

Pollen= No

Symptom Medication

Pollen= Yes

Given there is no allergen (pollen) in the outdoor environment, what is the chance the 
patient took the medication but the symptom was due to an allergen (pollen)?
The Natural Indirect Effect (NIE) of a binary treatment T on an outcome Y with mediator X is given by the 
counterfactual contrast          
                                   NIE0→1= E[YX(1) | do(T= 0)] − E[Y | do(T= 0)]
where the subscript X(1) refers to the counterfactual distribution of X had T been 1, and where the 
expectations are over both Y and X w.r.t. the corresponding interventional and counterfactual distributions

● The effect of treatment on the outcome in the presence of the mediator (counterfactual = 1)

NIENo→Yes= E[Medication(Yes)Symptom(Yes, Yes) | do(Symptom= No)] − E[Medication(Yes) | do(Symptom= No)]   
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Causality and Knowledge Graph



 Source analysis: The upper row shows the top sources of causal relations from ClueWeb12 in terms of (a) 
hostname, (b) domain, (c) top-level domain, and (d) DMOZ category, ordered by number of causal relations. 
The lower row shows sources of causal relations in Wikipedia: (e) infobox templates, and articles with causal 

relations in (f) infoboxes, (g) lists, and (h) texts.

CauseNet: causality graph extracted from the Web

26

Top 10 patterns of causal relations: cause/N 
and effect/N refer to nouns within causal 
concepts, joined in a sentence fulfilling the 
respective pattern’s dependencies.

CauseNet is large-scale open domain causal knowledge graph of causal relations between causal concepts, 
extracted from different web sources.
    

Heindorf, Stefan, et al. "Causenet: Towards a causality graph extracted from the web." Proceedings of the 29th ACM international conference on information & knowledge management. 2020.



Shows 10 paths of length 1 

Stress Illness

Depression Suicide

Anxiety Insomnia

CauseNet: causality graph extracted from the Web

27



Shows 10 paths of length 2

Stress Illness

Anxiety Depression

Death

Suicide

CauseNet: Mediator path length 2 
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Shows 10 paths of length 3

Stress Illness

Pain Depression

Disability

SuicideInflammation

Fear

CauseNet: Mediator path length 3

29



CauseNet: Pathways

30

Stress Illness

Depression Suicide

Anxiety Insomnia

Stress Illness

Anxiety Depression

Death

Suicide

Stress Illness

Pain Depression

Disability

SuicideInflammation

Fear

Path length = 1

Path length = 2

Path length = 3

• Different causal chain sequence when increasing the length of the causal pathways 

• Need for a Causal Bayesian Network built using the domain knowledge



(a) Causal Representation as a single cause-effect relation. 
(b), (c) Causality as a complex representation of causal effect associated with the different pathways.

Current Causal representation

31
Jaimini, Utkarshani, and Amit Sheth. "CausalKG: Causal Knowledge Graph Explainability using interventional and counterfactual reasoning." IEEE Internet Computing 26.1 (2022): 43-50.



CausalKG

Causal Bayesian Network Knowledge Graph

Pros
Extensive domain knowledge representation

Cons
Lacking causal knowledge representation techniques 

Pros
Models the causal relations between the 

corresponding nodes
Cons

Different experts can suggest different causal 
model 

Representation of causal facts from the dataset using causal Bayesian networks, causal ontology and knowledge 
representation technique for knowledge graph downstream tasks

32

Causal Knowledge Graph



CausalKG framework consists of three main steps, 1) a Causal Bayesian Network and a domain-specific observational dataset, 
2) Causal Ontology creation and enriching the domain ontology with causal relationships, and 3) Estimating the causal effects 

in the domain for a given context.

Causal Knowledge Graph Architecture

33
Jaimini, Utkarshani, and Amit Sheth. "CausalKG: Causal Knowledge Graph Explainability using interventional and counterfactual reasoning." IEEE Internet Computing 26.1 (2022): 43-50.



kHealth

34

Many Sources of Highly Diverse Data 
(& collection methods: Active + Passive): 

Up to 1852 data points/ patient /day

Past observation based on 
correlation 

Venkataramanan, Revathy, Krishnaprasad Thirunarayan, Utkarshani Jaimini, Dipesh Kadariya, Hong Yung Yip, Maninder Kalra, and Amit Sheth. "Determination of personalized asthma triggers from multimodal sensing and a mobile app: observational study." JMIR pediatrics and parenting 2, no. 1 (2019): e14300.



Personalized Causal Bayesian Network for Asthma

35

Personalized Causal Bayesian Network, a graphical representation of the causal relations and interaction between a 
patient’s asthma triggers (such as pollen, AQI), asthma symptom (such as cough, wheeze, chest tightness, hard and 

fast breathing, and nose opens wide), and medication intake (such as controller, rescue, and allergy medication)

Pollen

Symptom Medication

Air Quality 
Index

Symptom Medication



CausalKG for Asthma
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MedicationPollen Trigger

Symptom

Grass Pollen 
Type

AQI Level Good

AQI Trigger

causes

causes 
(w/ mediator)

Total 
Causal 
Effect

”10.51"

Natural Direct 

Effect

”6.04"

Natural Indirect 
Effect

”8.68"

mediator

causes
causes

causes 
(w/ mediator)

Total 
Causal 
Effect

"1.49"

Natural Direct 
Effect

"2.06"

Natural Indirect 
Effect

"4.38"

mediator

causes

Pollen Level 
7.6

causes

...

CausalKG for a pediatric asthma scenario represented as a hyper-relational graph. Each node in the CausalKG is a concept in knowledge 
graph and is associated with a conditional probability estimated using the causal Bayesian network. The edges between the nodes represent 

the causal relationships between the concepts. 

Side effect 
Drowsiness

side effect

https://creazilla.com/nodes/43412-person-emoji-clipart ,  

Patient ID
Age
Medications

Causal AI and causal knowledge graph as a step 
towards neuro-symbolic AI and explanation 

NDE: Given the pollen (AQI)  in the outdoor environment, what is the chance the patient took the medication but 
the symptom was not due to pollen (AQI)? 
➔ NDE for pollen (6.04) > NDE for AQI (2.06), pollen has been tested as a allergen for the patient 
➔ Preventive measure which was common observation in the cohort

https://creazilla.com/nodes/43412-person-emoji-clipart


Ontology and Knowledge based inference
Causal Explanation

37



➔ Predictions from ML are insufficient to address causal inference.

➔ Correlation does not imply causation.

➔ Data alone is not enough for causal inference.

➔ Need domain knowledge and assumptions.

➔ Ontology based inference  brings explanation to predictions.

“ If two events are related in a certain way, then one event may be the cause of the other. For 
example, if event A is a necessary condition for event B to occur, then A is likely to be the cause of 

B”

Why Causal Inference?
The correlational machine learning seeks to identify patterns, but it often identifies false patterns that do not have any actual 
causal relationship.

38



Traditional ML Explanations Compared to Knowledge Infused 
Approach

39

Medical Diagnosis Credit Risk 
Assessment

Customer Churn 
Prediction

Symptoms
Medical history

Test results

Income
Credit History

Debt to Income 
Ratio

Usage patterns
Customer 

demographics 
Satisfaction surveys

ML

KG

Causal Relationships

Risk factors
Comorbidities
 Treatments

 Product features 
Customer support 

Marketing 
campaigns

Economic conditions 
Market trends
Government 
regulations



Ontology Based Inference

Ontology based Inference

Classes Properties Relationships
Domain 

Specific Causal Explanation

Abduction

Causal Reasoning

Causal Relevance

Causal Consistency

Causal SpecificityCausal Coherence

Ontology Based Inference

40



We create an inference system that utilizes an IS-A hierarchy ontology to provide explanations based on causal 
statements. To achieve this, we introduce a basic logical language that enables the expression of causation between 

two facts and the explanation of one fact by another.

1. Propositional atoms: α, β,
2. Causal atoms: α causes β.
3. Ontological atoms: α →IS−A β.
4. Explanation atoms: α explains β

Causal Inference System Creation

Automatic or semi-automatic methods will 
depend on the complexity of the problem,the 

available data.
Causal Explanation  

Requires careful attention to the 
domain of interest, the available 

data, and the methods used to 
identify and evaluate causal 

relationships.

Test and Refine 
Test the causal inference system 

using additional data and refine it 
as necessary to improve its 
accuracy and effectiveness.

Bayesian networks, decision trees, or rule-based 
systems

Identify Causal Relationships

Define Domain

Steps to  Causal Inference

Evaluate  Causal 
Relationships

Gather Data

alpha

beta

beta 1

Causes
is_a

explains
beta 2

Constructing Causal Inference System

41



Ontology based Causal Inference - Methods 
● One of the primary approaches to constructing causal models based on ontology is the use of 

Bayesian networks. In this approach, causal relationships are represented by nodes in a directed 

acyclic graph. Methods to learn the structure of Bayesian networks, include constraint-based, 

score-based, and hybrid approaches.

● Ontology-based causal discovery algorithms use domain knowledge encoded in ontologies to 

guide the search for causal relationships in data. The ontology can help identify relevant variables 

and relationships that may not be obvious from the data alone.

● Abductive reasoning - To find the most plausible explanation for a given set of observations.

● Hybrid approaches - for example, combining Bayesian networks and ontology-based causal 

discovery to model causal relationships.

42

 ontology-based inference for causal explanation has the potential to provide a more structured and comprehensive way of 
understanding and modeling causal relationships.



TASK: Explain Gender and Mental Health Prediction?
(Q): How is the  Post expressing depression , anxiety or PTSD, if so Can we find the gender language? 
(A): Concepts fatigue, trembling relate to Anxiety. Concepts ‘F’ and Pregnant relates to Woman. 

43

Ontology based inference for Causal Explanation - Mental Health Domain 

Cite: Lokala, Usha, et al. "A computational approach to understand mental health from reddit: knowledge-aware multitask 
learning framework." Proceedings of the International AAAI Conference on Web and Social Media. Vol. 16. 2022.



Formal inference Patterns - Causal Claims to Explanations

44

Observation 1

Observation 2

Observation n

Abductive Reasoning

Infer most likely explanation for the 
observation

Set of 
Explanations/Hypotheses

Evaluation

Hypothesis ability to account for the 
observed data

Bayesian Network

Counterfactual 
Reasoning

Mechanistic
Reasoning



Ontological Principles - justifying Explanations/Outcome 

45

        
Smoking

Lung Cancer

Determinism

New 
Medication

Exposure to 
air pollution

probabilism

Exposure to 
air pollution

Health 
condition

Mechanism

     Poverty    Genetics

Mental Health      Obesity

Contextualism Reductionism
“How different principles may be more 
appropriate depending on the specific 

context and nature of the phenomenon 
being studied?”



Example: Drug Abuse Ontology

46Cite: Lokala U, Lamy F, Daniulaityte R, Gaur M, Gyrard A, Thirunarayan K, Kursuncu U, Sheth A Drug Abuse Ontology to Harness Web-Based 
Data for Substance Use Epidemiology Research: Ontology Development Study JMIR Public Health Surveill 2022;8(12):e24938



Ontology based Causal Inference - How one fact leads to another?

47Cite: Lokala, Usha, et al. "Drug abuse ontology to harness web-based data for substance use epidemiology research: ontology development 
study." JMIR public health and surveillance 8.12 (2022): e24938.



Ontology as inference for analyzing web-based data and use the 
extracted wisdom to inform public health surveillance as 
insights and actionable items.

48

Ontology based annotations for Causal Extraction - Drug Use Domain

Can ontologies be used as inference for causal 
explanations?

Cite: . Cameron D, Smith GA, Daniulaityte R, Sheth AP, Dave D, Chen L, et al. PREDOSE: a 
semantic web platform for drug abuse epidemiology using social media. J Biomed Inform 2013 
Dec;46(6):985-997 [FREE Full text] [doi:10.1016/j.jbi.2013.07.007] 

Cite: Yadav, Shweta, et al. "“When they say weed causes depression, but it’s your fav 
antidepressant”: knowledge-aware attention framework for relationship extraction." PloS one 
16.3 (2021): e0248299.



Ontology based Causal Inference - How one fact discovers new fact?

49Cite: Daniulaityte R, Carlson RG, Falck RS, Cameron DH, Udayanaga S, Chen L, et al. A web-based study of self-treatment of opioid 
withdrawal symptoms with loperamide. Wright State University. 2012. URL: https://corescholar.libraries.wright.edu/ knoesis/624/



Applications in web and healthcare
Causal Process Knowledge Infused Reasoning For Mental 

Health Triaging

50



Genetic Factors Socio-economic Factors Biological Factors

Predisposition and Ongoing Factors

Major 
Depression Suicidality (𝐘) General

Anxiety Panic Post-Traumatic Stress

Mental Health Diseases

1-N posts from suicidality related subreddits 

Psychological Functions Physiological Functions

Affected Organs Functions

Latent Factors (𝐙)

Observed Factors (𝐗)

 Machine Learning Diagnosis Model:
Model(𝐗,𝐙,𝚹) = Pr(𝐘 = Suicidality|𝐗,𝐙(𝚹))

Transformer

<ZCLS> <ZTok1> <ZTok2> …… <ZTokN>

<ECLS> <ETok1> <ETok2> …… <ETokN>

<CLS> <Tok1> <Tok2> …… <TokN>

 Softmax Output = Pr(𝐘 = Suicidality|𝐗,𝐙(𝚹))

Reddit Post 1 Reddit Post N……..….…

51



Wish to be Dead

Non-Specific Active 
Suicidal Thoughts

Active Suicidal Ideation 
with Any Methods

Suicidal Indication(𝐘)

Suicidal Ideation (𝐘)

Suicidal Behavior or 
Attempt (𝐘)

Expert-Designed Latent Factors (𝐙)

Reddit Post 1

1-N posts from suicidality-related subreddits 
Observed Factors (𝐗)

Reddit Post NReddit Post 1

1-N posts from suicidality-related subreddits 

Observed Information (𝐗)

Reddit Post N    ……..….…

Expert Diagnosis Model: 
Model(𝐗,𝐙) = Pr(𝐘 = Suicidality|𝐗,𝐙)

Wish to be Dead

Non-Specific Active 
Suicidal Thoughts

Active Suicidal Ideation 
with Any Methods

Suicidal Indication 
(𝐘)

Suicidal Ideation (𝐘)
Suicidal Behavior or 

Attempt (𝐘)

True

True

True

False

False

False

   ……..….…
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Tree Paths Representing Different Suicidality 
Contexts

Columbia Suicide Severity Rating Scale 
(CSSRS) Concepts

C1

C2

C3

Indication or None

True

Ideation 1

Ideation 2Behavior or 
Attempt

C1: Wish to be Dead 

C2: Non-Specific Active Suicidal Thoughts

C3: Active Suicidal Ideation with Any Methods (Not Plan) without Intent 
to Act

False

T F

T F

Context: Concept 1 (T), Concept 2 (T), Concept 3 (T) → 
Behavior or Attempt

Explanation for Inference

53



CPR - Reddit Web Plug-in

Future Work:
1. Efficient Re-discovery of Causal Models
2. Efficient learning methods to modify parameters 
3. Enhancing explanation visuals for the end-user

Applications in 
Other Domains 

● Cooking/Nutrition Management  
● Autonomous Driving
● Game Playing

https://mentalhealthcpr.herokuapp.com scan QR code

Application in Web & Health- Suicidality Context Identification

54

https://mentalhealthcpr.herokuapp.com


Explainability

55



Causal Explainability

● Current AI approaches rely on statistical correlations that are often spurious and can’t be explained. 

● Causality in AI systems using knowledge based approach can assist in better explainability, and 
providing support for intervention and counterfactuals, leading to improved understanding of AI systems 
by humans.

56



Really struggling with my bisexuality which is causing chaos in my relationship with a girl. 
Being a fan of LGBTQ community, I am equal to worthless for her. I’m now starting to get 
drunk because I can’t cope with the obsessive, intrusive thoughts, and need to get it out of 
my head.

Suicidal Ideation ?  Yes: 0.71 , No: 0.29

Reasoning over Model: 

Why model predicted SI?
Unknown



Really struggling with my bisexuality which is causing chaos in my relationship with a girl. 
Being a fan of LGBTQ community, I am equal to worthless for her. I’m now starting to get 
drunk because I can’t cope with the obsessive, intrusive thoughts, and need to get it out of my 
head.

Is mental health related ?  Yes: 0.71 , No: 0.29

Which mental health condition? 
Predicted: Depression (False)
True: Obsessive Compulsive Disorder

Reasoning over Model: 

Why model predicted 
Depression?
Unknown

Manas Gaur, Ugur Kursuncu, Amanuel Alambo, Amit Sheth, Raminta Daniulaityte, Krishnaprasad Thirunarayan, and Jyotishman Pathak. "" Let Me Tell You About Your Mental Health!" Contextualized 
Classification of Reddit Posts to DSM-5 for Web-based Intervention." CIKM 2018.  [CIKM 2018]
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Highlighted terms 
based on attention 
matrix



Really struggling with my bisexuality which is causing chaos in my relationship with a girl. 
Being a fan of LGBTQ community, I am equal to worthless for her. I’m now starting to get 
drunk because I can’t cope with the obsessive intrusive thoughts, and need to get it out of my 
head.

SI due to OCD ?  Yes: 0.96 , No: 0.04

Which mental health condition? 
Predicted: Obsessive Compulsive Disorder(True)
True: Obsessive Compulsive Disorder

DSM-5 Knowledge Graph DSM-5 and Post 
Correlation Matrix

Reasoning over model: 
Why model predicted 
Obsessive Compulsive 
Disorder ? known

D εRN

P εRN

W f(W) Identify associations with DSM-5 
categories to interpret outcome

Can causal inference serve as a bridge 
between prediction and decision making? 



Really struggling with my bisexuality which is 
causing chaos in my relationship with a girl. I 
am equal to worthless for her. I’m now starting 
to get drunk because I can’t cope with the 
obsessive, intrusive thoughts, and need to get 
out of my head.

288291000119102: High risk bisexual 
behavior

365949003: Health-related behavior 
finding

365949003: Health-related behavior 
finding

307077003: Feeling hopeless

365107007: level of mood

225445003: Intrusive thoughts

55956009: Disturbance in content of 
thought

26628009: Disturbance in 
thinking

1376001: Obsessive compulsive personality 
disorder

Multi-hop traversal on 
medical knowledge 
graphs

<is symptom>

Obsessive-compulsive disorder is a disorder in which 
people have obsessive, intrusive thoughts, ideas or 
sensations that make them feel driven to do something 
repetitively 

Explain interpretation through linking to KG and definitions
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Causal Explainability
● Statistical explainability generates an explanation for the 

co-occurrence of a given phenomenon based on the statistical (or 

associational) methods such as correlations. 

● Context explainability is a means to generate a 

human-understandable explanation taking the context 

information of a given observation into account.

● Domain explainability explains the underlying causal relations 

using observational data, domain knowledge, and counterfactual 

reasoning. 

61
Jaimini, Utkarshani, and Amit Sheth. "CausalKG: Causal Knowledge Graph Explainability using interventional and counterfactual reasoning." IEEE Internet Computing 26.1 (2022): 43-50.
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Statistical AI alone is not enough

Causal AI can be used for generating 
explanations

Causal AI can be used for complex causal 
pattern extraction

Causal AI can be used for causal entity 
associations 

Causal AI can be used for intervention planning 
using web data in the application area of 

epidemiology, mental health, as examples

Takeaways



Thank You
Open to questions
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https://www.causalmap.app/post/chatgpt-causal-of-course

ChatGPT and Causality
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• Sun does not cause the earth’s rotation 
• Earth’s rotation is a result of the residual momentum of the material from which our solar system is formed
• Earth revolution around the sun is due to the gravitational pull between them 

https://www.causalmap.app/post/chatgpt-causal-of-course



Potential Outcome Framework (Rubin-Neyman Causal Model)
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Potential Outcome Framework (Rubin-Neyman Causal Model)
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Fundamental problem of Causal Inference- We only observe one of the two outcomes



Ladder of Causation: Counterfactual
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Pollen

Symptom Medication

Given a patient has taken the medication,  what is the chance 
they would not take it if the pollen was not present in the 

outdoor environment?

P(Medication = N | Medication =Y, do(Symptom = N))

Natural Direct Effect


