
  

  

Abstract— Stress is an established risk factor in the development 
of addiction and in reinstating drug seeking. Substance use 
disorder (SUD) is a dangerous epidemic that affects the brain 
and behavior. Despite this growing epidemic and its subsequent 
consequences, there are limited management and treatment 
options, pharmacotherapies and psychosocial treatments 
available. To this end, there is a need for new and improved 
personalized devices and treatments for the detection and 
management of SUD. Based on documented negative effects of 
stress in SUD, in this paper, our objective was to select a few 
significant physiological features from a set of 8 features 
collected by a chest-worn RespiBAN Professional in 15 
individuals. We used three machine learning classifiers on these 
optimal physiological features to detect stress. Our results 
indicate that best accuracies were achieved when electrodermal 
activity (EDA), body temperature and chest-worn accelerometer 
were considered as features for the classification. Challenges, 
implications and applications were discussed. In the near future, 
the proposed methods will be replicated in individuals with SUD.   

I. INTRODUCTION 

Substance use disorder (SUD) is a dangerous disease that 
affects an individual’s brain and behavior. This leads to 
uncontrolled use of illicit drugs, alcohol, excessive use of legal 
drugs or other addictive behaviors. The prevalence (51.5 
million adults with SUD and mental illnesses, Substance 
Abuse and Mental Health Services Administration 
(SAMHSA) 2019[1]) and the rate of increase (6% from 2018 
to 2019) of SUD in the US deem it a rapidly growing epidemic 
[2]. Furthermore, during COVID19 pandemic, one of the 
serious challenges faced by the American Society of Addiction 
Medicine (ASAM) is the treatment of homeless individuals 
with SUD because of their compromised immune systems [3]. 
The National Institute on Drug Abuse (NIDA) estimates that 
the total expenditure of drug-related complications exceeds 
500 billion dollars when healthcare costs and job losses are 
considered [4]. Despite this growing epidemic and its 
subsequent consequences, there are limited management and 
treatment options, pharmacotherapies, and psychosocial 
treatments available for SUD. To this end NIDA’s mission and 
strategic plan emphasize the importance of the development of 
new and improved strategies and treatments for detection and 
management of SUD [4]. 

Decades of research has shown that stress increases risk of 
substance abuse [5][6][7] and could be a hindrance to effective 
treatment of substance abuse. Currently, measurement of 
stress is usually done through self-report [8] that has several 
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practical limitations. As society becomes more receptive to the 
use of wearable biomedical sensors in the form of smart 
watches and other sensors [9], we envisage that the use of 
wearables to measure physiological signals such as 
electrodermal activity (EDA) will be ubiquitous.  

EDA sensors could inform us about several vital features 
about the human body such as emotions, stress, etc. [10].  Our 
main goal in this research is to uncover a robust method for 
measurement of stress using EDA sensors. In order to be 
useful, such measurement must be accurate and fast. These 
requisite demands make it especially challenging because 
these sensors generate massive amounts of data and 
subsequent processing needs enormous computing power. 
Hence, it is necessary to identify and design efficient detection 
and estimation algorithms. EDA sensors provide continuous 
recording of a subject’s stress and emotion that cannot be 
obtained in any other way. However, more studies are required 
to measure the accuracy and reliability of this technique. 
Previous research has shown that a strong causal relationship 
exists between stress and emotion [11]. As both emotion and 
stress could be measured independently using EDA sensors, it 
is possible that by adding emotions, we would be able to 
measure stress more accurately.  

The negative effects of SUD manifest themselves in 
substance users in the form of stress, among other symptoms. 
When one is physically dependent on a substance to get them 
through their daily activities and experiences, stepping away 
from that substance can be psychologically stressful. This may 
lead to relapse or a prolonged experience of withdrawal 
symptoms, or post-acute withdrawal syndrome [3] that also 
induces stress. When under stress, the body’s sympathetic 
nervous system is activated, and this results in psychological 
and physiological changes within the body [4]. Since 
psychological changes are not capable of being tracked well 
using devices and external methods of treatment, tracking 
physiological changes is the best approach when tracking 
SUD-related stress. These changes within the body’s function 
include increased heart rate, greater electrodermal activity, and 
a higher body temperature among others. Therefore, the 
observation of changes within these parameters will allow for 
detection of the onset of SUD relapse. 

Our group at UMBC in collaboration with psychiatrists and 
clinicians is poised to develop wearable devices that can help 
in the detection and management of SUD. In this paper, using 
WESAD [12], a publicly available dataset that has tracked 
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physiological features across multiple different emotional 
states, our objective was to identify the best physiological 
features for accurate detection of stress. The mental and social 
stress induced during the stress condition of the study made 
this dataset a good choice for studying the effects of SUD in 
which the same type of stress is induced. 

II. METHODS AND ANALYSIS 

A. Experiment 
To study the physiological responses to SUD-related stress, 

a publicly available multimodal dataset for wearable stress and 
affect detection (WESAD), was used. The WESAD dataset 
offers data collected by wearable devices from 12 male 
subjects and 3 female subjects with a mean age of 27.5 ± 2.4 
years. The two wearable devices were RespiBAN Professional 
(chest-worn) and Empatica E4 (wrist-worn), which were 
equipped with sensors to track 3 axis accelerometers worn on 
the chest (ACC), respiration (RESP), electrocardiogram 

(ECG), electrodermal activity (EDA), electromyograph 
(EMG), and body temperature (TEMP) as shown in Fig. 1. 
During the WESAD study, the participants were guided 
through various activities to simulate one of four emotional 
states - baseline, stress, amusement, and meditation as shown 
in Fig. 2. Here are brief descriptions of these states.  

•  Baseline: Subjects were sitting/standing at a table and 
reading neutral material 

•  Stress: Subjects were exposed to the Trier Social Stress 
Test in which they had to complete highly strenuous tasks 
- mental arithmetic (mental stress) and public speaking 
(social stress).  

•  Amusement:  Subjects were shown funny video clips 
•  Mediation: Subjects were guided through meditation 
exercises 

 
After each condition, the participants were asked to fill out 

a questionnaire which consisted of the Positive and Negative 
Affect Schedule, State-Trait Anxiety Inventory, and Self-
Assessment Manikins tests. These tests offered prompts 
relating to different emotional states to which the participants 

had to assign a number rating. These ratings were used as a 
standard ground truth to evaluate the models for stress 
detection.  

The data collected by RespiBAN Professional were used to 
conduct a computational analysis on which features would best 
predict the onset of stress in a repeatable, timely, and accurate 
manner. RespiBAN Professional was chosen due to its higher 
volume of data points (2+ million per subject) as compared to 
Empatica E4’s 20-50,000 data points per subject. 

B. Preprocessing and Analysis 
This exploratory and predictive data analyses have been 

performed using MATLAB® Machine Learning Toolbox and 
Python. For Python, we have made use of various Python 
libraries like pandas, sklearn, matplotlib, and numpy. For the 
various algorithms that were implemented, we have used 
various tools provided by the sklearn library. The integrated 
development environment (IDE) used was Jupyter Lab in 
congruence with the Anaconda platform.  

The dataset comprises various physiological signals and a 
label that specifies if the subject is stressed, amused, 
meditating or relaxed. As a first step in preprocessing the 
missing values in the dataset were addressed. The missing 
values have been dealt with by substitution methods such as 
mean or mode as per the distribution of the data. After this, the 
data was normalized to have optimal distributions. 
Normalization assigned equal weights and statistical 
importance to each variable so that no single variable drives 
the model performance in one direction and the prediction is 
not skewed. 

Feature selection was performed to find the most 
contributing physiological features to accurate detection of 
stress using different methods like logistic regression, linear 
regression, and principal component analysis (PCA). We have 
also performed sequential forward feature selection using 
quadratic discriminant analysis to find the best features (see 
Table 1). This helped us in feature analysis for each subject. 

C. Classification 
Three types of classification were performed: (1) 2-way: 

stress vs amusement (2) 3-way: stress vs amusement vs 
meditation, and (3) 4-way: stress vs amusement vs meditation 
vs baseline. We have performed predictive analysis using 3 
approaches - logistic regression, decision trees, and XGBoost 
(gradient boosted decision trees). We have also performed 5-
fold cross-validation and the results of the predictive analysis 

 
Fig. 1. RespiBAN Professional’s placement of electrodes. 1. RespiBAN 
Professional with temperature, EDA and control module. 2. Three 
ECG electrodes and 3. Two EMG electrodes on the back where the 
shoulder meets the neck.   
 

 
Fig. 2. The two protocols tested under this study. The blue bars indicate 
the times when the study participants filled out questionnaires for self-
report. Adapted from [12]. 
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are measured using accuracy and area under the curve as 
metrics. While the accuracy is a standardized metric, it 
becomes essential in such problem statements to also carefully 
assess the accuracy that could not be achieved to minimize the 
false positives. Hence, for binary classification, we have also 
studied the area under the curve to check the degree of 
separation between true positives and false positives.  

III. RESULTS 

In this study, as a first step, in order to determine most 
significant combination of physiological features, we 
performed sequential forward feature selection using quadratic 
discriminant analysis. For each subject we looked at what will 
be the most significant 2, 3, 4, 5, and 6 features. For a total of 
these 6 cases, the results from this analysis are summarized in 
Table 1. All the features are mapped against the subject which 
corresponds to a value. The maximum value can be six and the 
minimum can be zero. The numerical value is the number of 
times the feature was selected in the combination with other 
features corresponding to the subject. If the value is six, it 
means that the feature was always present in all the 
combinations and is the most relevant feature for a particular 
subject. The value zero signifies the absence of that feature in 
the any combination carried out for that subject. Hence, it is 
the least relevant feature to be considered. A total of six 
experiments were conducted with various feature counts 
ranging from a combination of two features to combination of 
eight features. This selection was different for different 
subjects.  

The most used feature is the accelerometer Z axis (Z) 
(perpendicular to the subject’s chest). This feature was 
considered in every combination for all but one of the 15 
subjects. The second most used feature was EDA, which was 
included all 6 cases with 8 subjects. The third feature most 
used was temperature (Temp), being included in all 6 cases for 
4 subjects. Finally, the least significant feature in any 
combination was accelerometer X axis (X), since it was used 
in 0 combinations for 13 subjects. However, considering that 
accelerometer as a whole contributed to the classification 
accuracy, this variable cannot be ignored for a future analysis. 

After conducting feature analysis with logistic regression 
and PCA on each individual subject, several features stood out 
as more important than the others. Specifically, these features 
had a much higher correlation to a subjects’ mental and 

emotional states and were EDA, temperature, and the 
accelerometer (z-axis). Table 2 showed the results obtained 
from logistic regression with 2, 3 and 4-way multivariate 
classification. Overall, logistic regression had an average 
accuracy (ACC) of 0.969, and an average AUC-ROC of 0.985 
across all subjects. 

In addition to logistic regression, we repeated similar 
classification using decision tree. The decision tree not only 
favored the same features as logistic regression (EDA, 
temperature, and accelerometer Z Axis), it also performed 
slightly better than Logistic Regression, with an average AUC-
ROC of 0.998 and an average accuracy of 0.968. Finally, we 
used another classification algorithm XGBoost. This classifier 
outperformed both logistic regression and decision tree, while 

TABLE I. SIGNIFICANCE OF THE FEATURES 
 ECG EDA EMG Resp Temp X Y Z 

S2 2 5 1 3 6 0 4 6 
S3 2 5 3 1 6 0 4 6 
S4 2 4 3 1 6 0 5 6 
S5 2 6 3 1 4 0 5 6 
S6 2 6 1 3 4 0 5 6 
S7 1 5 2 3 6 0 4 6 
S8 1 5 3 2 4 0 6 6 
S9 2 6 1 3 5 0 4 6 
S10 2 6 1 3 4 0 5 6 
S11 0 4 1 3 5 2 6 6 
S13 1 6 3 2 4 0 5 6 
S14 2 4 1 3 5 0 6 6 
S15 2 6 1 3 0 4 5 5 
S16 1 6 2 3 4 0 5 6 
S17 3 6 4 2 5 0 1 6 

 TABLE II. CLASSIFICATION ACCURACY 
  AUC-

ROC 
A 
C 
C 
 

Top 3 Features 

E
C
G 

E
D
A 

E
M
G 

R
e
s
p 

T
e
m
p 

X Y Z 

 
S2 

2Way 1 1  X   X  X  
3Way 1 .999  X   X   X 
4Way .999 .997 X X      X 

 
S3 

2Way .89 .82 X X   X    
3Way .945 .949  X   X   X 
4Way .965 .886     X  X X 

 
S4 

2Way 1 1  X     X X 
3Way .999 .996  X   X   X 
4Way .999 .994  X   X X   

 
S5 

2Way 1 1  X     X X 
3Way .999 .996  X   X   X 
4Way .999 .994  X   X X   

 
S6 

2Way .997 .988  X   X  X  
3Way .982 .944     X  X X 
4Way .948 .873  X   X   X 

 
S7 

2Way 1 1 X X X      
3Way .999 .995  X   X  X  
4Way .947 .803  X   X   X 

 
S8 

2Way .999 .998 X      X X 
3Way .999 .996     X  X X 
4Way .999 .999     X  X X 

 
S9 

2Way .993 .982  X   X   X 
3Way .995 .981  X   X X   
4Way .982 .971  X   X X   

 
S10 

2Way 1 1 X X  X     
3Way .999 .999  X   X   X 
4Way .999 .997  X   X   X 

 
S11 

2Way 1 1     X X X  
3Way .997 .971  X   X   X 
4Way .988 .929  X   X   X 

 
S13 

2Way 1 1 X X X      
3Way .998 .981  X   X  X  
4Way .998 .981  X   X  X  

 
S14 

2Way .919 .903  X   X X   
3Way .873 .819     X  X X 
4Way .932 .886  X   X   X 

 
S15 

2Way 1 1  X    X X  
3Way .999 .998  X   X X   
4Way .998 .992  X   X X   

 
S16 

2Way 1 1  X X X     
3Way .999 .998  X   X   X 
4Way .999 .998  X   X   X 

 
S17 

2Way 1 1  X   X X   
3Way .999 .995  X   X   X 

4Way .999 .997  X   X   X 
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also favoring the EDA, temperature, and accelerometer Z axis 
features. Its average AUC-ROC was 0.998 and average 
accuracy 0.995.  

IV. DISCUSSION 

The objective of this paper was to select optimal 
physiological features that can predict stress accurately. For 15 
subjects, we employed 3 classifiers to perform 3 types of 
classification. In summary, there were a total of 45 tests runs 
with each of the 3 classifiers, for a total of 135 total individual 
tests. Of the 135, EDA was the most relevant feature, chosen 
as one of the top three, 121 times. Temperature was the second 
most relevant feature, being chosen 106 times as a top feature. 
Finally, the third most relevant feature was the accelerometer 
Z Axis, making the top 3 features 76 times. These along with 
other features were shown in Fig. 3. The task of classification 
of whether the subject is stressed or not stressed depends upon 
various factors and so considering only the most important 
features don't give relevant results. Hence finding out relevant 
combinations of different features was a vital task. 

Similar to other studies [13][14][15], that have reported 
previously we found that EDA, temperature, and 
accelerometer are important features in stress detection. Our 
objective was not to find one optimal feature, but multiple 
features that can help in precise detection. Fusion of 
multimodal features improves the detection of accuracy[15]. 
As shown in Table 2, optimal features changed from subject to 
subject. This enables us to build personalized models that are 
unique to individuals.    

Although our objective was to detect stress as a trigger in 
the context of substance abuse, stress leads to several other 
complications, thus the developed methods have multiple 
applications in different domains. Stress can either be a trigger 
or can aggravate many pathological conditions. Stress affects 
cognitive functions, weakens memory, increases blood 
pressure, causes cardiac disorders, diabetes, to list a few. In 
each of these disease conditions, stress manifests differently. 
Thus, multimodal fusion of features helps in improving the 
detection accuracy across domains.  

V. CONCLUSION 

Motivated by the detrimental effects of stress in SUD we 
set out to find what are the optimal physiological signals easily 
measured by wearables that can help in accurate detection of 
stress. We found that EDA, body temperature and chest-worn 
accelerometer contribute significantly to accurate detection 
and classification of stress and other emotional states. In the 
near future, we will separately analyze mental and social 
stressors. This will assist in the detection of situational 
stressors in individuals with SUD. We will also look at unique 
optimal physiological features in individuals to customize 
detection models. In this paper, we focused on stress and other 
emotional states, but in our future works we will also focus on 
detecting different levels within stress itself. Soon, the 
proposed methods will be tested in individuals with SUD.   
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Fig. 3. Significance of the features based on how frequently they were 
used in three different classifiers for best accuracies. EDA, 
temperature and accelerometer Z stand out as the important features.  
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