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Abstract

We report the analysis of microlensing event OGLE-2017-BLG-1038, observed by the Optical Gravitational
Lensing Experiment, Korean Microlensing Telescope Network, and Spitzer telescopes. The event is caused by a
giant source star in the Galactic Bulge passing over a large resonant binary-lens caustic. The availability of space-
based data allows the full set of physical parameters to be calculated. However, there exists an eightfold
degeneracy in the parallax measurement. The four best solutions correspond to very-low-mass binaries near
(M, = 17078M; and M, = 110739M)), or well below (M; = 22.5757M; and M, = 13.3704M;) the boundary
between stars and brown dwarfs. A conventional analysis, with scaled uncertainties for Spitzer data, implies a very-
low-mass brown-dwarf binary lens at a distance of 2 kpc. Compensating for systematic Spitzer errors using a
Gaussian process model suggests that a higher mass M-dwarf binary at 6 kpc is equally likely. A Bayesian
comparison based on a galactic model favors the larger-mass solutions. We demonstrate how this degeneracy can
be resolved within the next 10 years through infrared adaptive-optics imaging with a 40 m class telescope.

Unified Astronomy Thesaurus concepts: Binary lens microlensing (2136); Gravitational microlensing (672);
Satellite microlensing parallax (2148); Brown dwarfs (185); Gaussian Processes regression (1930)

Supporting material: data behind figures

1. Introduction

Microlensing is a phenomenon in which the path of light
emitted from a distant star (the source) is bent by a curve in
spacetime, caused by a massive object (the lens). If the source
is approximately behind the lens, as seen by an observer, it

Original content from this work may be used under the terms
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of the work, journal citation and DOI.

brightens as unresolved images of the source are formed about
the Einstein ring that has angular radius

0 = \/ oM ( a—“) — KM, (1)
C DL

Ds

where T = au(D; ' — Dg '), M is the mass of the lens system,
Dy and Dg are the distance to the lens and source, respectively,
and k = 4G/(c*au) ~ 8.14 mas /M,

For transient alignments, where the closest angular separa-
tion of the source and lens is on the order of fg or smaller,
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photometric microlensing events can be observed as increasing
and decreasing apparent brightness of the combination of the
source star and unresolved neighbors, including the lens.
Because only the source light is magnified, the luminosity of
the lens system does not directly contribute to the event
detection rate. As a result, microlensing is uniquely sensitive to
the detection of low-mass, dim lenses such as brown dwarfs
(BDs; for example, Gould et al. 2009, Shvartzvald et al. 2016,
and Han et al. 2020) and unbound planetary-mass objects (for
example, Mréz et al. 2020 and Mréz et al. 2019), as proposed
by Paczynski (1986).

A limitation of the microlensing method is that, for most
microlensing events, the light-curve model leaves a degeneracy
between the mass and distance of the lens. This degeneracy can
in principle be resolved either by measuring two other
parameters (the Einstein radius fg, and the microlens parallax
) or by separately observing the lens and source some years
after the event in high-resolution images. While 0 has been
measured for most planetary and binary events published to
date, 7rg has not.

For events with an extremely dim lens, proper-motion
measurement via late-time imaging is not feasible at typical
lens distances, given current observing capabilities. Breaking
the mass—distance degeneracy for very faint lens systems thus
requires a measurement of the microlens parallax. The spatial
separation between observers required to detect parallax at a
single epoch depends on the characteristics of the microlensing
event, such as the distance to the lens system and duration of
the event. Because of the large separation between Earth and
the Spitzer Space Telescope (located more than 1 au distant
from Earth), microlensing observations from Spitzer, in
conjunction with those from Earth, provide a reliable means
of measuring parallax. This uniquely wide separation is what
motivated the Spitzer microlensing project (Yee et al. 2015).

Microlensing has been used to discover 34 BDs from beyond
the local regime (Chung et al. 2019). So far, this extended
population has demonstrated unusual dynamics, such as an
unexpected number of counterrotating BDs (Chung et al. 2019;
Shvartzvald et al. 2019, 2017). It is unclear to what degree
these extreme kinematics are representative of the population as
a whole.

BDs are stellar-like objects that are not massive enough to
maintain a sufficient core temperature for main-sequence
hydrogen fusion. Though the more massive BDs are capable
of lithium fusion, and most BDs are capable of deuterium
fusion, these processes do not provide sufficient heat to stop
BDs from gradually cooling as they radiate the heat generated
during their formation. As a result, they are very faint and
become fainter as they age. Deuterium fusion occurs in objects
with masses of approximately >13 M. This is often adopted as
a criterion to distinguish BDs from planets; objects below this
mass are planets, be they bound to a stellar object or free
floating. However, this mass definition is sometimes in conflict
with the formation definition: BDs form like stars and planets
form in circumstellar disks.

All but five of the microlensing BDs have been detected as
binary systems. The number of BDs detected in binaries makes
up an artificially high proportion of the total number of
detections because binary events have more easily detected
finite-source effects and therefore are more likely to have their
associated masses calculated. Some of these have member
masses at about the deuterium fusion limit (Choi et al. 2013;

Malpas et al.

Han et al. 2017; Albrow et al. 2018), supporting the arguments
of Grether & Lineweaver (2006) and Chabrier et al. (2014) for
a mass overlap between the gas-giant planet and BD regimes.
Deuterium fusion has become an insufficient metric for
classification between BD and gas-giant planets. These
populations have distinct formation histories, which, though
difficult to infer, provide a more meaningful way to separate
them in the mass-overlap region.

The upper BD cutoff is defined by sustained hydrogen
fusion. Studies evaluating the hydrogen burning limit are
summarized in Table 5 of Dieterich et al. (2018), from which
we deduce that the BD upper limit is in the range of
(~70—-95 M;). This variance has a large dependence on
chemical composition (e.g., Chabrier & Baraffe 1997). Forbes
& Loeb (2019) investigated the idea of overmassive BDs.
These are theoretically formed through Roche lobe overflow.
The result is that, with only the mass information to draw from,
this cutoff is vague.

Little is known about the very-low-mass end of the stellar
initial mass functions (IMFs). The empirical IMFs of Kroupa
(2001), Chabrier (2005), Thies & Kroupa (2007), Thies &
Kroupa (2008), and Kroupa et al. (2013) show disparity with
the theoretical IMFs deduced from analytical descriptions of
pre-stellar-cloud core distributions (Padoan & Nordlund 2002;
Hennebelle & Chabrier 2008; Henebelle & Chabrier 2009) at
the very-low-mass end, approximately between 84 M, and
210 M, (0.08 M, and 0.2 M,). Empirical IMFs usually require
assumptions about age and metalicity in order to determine the
IMF from an observed luminosity function. Observationally,
measuring a mass function across the entire stellar mass range
is challenging because sampling the upper mass range requires
massive star clusters and sampling the lower mass range
requires nearby clusters. With the closest massive clusters at
distances of a few kiloparsecs, observing both ends of the mass
function in one star cluster is not currently possible
photometrically (Elmegreen 2009). Wegg et al. (2017) shows
one way in which microlensing surveys can be used to probe
the IMF of the inner Milky Way, although this method used an
existing dynamical model to infer the masses from the
timescales (fg) of ~4000 events and therefore is not purely
empirical. The timescales considered were 2days <1<
200 days, which relates to the mass via £ oc M.

Currently, photometric surveys are only capable of probing
relatively bright and very local populations of BDs. For
example, Rosell et al. (2019) quote a distance limit in their
Dark Energy Survey catalog of “beyond 400 pc”. This selection
bias in observability provides a limited view of BDs, in
distance, mass and age. Further detections of very-low-mass
objects in binary systems, will help to clarify our understanding
of the dynamical properties of BD populations and the low-
mass end of the IMF, because such systems are likely to have
been formed as part of the very-low-mass end of the IMF, not
like planets in a circumstellar disk.

The following sections in this paper describe our analysis of
microlensing event OGLE-2017-BLG-1038 and how we
determined this event to be a BD binary. Section 2 describes
the observations made of this event, and the data-reduction
methods used. Section 3 outlines our analysis of the ground-
based data and resulting conclusions about source-star char-
acteristics. Section 4 details our analysis of the space-based,
Spitzer data and our final modeling results. The corresponding
physical parameters for our most likely models are calculated in
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Section 5. In Section 6 we compare the relative probabilities of
our best model solutions and then we discuss, in Section 7, how
different assumptions of the galactic model, as well as selection
effects, may influence these probabilities.

2. Data Collection and Reduction

OGLE-2017-BLG-1038 is located at (R.A., decl.)jp00 =
(17:58:36.55, —27:18:58.4), (I, b) =(2.8536, —1.6382)°. It
was first identified as a microlensing event candidate by the
Optical Gravitational Lensing Experiment early warning
system (OGLE; Udalski et al. 1994), on 2017 June 3, from
their ongoing survey (mostly in the / band) using the 1.3 m
Warsaw telescope in the Las Campanas Observatory in Chile.
Repeated OGLE observations of the event took place at an
interval of mostly 1 day.

The Korean Microlensing Telescope Network (KMTNet;
Kim et al. 2016) also discovered this event as KMT-2017-
BLG-0363 and observed it in the V and I bands. OGLE-2017-
BLG-1038 was observed in two overlapping KMTNet search
fields (BLGO03 and BLG43), from each of the three KMTNet
telescopes: the Cerro Tololo Inter-American Observatory
(KMT-C), the South African Astronomical Observatory
(KMT-S), and the Siding Springs Observatory (KMT-A). This
resulted in a cadence of ~15 minutes between successive
observations. The KMTNet observations were also primarily
made in the I band. However, occasional V-band observations
were made to provide color information. Therefore, 12 sets of
KMTNet light curves were obtained for this event.

The end of the event was also observed by the Spitzer Space
Telescope Infrared Array Camera (IRAC; Fazio et al. 2004)
instrument at an approximately 1 day cadence. While both the
KMTNet and OGLE observations were made as part of regular
survey operations, the Spitzer observations were scheduled for
this event specifically as part of a program to enable space-
parallax measurements for microlensing events (Calchi Novati
et al. 2015a; Yee et al. 2015). This event was selected for
Spitzer observations on 2017 June 13 (HIJD’=7918.11) and
met the objective criteria on 2017 June 19 (HID' = 7923.95).
Both of these selections took place before the binary nature of
the event was recognized, i.e., when it was still believed to be a
point lens. Members of the Spitzer Team first noticed that the
event was anomalous on 2017 June 20 (HID’ 7925.04).

Kinematic measurements from the source star in this event,
as well as surrounding field stars, were obtained from Gaia
Early Data Release 3 (EDR3; Gaia Collaboration et al.
2020, 2016).

The ground-based data were reduced using difference
imaging (Tomaney & Crotts 1996; Alard & Lupton 1998)
procedures. The OGLE images were reduced with their custom
difference image procedures (see Wozniak 2000). The
KMTNet light curves were extracted from the images using
pyDIA (Albrow 2017) software, and the Spitzer light curve was
extracted by the methods detailed in Calchi Novati et al.
(2015b).

3. Ground-based Analysis

The light curve of this event (see Figure 1) has a triple-
peaked perturbation over a 5 day period (2017 June 22-27)
with the three peaks showing smoothed curves, indicative of a
resolved source crossing a caustic. Caustics are features of a
multiple-lens system. Therefore, we began our modeling with a
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Figure 1. Magnification curves resulting from the fitted static binary-lens
model.

(The data used to create this figure are available.)

binary-lens model, which we ultimately found was sufficient to
describe the light curves for this event.

The binary-lens model is parameterized by (s, g, p, ug, @, to ,
tg), where s is the angular separation of the two lens masses in
units of fg, g is the mass ratio of the lens objects, p is the source
angular radius in units of 0, ug is the closest line-of-sight point
of approach to the lens center of mass made by the source in its
relative trajectory (again in units of fg), and 1, is the time at
which this happens (ug| = u(ty)), where u(t;) is the position of
the source, projected onto the lens plane, at a given time, (f), «
is the angle of the projected rectilinear source trajectory relative
to an axis that passes through the lens masses, and #g is the
Einstein radius crossing time (the time the source takes to travel
an angular distance of 0g). For simplification, the motions in
these models were considered from the reference frame of the
lens system. This meant that, for modeling purposes, the
relative velocities of any of the bodies involved were attributed
to the “source velocity.”

Our analysis of the ground-based light curves began by
performing a grid search over a fixed resolution on s, g, u,, and
«, using point-source approximations away from the caustics,
for their computational speed, and convolved magnification
maps in high-magnification regions, where finite-source effects
were significant. The other model parameters were fitted by x>
minimization with p values found by interpolating between
grid points with discrete convolutions. These calculations used
a modified version of the Microlensing Observations Rapid
Search for Exoplanets code (McDougall & Albrow 2016).

The best 20 grid solution regions were further investigated
using the Emcee sampler (Foreman-Mackey et al. 2013). For
this process we used the more accurate Image Centered Inverse
RAy Shooting (Bennett 2010) or contour integration
(Bozza 2010; Bozza et al. 2018) methods to calculate the
model magnification in regions close to caustics, and the
hexadecapole approximation (Pejcha and Heyrovsky 2009;
Gould 2008) otherwise. A fixed limb-darkening coefficient
(I' =0.53)'® was applied to the source in these calculations.
Two of the regions converged to the same, and significantly
most likely solution, while the next most likely solution had a
sz of ~110,000, before renormalization. The geometry of

to Attempts to include this limb-darkening coefficient as a free parameter in
the model later in the modeling process did not result in a more likely
coefficient being found.
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Figure 2. Lens system and caustic geometry resulting from the (s, ¢) = (1.0,
1.0) grid seed, with a projected source trajectory, for the static binary-lens
model, fitted to the ground-based data. Colored circles show the source position
at the times of the data points, where the colors correspond to those specified in
Figures 1 and 4, and the circle size depicts the source size.

this static, ground-based solution is shown in Figure 2, and the
magnification curve, with ground-based data, is shown in
Figure 1. The fitted model parameters are displayed in Table 1
as the Static model. The solution corresponds to a source
passing over the edges of a large resonant caustic. We note that
this solution corresponds to small negative blending for three of
the data sources, though this is a normal occurrence for
microlensing photometry in a very crowded bulge field (Park
et al. 2004), especially for dim lenses. Table 1 shows Fg/F for
the OGLE source, which is within 2o of being positive.

The source fluxes for each data set were found from a linear
fit:

F,=A; X Fs + Fg, )

where Fy is the source-star flux, Fy is the blended flux,'” A, is
the magnification at time 7;, and F; is the observed total flux at
time #;. This solution to the static model was used to
renormalize the ground-based data uncertainties (see Yee
et al. 2012), and the solution was then allowed to reconverge.

3.1. Lens Orbital Motion or Ground-based Parallax?

Although the peaks of the light curve are well fitted by this
static-lens, rectilinear-source model, there is a region between
dates 7915-7922 where the model systematically underpredicts
the data (Figure 3). In Figure 4 we show the cumulative y~ as a
function of time for each individual data set. All curves show
significant jumps near 7915-7922, indicating that there is a real
missing feature in our static model. Higher-order effects are
required for the model to provide a good description of
these data.

'7 The blended flux is made up of the nonlensed contributions to the light-
curve flux measurements, from light sources near the line of sight. Sometimes
the largest contributor to this flux component is the lens star, though this is
rarely the case.

Malpas et al.

Common high-order effects in microlensing light curves are
orbital parallax (motion of Earth during an event) and orbital
motion of the binary-lens system. A known degeneracy exists
between these. Suspecting the significance of one or both of
these higher-order effects, we added them to the generative
model, both collectively and separately. We approximated the
orbital motion of the lens objects by allowing o and s to vary
linearly with time, adding the model parameters & and .
Modeling the parallax effect requires the introduction of two
new parameters, (mgy, Tgg), which are components of the
vector g, where ||7z|| = %, and its direction is that of the
lens-source relative properE motion. The introduction of
measurable parallax breaks the reflected symmetry of the
source trajectory about the lens axis; a trajectory above the lens
axis is not equivalent to a trajectory below the lens axis (except
in the limit that the source lies exactly on the ecliptic). We
therefore modeled both positive and negative u, solutions in
which parallax was considered. For those solutions with both
parallax and lens orbital motion, we calculate (3 (the ratio of the
projected kinetic to potential energy of the lens; An et al. 2002;
Dong et al. 2009), where values less than unity indicate a lens
system consistent with a bound orbit:

B 2(au)2ﬁ[(%%)2 + (%ﬂss

B = 2 O [”EJF(;T—Z)]S . (3)

In our investigations of the significance of these two higher-
order effects (Table 1), we find that, alone, lens orbital motion
describes the static model discrepancies better than parallax.
Including both higher-order effects yields only a minor x>
reduction compared with the purely lens-orbital-motion model,
and the lens-orbital-motion parameters change very little. (The
low (3 values for these models show that the implied orbits are
bound.) Conversely, the posteriors of the parallax model
change drastically when lens orbital motion is added. We
therefore conclude lens orbital motion is well constrained and
sufficient to describe the deviation on the static model from
7915-7922. This model is illustrated by the dotted lines in
Figure 3.

3.2. Source Color

Color-magnitude diagrams (CMDs) were created for each
KMTNet observation site and field with I and V data (KMTC-
03, Figure 5; KMTC-43, KMTS-03, KMTS-43, KMTA-03,
and KMTA-43). We use the normal KMT practice of adopting
magnitude zero points of Izp=28 and Vzp=28.65. The
source-star fluxes, obtained from fitting the magnification
model to each light curve, were used to find the source star’s
position on the corresponding CMDs. The source fluxes for the
highest likelihood solution (ground based) are given in Table 2.

The red clump in each CMD was centroid fitted, and acted as a
calibration for obtaining the intrinsic colors and magnitudes of
the field. The galactic bulge red clump can be used to calibrate
the CMD because its intrinsic color and magnitude are known to
high precision. The intrinsic color of the red clump is
(V —Dgrco = 1.06 (Bensby et al. 2011). The intrinsic [/
magnitude of the red clump was found by interpolating the
extinction correction table from Nataf et al. (2013) for the target’s
galactic longitude (I=2°85, b= —1°64); Irco= 14.35+0.04.
Assuming that the source is obscured by the same amount of dust
as the average red-clump star in this field, (V — I)rc,o and Ircp
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Table 1
Comparison of the Highest Likelihood Fit Parameters for Binary-lens Models with and without the Higher-order Effects of Parallax and Lens Orbital Motion, Fit to

Ground-based Data,

with Renormalized Errors

Malpas et al.

Parallax

Parallax + LOM

Static LOM
o + +
s 0.983375:99%¢ 0.9757+3:99% 0.997875:9041 0.9932+0:0002 0.99163:94% 0.988870:903,
q 0.621 + 0.002 0.616799% 0.59070:992 0.607 + 0.003 0.609759%4 0.615799%2
log,o p —1.6027+530% —1.60947530% —1.5818%0%00% —1.58427300% —1.5859703038 —1.5911+3:99%¢
1o —0.569375:3008 0.468700%3 —0.430153312 —0.5551 9904 0.552 + 0.005 —0.647+99%
@ —2.9702 100005 2.845%59% —2.85310011 —2.9710+0:9%07 2.9650:907 —3.06410.930
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§ 0 0 0 0.30 + 0.04 0.3170.08 0.241347
@ 0 0 0 —1.27 +0.04 1207908 — 1574349
8 0.13 0.01
e 12592.83 11946.44 12047.65 11468.38 11466.26 11441.77
A2 0 —646.40 —545.19 —1124.46 —1126.57 —1151.07
N 12607
Is.oGLE 16.4

Fs.06LE/Fs.o6LE —0.0075 4 0.0041

Note. Those solutions indicated by “LOM?” refer to the models in which lens orbital motion was included. The source magnitude uses a zero point of Ip = 28. N is the
total number of light-curve data points. Solutions with 5 < 1 are consistent with a bound orbit, but can only be calculated for models including both lens orbital

motion and parallax.
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Figure 3. 7915-7922 HID crop of the magnification model from the best, static
fit (solid black lines) and the corresponding ground-based light-curve data with
renormalized errors. The data show a clear trend above the fit line in this
region. The dotted black lines show the lens-orbital-motion-inclusive
magnification model used in the next step of this event analysis. Outside of
this crop region the two models are visually indistinguishable. The data colors
correspond to those specified in Figures 1 and 4.

provide an absolute color and magnitude calibration to
the CMDs.

Using the mean calibrated color and magnitude, the intrinsic
magnitude and color of the source was found to be
(lo, (V — I)g) = (14.01 £ 0.05, 1.11 £ 0.04), averaged over
all six CMDs. These values are very similar for each of the
possible solutions for the final model.

This source color information was also used to infer the Spitzer
source flux and a color—color relation between KMTC-03 and
Spitzer using the method of Calchi Novati et al. (2015b). The
expected Spitzer source flux is Fsy; = 56.1 £ 1.7 and the optical-

7910 7920 7930
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2000 4
oy, 2590
<]
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—— KMT-A43
—— KMT-CO3
—— KMT-C43
500 1 KMT-S03
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H)D (-2450000)

Figure 4. Cumulative x> plot for the renormalized static model.

infrared source color is (I — L)s = —4.43 + 0.03, with an L-

magnitude zero point of 25.

4. Inclusion o

Having a Spitzer light curve

f Satellite Data

for this event meant that, despite

there being very inconclusive orbital parallax signals in the

ground-based data,

parallax

could still be measured

(Refsdal 1966). In this section we describe our analysis of
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Figure 5. Color-magnitude diagram from the KMTC-03 field with the fitted
centroid of the red clump and the source position indicated by the red “+” and
blue “+4”, respectively.

Table 2
Source Fluxes, for Each Observation Source and Band

Source Fs, Fsy Fsp
KMTC-03 52595.17 5000.67

KMTC-43 34761.72 5074.91

KMTS-03 50862.79 412591

KMTS-43 52803.33 4511.05

KMTA-03 40084.08 4813.62

KMTA-43 38048.48 4800.27

OGLE 43537.75

Spitzer 56.09

Note. These values were calculated using an orbiting, binary-lens model, for
each of the ground-based sources. The Spitzer source flux is an estimate based
on comparative CMDs between the Spitzer field and the KMTC-03 field.

the space-based Spitzer data using typical error renormalization
methods, discuss concerns over systematics errors in the data,
and present an alternate approach to coping with such
systematics.

4.1. Satellite Parallax Degeneracies

Figure 6 shows the raw Spitzer data and a corresponding
magnification curve from estimating Fs = 56.1 (as is suggested
by the color comparisons of Section 3.2), Fg = 0, and adopting
the ground-based model. In this figure, we can see a clear
decreasing signal that has AF > 30 Spitzer flux units. The
Spitzer data are inconsistent with very small parallax, as the
shape of the magnification curve is not well represented by the
static ground-based model, and no alternative values of Fg and
Fg could bring them into agreement. At the time of the first
Spitzer observation, the ground-based light curve is still exiting
the cusp while the Spitzer data are clearly not. This is strong
evidence for a parallax effect. At the same time, the required
magnification change, as seen from Spitzer (AA ~ 1.6),
indicates that the parallax cannot be too large.

Malpas et al.

M 2.2
120 X Spitzer
110 - —— Model 2.0
|  KMT-A03
100 A I KMT-A43 1.8
1
KMT-
L %0 I co3 | .
E= | kMT-C43 <
80 - KMT-S03 | 1 4
|  KMT-543
70 4 Lsn
60 -
1.0
NMW 0.0
L]
S 1 pd -0.2
7 0.4
v F—U.
g
1x L -0.6

7930 7935 7940 7945 7950 7955 7960 7965 7970
HJD — 2450000

Figure 6. Raw Spitzer light curve and model light curve resulting from the
static binary-lens model (no parallax), fitted to the ground-based data, and
transforming to the Spitzer flux system assuming Fy = Fs;A, where Fy
1 =256.1and (I — L)s = —7.4 . The ground-based observations have also been
scaled to the Spitzer flux system. The residuals between the model and the data
are depicted in black for ground-based data and red for Spitzer data. These
show a dramatic difference for the < 7935 data.

(The data used to create this figure are available.)

When viewed from Spitzer, the angular source trajectory
across the lens plane is offset by a vector (AS, A7)/0g, in
directions (perpendicular, parallel) to D, the separation
between Spitzer and Earth projected onto the lens plane. This
vector is related to the parallax measurement, but can be more
useful in understanding the parallax likelihood space in
comparison with the caustic diagram representation of the
event. The two parameters (AS, A7) can be mapped onto 7g g
and Ty, via g = %(AT, Ap). The parallel offset is simply

10,Spitzer — 10,Earth

AT = )

g
In the case of a single lens, the perpendicular offset suffers
from a fourfold satellite parallax degeneracy,

AB = Fug spitzer — FUo,Earths (5)

due to the exact circular symmetry of the magnification field
about the lens (Refsdal 1966), as illustrated in Gould (1994).
(The sign convention we adopt here is that a positive value of
Uy indicates that, during its projected trajectory, the source
approaches the lens center of mass on its right-hand side.) In
general, this fourfold degeneracy usually reduces to twofold
with the addition of a second lens body, as the resulting caustic
features break the symmetry of the magnification field.
However, for binary-lens events in which the trajectory runs
approximately parallel to the lens axis (such as the current
case), trajectories reflected about the lens axis result in similar
magnification curves, in which case the fourfold degeneracy is
retained (Zhu et al. 2015).

A grid-search approach was used to determine the most
likely parallax-solution regions. With the inclusion of space-
based data, the two parallax parameters (7gy and 7g ) were
added to the model.
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Figure 7. Left contour maps demonstrating the results of the parallax grid searches over discretely varied 7 g and 7 y for the —
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the Spitzer x> components. The dashed contours show the x> landscape without a color constraint and the solid lines with the constraint. Note that the g, y-axis of this
figure is reversed from the usual orientation so that the two figures approximately align. Right: caustic diagram with projected ground-based and Spitzer-based
trajectories (black and red, respectively). The four Spitzer trajectories are the result of minimization from the local x> minima from the left figure, with all modeling
parameters free to evolve. The data points are represented by colored circles on the trajectories, where the colors correspond to the observation site and field, as
specified in Figures 1 and 4. The caustics change with the orbiting of the lens bodies and are depicted here at the instances of the first and last Spitzer data points,
specifically for the ¢ —/+ solution (all four uy g < O solutions looks very diagrammatically similar to the one shown). These epochs are represented on a ground-
based trajectory (also from the ¢ —/+ solution) with colors matching their corresponding caustics.

When performing the parallax grid search, the ground-based
model parameters (including lens orbital motion) were fixed, and
a maximume-likelihood search was performed for the Spitzer light
curve over a large range of discrete 7g v and 7g g values.

This grid search indicated that there were four solution regions
for the given ground-based model, with the two outer regions
having much higher likelihoods (i.e., lower x?) than the two inner
regions (Figure 7(a)). These four solutions regions represent
the & ug spizer degenerate trajectories relating to two distinct
solution families. We refer to these families as close (¢) and wide
(w). The four solutions regions result from only — uygaq and
indicate that, including the 4 ugg,u trajectory, we have an
eightfold degeneracy for this particular geometry.

Because the Spitzer data only cover the falling part of the
light curve and cover no caustic feature, the light curve alone
does not contribute very strong constraints on the parallax
measurement We have thus implemented in the modeling an
additional x? penalty term that weighted the fit toward a
source-flux ratio (between KMT-CO03 and Spitzer L) matching
that inferred by the calculated (I — L)y source color, found in
Section 3.2. This color-constraint (Shin et al. 2017) term was of
the form

2
i
25 10g10 (Fz)model

2 FL / constraint

constraint 2 . (6)
O constraint

The constraint changed the likelihood space of the parallax
model. The four solutions regions from the unconstrained grid
remained as features in the constrained grid. However, the

close set of solutions have more comparable likelihoods to the
wide set than in the unconstrained grid.

When comparing Figures 7(a) and (b), the reason for the four
lobes in the likelihood space becomes apparent. For this event,
ApQ approximately aligns with 7y and A7 with 7gg.
Simplistically, changing A7 moves the Spitzer data nodes
backward or forward in time along the Spitzer trajectory,
whereas AQ shifts the “parallel” space-based trajectory closer
to or farther away from the ground-based trajectory. The lobes
and connective contours in Figure 7(a) result from solutions for
which the Spitzer data hug the leftmost cusps of the caustic of
Figure 7(b).

Figure 8 shows a more restricted view of the ground-based
trajectory for this set of solutions, and the caustics at key
epochs in the light curve, which change over the course of the
event due to the orbital motion of the lenses.

Within each wide or close set, the pairs are the previously
predicted £ ug spizer degenerate solutions. A further four
degenerate solutions are obtained by reflecting all trajectories in
Figure 7(b) (ground and Spitzer) about the lens axis.

The eight degenerate solution regions were further investi-
gated using emcee with both ground-based and Spitzer data,
renormalized errors, and both parallax and lens orbital motion
included in the model. All model parameters were left free to
evolve for all instances. Model parameters for the resulting
solutions are given in Table 3. They are all somewhat similar in
likelihood with an overall range in sz < 87. The best solution
found was the ¢ —/+ geometry. All close solutions were
favored over the wide by a margin of X — X > 8.96. The
nonfavored close solutions have a range 12 48 < Ax < 28.06.
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Figure 8. Caustic diagram with projected ground-based trajectory for the ¢
— /+ solution. The ground-based data points are represented by colored circles
on the trajectories, where the colors correspond to the observation site and field,
as specified in Figures 1 and 4. The caustics are depicted here at three instances
corresponding to the start of the “problem region” (7915 =1y — 1.01g), 1
(7926.91 = 10 + 0.381g), and the time of the first Spitzer data point (7931.47).
These epochs are represented on the ground-based trajectory with colors
matching their corresponding caustics.

4.2. Spitzer Systematic Errors

Before we can have faith in these Spitzer parallax
measurements, we must first address concerns of systematics
in the Spitzer light curve.

Yee et al. (2021), Gould et al. (2020), Hirao et al. (2020),
and Zang et al. (2020) include detailed investigations into
Spitzer systematics. These investigations point to poorly
determined positions of nearby blend stars in combination
with the seasonal rotation of the Spitzer camera. This has
resulted in variable blended levels (Fg) seen over timescales on
the order of tens of days. These works conclude that Spitzer
systematics are at the level of ~1 Spitzer flux unit where, for a
typical event, Fg =~ 3. Concerns have been raised for previous
events (Zhu et al. 2017; Koshimoto & Bennett 2019) where the
flux levels were Fs<5 and thus Fs~ Fg, in which case
systematics on the order of 1 could be considered fractionally
significant.

We now consider whether systematics in the Spitzer data are
significant for this event. The Spitzer magnification curve has a
bump between t=7936 and t=7941 (corresponding to
AF ~ 5 Spitzer flux units; see Figure 6) that is not produced
by any of our best generative model solutions that incorporate
satellite parallax (Section 4.1). This implies a systematic error
and demonstrates the scale to which we can expect them in this
specific Spitzer data set; a few flux units over timescales of
around 5 days. This is a higher AF perturbation than is
expected for Spitzer systematic on a smooth curve (typically
AF ~ 1 Spitzer flux units).

The parallax terms in the model are sensitive to small
contiguous perturbations in the data, especially for those data
after +=7955, where flux changes of a few units change the
shape of the slope enough to result in different parallax
measurements, which affect the resulting physical solutions.

For this event, we have a Spitzer source flux much larger
than the expected blend flux, a light curve with clearly and
significantly decreasing flux, and baseline observations. There-
fore, we would not ordinarily expect systematics to play a
major role in this case. However, this event is somewhat
sensitive to systematics in the baseline and shows evidence of
similar systematics elsewhere in the light curve. We are
therefore cautious of the effects systematic error in the Spitzer
data may have on our conclusions.
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4.3. Modeling Spitzer Errors

In an attempt to properly consider the apparent systematic
errors in the Spitzer data, we have included in our model an
error-bar renormalization parameter and two Gaussian process
(GP) parameters.

Gaussian processes were first introduced in microlensing
event analysis by Li et al. (2019). In this paper they used a GP
to model source variability, rather than systematics, as well as a
traditional inflated-error-bar scaling method. The GP method
achieved better results in their case, as evidenced by the
residuals in their Figure 1. However, they adopt their inflated-
error-bar scaling model due to multiple practical and theoretical
concerns. The practical issues they raise are how to cope with
different blending effects between observation sources and how
to perform error rescaling. The blending issue is not relevant in
our case because we only apply a GP model on the Spitzer data
set. The theoretical issues they raise are in regards to choice of
GP kernel and the possibility of degeneracies between the
microlensing and GP parameters, for which they saw no
evidence in their posterior distributions. We also saw no
evidence of degeneracies between microlensing and GP
parameters in our posterior distributions. In regards to the
choice of GP kernel, we tested both the exponential (described
below) and Matern 3/2 kernels and found no significant
difference between the results. We did not test the kernel used
in Li et al. (2019) as it is meant for modeling quasi-periodic
variations.

The degenerate solutions of Section 4.1 have reduced x>
values which imply that the Spitzer flux uncertainties have been
underestimated by factors of between 2 and 5 times before
renormalization. Because these factors change for each solution
we include a multiplicative Spitzer error renormalization as a
free parameter, and consequently the likelihood must change to
include the penalty

InPs=—NInS,
where S is the Spitzer error scaling factor and N refers here to
the number of Spitzer data points.

Simultaneously we included an exponential GP model to fit
the systematic features in the Spitzer light curve using the
Celerite package (Foreman-Mackey et al. 2017). This replaces
the vector of data variances with a data covariance matrix:

Knm - 0'1216nm + k(tm tm)-
We use a GP kernel,

k(Tum) = a exp(—CTum),

where T,,=|t,—1,, and a and c¢ are the GP model
parameters.

The GP likelihood is then
In Pop = —erK*Ir - llndetK - ﬁln 2m,
2 2 2

where r is the vector of (data — model) residuals.

The results of this modeling are displayed in Table 4. We
find that inclusion of these three new model parameters has
little effect on the microlensing parameters of all eight
solutions, although the spread of likelihood values between
solutions does change. With the GP parameters included in the
model, our best solution is no longer the ¢ —/+ but the ¢ +/—,
although by a very small margin. The light curve for this model
is shown in Figure 9. The full family of close solutions are all



Table 3
Final Model Parameters, Physical Parameters for the Eight Degenerate Solutions Utilizing Fixed Spitzer Error-bar Scaling (Sspiizer = 3.93)
c—/— c—/+ c+/— c+/+ w—/— w —/+ W +/— w +/+
s 0.9923*+0:9007 0.9934 190001 0.9920 == 0.0006 0.9924 =+ 0.0006 0.9929+.9003 0.9933+0.9003 0.991973%07 0.99307 9900
q 0.609 + 0.003 0.609+0:50% 0.607 + 0.003 0.608 + 0.003 0.607 + 0.003 0.607+0:502 0.60429553 0.6070.004
log,op —1.585279%01 ~1. 5835*3 88?2 —1.5858 £ 0.0010 —1.585179:9043 —1.5584415:000 —1.58357 90008 —1.586070%%% —1.5843+09012
uo —0.5552+0:0011 —0.545510:5001 0.5472 4 0.0008 0.5552 4 0.0008 —0.5580+9:0008 —0.543175:9008 0.5439+3:5509 0.5577 + 0.0008
a —2.9698=00008 —2.96121535%8 2.9597%000% 2.9695+0:5002 —2.9733+0.5000 72.9589f8_88(‘)§ 2.9557 =+ 0.0007 2.9738+390%
fo 7926.991+3:509 7926.973700% 7926.930+5:99 7926.990599%8 7927.034 + 0.007 7926.982+ 599 7926.9255500° 7927.041+3.507
I 11.88359%3 11.82575:9%2 118687094 11.88179918 11.84575:9% 11.8009013 1184010017 11.847 £ 0.018
TEN 0.12179%% 101549907 —1.028 £ 0.010 —0.107+39%7 —0.277+5%% 1.2959943 —1.357+9%08 0.256"9993
Tk 0.0202053 —0.23070:05 —0.0735803] 0.02020058 —0.136200:3 —0.45770813 —0.2935003] —0.1603.0%
§ 0.31°5% 0.3279% 0.25+0% 0.3175:% 0.299%4 0.33409 0227993 0.31 & 0.04
& —1.2575%2 —1.2575% 1217393 1.27°9% —1.2575%2 —1.2379% 1.2275% 1.28 4 0.04
e 11555.55 11529.44 11541.92 11537.49 11566.46 11601.31 11615.94 11570.26
Ax2 26.12 0 12.48 28.06 37.02 71.87 86.50 40.83
8 0.40 0.19 0.17 0.39 0.43 0.13 0.12 0.45
5 (au) L7750 0.67 + 0.05 0.68 = 0.05 1.817042 133 £0.10 0.55 + 0.05 0.54 + 0.04 1.34 £0.10
Moy (M) 0291393 0.034 =+ 0.002 0.035 + 0.002 0.3370%2 0.116+35% 0.0259 + 0.0017 0.0258 4 0.0017 0.118%5:008
my (M) 188%% 22307937 22.6+0.2 21313, 763 16.9075%] 16.85918 775
mo (M) 115438 13.5370% 13.73 £ 0.14 13073, 46 +2 10.265% 10.18+591 474
Dy (kpe) 6.1252} 2.334+0.11 234 +0.11 6.287519 4.615014 1.90%3%0 1.88 + 0.09 4.655018
tretnel(V, E) (mas yr~ ') 8.8, 1.7) (8.73, —0.11) (—8.96, 1.22) (-8.8, 1.9) (—8.0, —3.4) (8.46, —0.53) (—8.81, 0.60) (7 6, —4.2)
Sttret nea(N, E) (mas yr ") o3 iyl C0%.102) (s ) ¢35 o018 (£0.03,533)) 03.503)
L nel(N, E) (mas yr 1) (3.1, —5.9) (3.1, =1.7) (—14.6, —6.4) (—14.5, —5.8) (=137, —11 0) 2.8, —8.2) (—14.5, =7.0) (1 9 —11 8)
St ne(N, E) (mas yr ") ¢ +(0.2, 0.5) +(0.2, 0.5) C03.505) (+£0.3.553) +(0.2, 0.5) +(0.2,0.5) (+03,59%)
Vi et b) (kms™") (—6, 195) (13, 91) (~176, —19) (—458, —66) (— 380, 59) (—15, 76) (—143, —10) (93, 247)
v el b) (kms™") 3.3 (73, £5) +09, 4) 5 (13 £11) +4,5) +(@, 3) 1. £9)
—2A 1N Zggtactic 3.73 12.42 25.81 0 10.64 14.63 31.45 1.86
—2AInz 13.48 0 25.81 15.53 35.35 74.13 105.43 30.24

Note. These models included both ground-based and space-based data, with parallax and energy-constrained lens orbital motion included in the model. The parameter values quoted in this table are those corresponding
to the minimum x? samples from the posterior. The uncertainties recover the 16th and 84th percentiles and are asymmetric because the posteriors are not entirely Gaussian and parameter values corresponding to the
minimum Y solution differ from the mode of the same parameter’s samples. The physical parameters have additional uncertainty components, added in quadrature to the percentile uncertainties, based on the fixed
uncertainties of values used in the calculations of these parameters. We use —2A Inz as an effective x? value. —2A Inz incorporates both the fit likelihood and the detection probability, based on our galactic model.
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Table 4

Final Model Parameters, Physical Parameters, and Likelihood Components for the Eight Degenerate Solutions with Three Additional Parameters, Compared with the Models of Table 3, For Spitzer Error-bar Scaling
(Sspitzer) and Gaussian Process Modeling (a, ¢)

c—/— c—/+ c+/- c+/+ w—/— w —/+ w /- w+/+
s 0.9927- 59508 0.9933+3:000¢ 09919759507 0.9926 + 0.0006 0.9932-5.9002 0.9934+3:5003 0.99207 59907 0.993315:99%4
q 0.6061*9:9%4 0.6078+3:5021 0.6074795%3 0.6094 199013 0.6077+9:30920 0.607879001¢ 0.60357999% 0.6065+3.9938
log;o p —1.584028.0013 —1.58372000% —1.58580005 —1.5846 00005 —1.584270008 —1.583120.0003 —1.586870003 —1.5843703057
o —0.5546 000013 —0.54575600% 0.547145,0606 0.555173,0606 —0.5582 0607 —0.54313 50003 0.5442*3.066 0.5575* (6607
a —2.9703+0:9013 —2.9612+):9000 2.9591+99004 2.969519:9908 —2.9738+0.0008 —2.95909:309 2.9562+0:9006 2.9737+3:9%%8
fo 7926.992759% 7926.969+99% 7926.924 + 0.008 7926.987+99%7 7927.06759% 7926.973+0:5% 7926.91173943 7927.068%39%3
to 11.881+001 11.83473920 11.876"00%4 118847393 11.8111002 11.8114501¢ 11.85325318 11.811+9%7
TEN 0.11773%% 1.020+9913 —1.037+09%9 —-0.1 12t8(8§% —0.33159%3! 1.291+0904 —1.3208799093 0.274799%
TEE 0.06179%27 —0.193+3932 —0.050*5%2 0.075+393¢ —0.373+.9%¢ —0.35090 —0.135%9992 —0.393+04%
§ 0.30993 0.33749 0.25743 0.327993 0.297993 0.348-3:9% 021799 0.2979%2
& —1.27+354 —1.2670%8 1245003 1275002 — 127509 —1.2470%3 1205098 1285004
Sspitzer 22402 1.9+98 20449 23108 19539 19443 1353 1443
a 164304 0.8+32 11544 2.050%7 4,071%° 341183 424331 305554
¢ 0.12+91 0.27*912 0.13*01¢ 0.11 £ 0.10 0.087413 0.14 £ 0.12 0.13 £0.11 0.1479%
—2InL 11559.391 11559.801 11557.491 11558.619 11564.373 11588.644 11587.596 11572.086
—2AInL 1.90 231 0 1.13 6.88 31.15 30.11 14.60
8 0.42 0.19 0.18 0.43 0.36 0.14 0.12 0.37
5 (au) 1747918 0.6713:08 0677998 1735348 1067044 0.56 & 0.05 0.56 + 0.05 1.0870:33
Moy (M) 0.27+0% 0.034 = 0.002 0.035 + 0.002 0.27+5% 0.072+3544 0.0266 4 0.0018 0.0270=53018 0.074+3:933
my (M) 18039 224199 225797 170449 466158 17384000 17.6515% 48.613%7
my (M) 110439 13.6+04 137404 110+39 283749 10.53*540 10654992 29.551%°
Dy (kpe) 6.0479% 233701 2334012 6.0079%7 3.67°9% 1.94 £ 0.10 1.94 £ 0.10 375407
trethelV, E) (mas yr™ ') (79, 4.4) (8.79, 0.20) (—8.97, 1.44) (-74,52) (~5.97, —5.82) (8.64, 0.05) (—8.97, 1.48) (5.14, —6.51)
Sttret nea(N, E) (mas yr ") (£0.4,755) o603 (£0.02,5313) (0a508) (1048.5051) (£0.05,193}) Coon08h) CoRteis)
Lnel(N, E) (mas yr 1) (22, -3.3) (3.1, —7.4) (—14.6, —6.2) (—13.1, —2.4) (~11.6, —13.5) (3.0, —7.6) (—14.6, —6.2) (0.5, —14.1)
St ne(N, E) (mas yr ) (+£0.5,599) +(0.2,0.5) (£02,559) (88439 o303 +(0.2, 0.5) (£02.153) fo350%)
Vi et b) (kms™Y) (9, 113) (—11, 88) (—174, —21) (=358, —126) (7292, 102) (=11, 74) (—145, —18) (—133, 213)
Svina(l, b) (km's™") (+10,73]) +(5, 5) (#9.53) (36, £14) (@A +(4, 5) +8.3) (5°1%0)
—2A10 Zgatactic 1.64 10.41 25.46 2.73 13.69 12.37 31.65 0
—2AInz 0.01 8.92 21.83 0 16.97 39.77 57.95 11.25

Note. These models included both ground-based and space-based data, with parallax and energy-constrained lens orbital motion included in the model. The parameter values quoted in this table are those corresponding
to the minimum In £ samples from the posterior. The uncertainties recover the 16th and 84th percentiles and are asymmetric because the posteriors are not entirely Gaussian and parameter values corresponding to the
minimum y? solution differ from the mode of the same parameter’s samples. We use —2A In £ and —2A Inz as effective x> values. —2A In £ quantifies the light-curve-fit likelihood and —2A In z incorporates both the

fit likelihood and the detection probability, based on our galactic model.
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Figure 9. Spitzer magnification curve for the ¢ 4+/— solution. The blue lines show the fitted magnification curve for 100 samples from the posterior with the GP effects
shown. The red line is the magnification curve matching the parameters in Table 4. The error-bar scaling in this figure corresponds to the red line (Sspicer = 2.49), and
the size of the error bars is not necessarily the scaling used for each of the blue samples. Left: the magnification curve over the same time period as Figure 1. Right:

only the Spitzer data set.

similarly likely, —2A1In L < 2.3, where we consider

—2A In £ as an effective Ay>.

4.4. Model Comparison

When we compare the likelihoods using the standard
analysis approach (Table 3) and GP analysis (Table 4), both
favor the close solutions. For the close solutions, the range of
Ax?* <28 using the standard approach and Angf < 3 using
GP.'® The physical properties M, and Dy of all four close
solutions are in agreement between the standard and GP
approaches to within 1.20. Therefore, the physical interpreta-
tion is the same in both cases.

This is not true of all the degenerate wide-family solutions.
While the large-parallax solutions remain most disfavored
between approaches, with matching M, and Dy values (masses
at or below the deuterium fusion limit, 2 kpc away), the small-
parallax solutions tell a different story. Using the standard
approach, all wide solutions are disfavored by a Ay > 37.
However, using the GP approach the small-parallax solutions
have Angf values of 7 and 15, within the A? range of close
solutions using the standard approach. The physical interpreta-
tion is also different for these two solutions. The physical
properties M, and Dy differ between approaches by <4o.

Our interpretation is that the physical solutions are not
equally sensitive to systematic errors in the Spitzer data. The
posteriors of 7g g are wider using the GP approach than the
standard approach, especially the wide solutions for which the
extrapolated trajectories do not cross caustics. It appears that
the parallax measurement (particularly 7g g) is proportionally
more affected for smaller parallax solutions, making them more
sensitive to systematic errors, but that the affect this has on the
close solutions is limited by the nearness to a caustic crossing,
which has a dominating effect on the likelihood space. Whether
these conclusion are true in general is an interesting thought for
future work.

While inflating error bars may be the correct approach for
accommodating noise in data that is approximately Gaussian, it

18 Here we refer to effective sz values, which are calculated via
Axi .= —2AIn L. This is in order to provide an equivalent scale to the
regu’flar Ax? values we use to appraise solutions in the standard approach. For
the standard approach Ay? = —2AInL because the extra likelihood
components are the same for all solutions. We use these two parameters to
compare spreads between methods, as they are on the same scale, but we do not
directly compare solutions between methods, as these values are not equivalent.
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is appropriate to use a correlated noise approach where there
are obvious systematic trends. The apparent perturbations in
our Spitzer data are not represented by any of our best model
solutions and therefore show that the errors in this data set are
clearly correlated on timescales of a few days. However, the
importance of using a correlated noise approach varies for our
different solutions families, and we believe that the importance
of such modeling in other Spitzer events would also be
dependent on many event-specific properties.

Whether or not we consider the expense of a GP approach
necessary, in our case, depends on the szff ranges we are

prepared to accept. If we accept solutions at the Angf <90
level, all eight degenerate solutions are valid, whether or not a
GP is included. However, at the Axiff < 50 level, we would
reject the w —/+ and w +/— solutions using the standard
approach. Using the GP approach, we would accept all of these
solutions, with w —/— and w +/+ converging into
significantly different physical lens compositions.

5. Physical Parameters
5.1. Angular Einstein Radius

There exist empirical relations for determining the angular
size of a star from its intrinsic color and magnitude. According
to Kervella & Fouqué (2008), the most appropriate of these
relations for non-M-type giants are those found in Nordgren
et al. (2002) and van Belle (1999).19 We use the Nordgren et al.
(2002) surface brightness relation, specifically for nonvariable
giant stars (their Equation (12)):

log,o(20s) = 0.5522 + 0.246(V — K)o — Vo/5.  (7)

Using the empirical color—color relations of Bessell & Brett
(1988) for giant stars we find the (V — K), equivalent of the
intrinsic source color, (V — I),, that was calculated from the
CMDs, (V — K)s.o = 2.57 £0.09. The solutions for the
models including higher-order effects have effectively identical
0, =7.61+0.5 pas.

O was calculated using the fitted p value for each solution,
where 0 = 0,/ p. The light-curve data provided good coverage
of the caustic crossing and therefore p was well constrained,
and almost identical, in our models. The calculated value of 6

19 Depending on the selection of surface brightness relation, the implied 6g
differs by around 8%, in this case.
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Figure 10. Proper motions of the lens solutions and source star. For context,
we also include contour representations of the disk (blue) and bulge (red)
distributions. The bulge contours are from histograms of the red-clump stars
from Gaia EDR3, selecting stars within a 0.2° radius cone centered on the lens.
The distribution of red-clump stars is the results of a Gaussian fit to the red
clump on the field’s CMD. The innermost thicker line of the red-clump
distribution contains approximately 68% of the population samples. The
outermost thicker line contains approximately 95% of the population samples.
The blue contours depict the theoretical distribution of the disk stars used in our
galactic model. The solid ellipses correspond to the 1 and 20 proper-motion
dispersions of disk stars at D = 6 kpc. The dotted ellipses show the same for
disk stars at D = 2.3 kpc.

-20

for all solutions is
0 = 0.29 + 0.02 mas.

Knowing g gives an angular scale to the geometric models.

5.2. Mass, Distance, and Separation

The intrinsic I-band magnitude of the source star was
previously calculated by comparing its fitted /-band magnitude
to the mean red-clump magnitude on a CMD. By assuming the
intrinsic red-clump magnitude and that the source star is at the
distance of the average red-clump star in the CMD field, we
find Dg =7.85 £ 0.06 kpc.

With values for Ds, 6g, and =g, the degeneracy in
Equation (1) is broken, and the mass and distances can be
calculated for each solution. Given the fitted parameters, 7g g
and 7g y, 0, and Dg, the distance to the lens was found, using

1

————— = T [mas] +
Dy [kpc]

Dslkpe]”

where 7, = Ogmg. Knowing the distance to the lens system and
fg in angular units, the lens geometry can be calculated in
absolute terms. The masses for each of the lens components,
their projected separations, and the distances to the lens system
are given in Tables 3 and 4. All large-parallax solutions, and
both small-parallax wide solutions, are consistent with BD
binary lenses of varying masses. However, the small-parallax
close solutions are consistent with M-dwarf binaries, where the
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mass of the smaller of the binary objects (m, = 110f§8 M) is
very near the BD upper cutoff (~ 70-95 M;) and therefore may
or may not be large enough for hydrogen fusion, depending
mostly on its chemical composition.

5.3. Proper Motion and Velocity

The relative lens-source heliocentric proper motion was
determined via

Tirel
—Vo,L,
au

(®)

_ e,
l‘l'rel,hel = —7g +
g

for each solution, where v, | is the projected velocity of Earth
at ty, parallel to the lens plane, vy (N, E)=(—0.104,
29.296) km s, and A = 7 /|mg| is a unit vector in the
microlensing parallax direction.

The fire1ner values for each solution are shown in Tables 3
and 4. All of the degenerate solutions have high relative proper
motions, fie >8masyr '. A proper motion of fie <
10masyr = does not innately give any information on the
location of the lens, i.e., disk versus bulge. However, if one
adds knowledge of the source proper motion, us, then
Jirey =8 mas yr ' may give such information. For example, if
s were at the center of the bulge distribution then a bulge lens
would be very unlikely because a proper motion of 8 mas yr~ '
from the centroid is extreme compared with the bulge
dispersion of o(l, b)=(3.0, 2.5)mas yrfl. Therefore this
hypothetical case would favor a disk lens.

The source star for this event was observed by Gaia (EDR3
4063557344313009920), and hence its heliocentric proper
motion is precisely measured as pspa(N, E)=(=5.7,
—7.7) £(0.2, 0.3) mas yrfl’20 relative to quasars in the distant
universe. The source is ~1o due west of the centroid (see
Figure 10). This means that a bulge lens is more easily
accommodated, provided that direction of . is roughly east.
Similarly, the p direction most consistent with a disk lens is
northeast, although this direction is also very plausible for a
bulge lens.

The heliocentric lens proper motion is calculated via

©)

The unexpected outcome of our yy calculations is that none of
the eight degenerate solutions align well with the disk or bulge
dispersions, as shown in Figure 10. However, this demonstrates
a misleading aspect of proper-motion comparisons in that
closer objects have higher proper motions given the same
tangential velocity.

The lens proper motion relates to the heliocentric lens
velocity via

ML hel = Mshel T Hrel hel

VL,hel = 4.74 x DLNL,hel’ (10)

where distance is expressed in kiloparsecs, e 1S in
milliarcseconds per year, and 4.74 is a conversion factor so that
VL nel 18 in kilometers per second. These physical parameters for
each solution can also be found in Tables 3 and 4.

From Figure 10 we can see that the source is a fairly
kinematically typical bulge star, lying on the 1o contour of the
Gaia field bulge dispersion.

20 Here we have doubled the published errors, as recommended by Rybizki
et al. (2021).
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Figure 11. Heliocentric velocity of the most likely lens star solutions. As previously, we also include contour representations of the bulge (red) and disk (blue)
distributions. The bulge contours are from histograms of the red-clump stars from Gaia EDR3. The red-clump distribution was selected as in Figure 10. Due to the
unreliable nature of Gaia distances obtained from parallax, especially at large distances, Drc = Ds = 7.85 kpc was used to estimate the red-clump velocities from the
Gaia proper-motion measurements. The outermost thicker line contains approximately 95% of the population samples. The blue contours depict the theoretical
distribution of disk stars used in our galactic model. The solid ellipses correspond to the 1 and 20 velocity dispersions. Left: the small-parallax solutions and both
distributions. Right: only the disk distribution, with the large-parallax solutions, as these solutions are at distances not compatible with a lens belonging to the bulge.

Comparisons of the lens velocities, from each of the eight
degenerate solutions, with disk and bulge dispersions from
Gaia EDR3 are shown in Figure 11. These empirical
dispersions are used for demonstrative purposes only. All
eight lens solutions have unusual velocities when compared to
typical disk stars, with the w +/+ and both +/— lens solutions
rotating about the galactic center more slowly than typical disk
stars, the w —/— and ¢ +/+ counterrotating, and the —/+ and
¢ —/— solutions seemingly moving through the disk, with
large b velocities. The solutions are all less exceptional when
compared with bulge kinematics, although only the small-
parallax solutions have distances that allow for the lens to be a
bulge member according to current galactic density models
(e.g., Han & Gould 2003). The velocities of the w —/—,
¢ +/+, w +/—, and ¢ +/— solutions also appear consistent
with the retrograde microlensing group.

6. Solution Probabilities

The somewhat uncommon physical parameters compel us to
look at our solution probabilities more cautiously and
holistically than a purely likelihood-based comparison. One
problem with the likelihood calculation is that, formally, it
relies on the assumption that our data are Gaussian distributed,
with accurate uncertainties. Practically, this is never true for
microlensing photometry. However, for this analysis, we apply
Bayes theorem as though they were Gaussian.

The probability of a system having the solution-specific
proper motion or velocity, mass, and distance is also an
important factor. We therefore calculate the probability factor
Inz that determines the relative detection probability of each
solution given a galactic model, with a bias to incorporate their
relative light-curve-fit likelihoods.

We compute the galactic probability (Equation (15) of
Gould 2020) using a modified version of the Galactic Bayesian
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code described in Herrera-Martin et al. (2020). This model is
based on the stellar Milky Way density model of Han & Gould
(2003) and mass functions of Chabrier (2003) using the
prescription of Dominik (2006).

There is a common wisdom in microlensing analysis that
small-parallax events are more probable than their large-
parallax degenerate counterparts. This is known as the Rich
argument, as detailed in Calchi Novati et al. (2015a). For
single-lens events and binary-lens events for which the lens
axis and source trajectory are approximately parallel (as in this
case), if the true parallax solution is the smaller parallax
solution it will always generate a large-parallax degenerate
counterpart. The reverse, however, is not always true. The ratio
of these probabilities (Rich factor) is implicitly accounted for in
our galactic models (Gould 2020).

Our calculated —2A In z values for each degenerate solution,
and both error approaches, are displayed in Tables 3 and 4.
Kass & Raftery (1995) interpret —2AInz < (2.3, 4.6, 9.2) as
(“substantial,” “strong,” “decisive”) evidence favoring one
solution over another. By their metric, we would decisively
consider the ¢ —/+ the best solution given a standard Spitzer
error approach. Using this approach, the probability of the ¢
—/+ solution, compared with the next most probable solution
(c —=/-), is —2AInz = 13.48. However, using the GP error
approach with the Kass & Raftery (1995) interpretation, the
evidence supporting the equally favored, small -parallax, close
solutions (¢ —/—, ¢ +/+; —2A1Inz=0.01) over the ¢ —/+ is
“strong” (—2AInz = 8.9).

At the low galactic latitude of our event, and especially given
the calculated distances to the lens of the large-parallax
solutions, one would expect lens bodies to be members of the
galactic disk. However, at a distance of ~6kpc (as in the ¢ —/—
and ¢ +/+ cases), it is possible that the lens is a member of the
bulge population. Our galactic modeling of ¢ +/+ showed that
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it is on the order of 100 times more likely to be a member of the
bulge than the disk, whereas for ¢ —/+ this was more like 1400
times more likely to be a member of the disk than the bulge.
Currently, our galactic model most highly disfavors the
counterrotating BD solutions, with disk-like distances (c
+/— and w +/— with —2AInz, without a light-curve
likelihood bias, of 24.45 and 34.12, respectively).

It is worth noting that In z is based on a galactic model and
therefore implicitly favors solutions matching our expectation
of kinematic, mass, and density dispersions. Even the
kinematic dispersions displayed in Figures 10 and 11 are
informed by mostly bright stars and may not be truly
representative of the dispersions of much dimmer objects, of
which we know very little. Some healthy skepticism needs to
exist around the model’s completeness, especially considering
the high proportion of microlensing BDs with unusual proper
motions.

To determine how representative these retrograde detections
are of the BD population as a whole, we must first have a good
understanding of the innate selection biases in microlensing
events, for or against these extreme proper motions. However,
if we were to downweight the light-curve likelihood based on
the knowledge that our errors are not Gaussian, we will
generally favor the low-parallax solutions.

7. Discussion

In our analysis of event OGLE-2017-BLG-1038, we fit a
binary-lens model including higher-order effects: lens orbital
motion and parallax. We include space-based data from Spitzer
and model systematic errors in these data. We have a resulting
eightfold solution degeneracy in this event. These solutions have
total lens masses ranging from 0.027to0.27 M. We also
included in our probability comparison a galactic probability for
each lens configuration. After these processes we find that our
most probable solutions are the ¢ +/+ and ¢ —/—, both with
masses of m;~170M, and m, = 11073M; (0.16 and
0.11 M), separated by 1.7 au, at a distance of 6.0 kpc. The
companion masses for these solutions are near the upper limit
for BDs (the hydrogen burning limit). The lens systems for the
¢ +/+ and ¢ —/— solutions have tangential velocities of v e
(I, b)=(— 358, —126)kms ' and VLhe(Z, ) = (9, 113) km s
respectively.

The ¢ —/— solution has a minutely higher galactic
probability than ¢ +/4 with —2AInL = 1.09. They are
equally likely when considered in the context of both the light-
curve fit and the galactic model.

Favoring these solutions over the large-parallax, close-
family solutions (m;~=22.5 and myp ~ 13.7; Dy, =2.33; v pe
(l,b)=(—11,88)kms ™" and v_ye(l, b) = (=174, —21) km's '
for ¢ —/+ and ¢ +/—, respectively) relies on our being
confident in the galactic model for very-low-mass objects.
Evidence from other microlensing events suggest that we do
not understand the kinematic structure of BDs at distances
D < 4kpc. To date, three BD systems have been discovered
using microlensing that appear to be counterrotating with
respect to the disk (Chung et al. 2019; Shvartzvald et al.
2019, 2017). These microlensing members lie very much in the
plane of the disk. Explanations for their characteristics, which
we consider here, are that they are members of the disk with
extreme motions; they are halo members with a coincidental disk
alignment; they are members of a counterrotating population of
very-low-mass objects (as suggested by Shvartzvald et al. 2019);
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or they are evidence of an oversimplified galactic model. The
physical parameters of the lens of this event raise the question as
to whether or not OGLE-2017-BLG-1038 is another member of
this group.

One explanation for extreme kinematics for a low-mass disk
lens is that the disk may have a larger velocity dispersion for
lower mass objects. If we assume that the lens was born in a
cluster, it may have received a kick from an interaction with a
star, and a binary will have a higher scattering cross section for
such an interaction. Cluster dissolution has been extensively
modeled (e.g., Hurley et al. 2005; Wang et al. 2016). Most stars
are believed to come from open clusters, however expulsion
velocities from open clusters are small compared to Galactic
rotation. For example, the open -cluster simulations of
Jgrgensen and Church (2020) show most stars escaping with
velocities <10 kms™!, relative to their parent cluster. It is
therefore very unlikely that such an escapee would be
traveling ~100kms™', or more, opposed to the disk. For
globular clusters, higher mass objects preferentially wind up in
tight binaries whose members can be expelled at very high
velocities (Hut et al. 1992a, 1992b), but such expulsions are
likely to account for a tiny fraction of all stars. This appears an
unlikely origin for these counterrotating low-mass objects.

Another aspect of the galactic model that may be misunder-
stood is the bulge density model. We propose that a mass-
dependent spatial cutoff could explain the observed abundance
of counterrotating BDs. If we consider that the bulge extends
further for lower mass objects, then at D < 4 kpc the mass-
independent model would significantly underrepresent lower
mass objects belonging to the bulge population and therefore
having extreme (when compared to neighboring disk stars)
kinematics. Density models are fit to observational data and
therefore are specifically fit to objects much larger than our
inferred lens and those of the aforementioned retrograde BDs.

Another explanation may be that the lens is a halo star. Halo
stars are known to have a much larger velocity dispersion, and
their mean galactic rotation is much smaller than the disk (Du
et al. 2018; Posti et al. 2018). While this large velocity
dispersion could explain the kinematics of the other retrograde
BD stars, it is a leap to make that assumption here, when it is
not unlikely that the lens belongs to the bulge.

Are these retrograde BD detections the first members of a
new class of object? At this stage, the characterization of these
events as an independent population is speculative. Their
existence as a discrete population affects the way we view the
galactic probability of this solution, because such a population
is not represented in the galactic model. Even if a misunder-
stood selection effect or aspect of the galactic model is
responsible for their overabundance in detection, such an effect
is not included in our current probability calculations. More
needs to be known about this retrograde group before the
significance of this solution can be truly understood.

The analysis of more low-mass lens events will provide new
insights into the very-low-mass end of the mass function and its
density and kinematics. There is little observational evidence to
constrain any of these distributions at present. It is always
possible that low-mass BDs are far more numerous than
currently known and are currently represented by our galactic
model.

Whatever the case, for low-mass lenses we believe that
selection of a solution based on typical disk kinematic
arguments is unlikely to be valid. The same reasoning leads
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us to believe that we cannot categorically claim this lens as a
member of either a bulge, halo, or retrograde BD population. A
more complex consideration of selection biases and possible
population dynamics (beyond the scope of this paper) would be
required.

A more empirical means of confirming the small-parallax
configuration would be to observe the lens photometrically.
The hydrogen-burning host and likely hydrogen-burning
companion, corresponding to the small-parallax, close-family
solutions, are bright enough to be visible at their implied lens
distances (D =6 kpc). Given the relative proper motions of
these solutions (frernel = 9.0 mas yrfl), we could expect the
separation of source and lens to be sufficient for them to be
resolved with the advent of infrared adaptive-optics imaging
from the coming generation of 40 m class telescopes. This is
not true of the solutions near the planet-BD boundary, which
are too dim to be resolved, no matter the angular separation
between source and lens.

We expect first light for Multi-AO Imaging Camera for Deep
Observations (MICADO) on the 39 m European Extremely
Large Telescope (EELT) to be 2030. Kim et al. (2021) have
argued, by scaling the work of Bowler et al. (2015) with the
Keck coronograph, that an EELT coronograph could achieve
AK =11 contrast at 77 mas. By 2030 the angular separation of
the lens and source will be ~115mas. Using the mass—
luminosity function of Just et al. (2015) and the previously
calculated source-star K magnitude, we estimate AK=9.2
between the source star and the primary lens body for the
M-dwarf solutions (¢ —/— and ¢ +/+). Therefore the
composition of this lens, be it BD or M dwarf, can be verified
with astrometric follow-up at the expected first light of
MICADO on EELT.

8. Summary

In this paper we report our analysis of the microlensing event
OGLE-2017-BLG-1038, with data from KMTNet, OGLE, and
Spitzer. Ground-based data show the event is due to a giant
source passing across a fold and cusp of a resonant caustic, due
to a rotating binary lens. The analysis of the combined Spitzer,
KMT, and OGLE light-curve data resulted in eight degenerate
satellite parallax solutions. With a GP model fit to the Spitzer
data to account for systematic effects, the best solutions are the
four belonging to the close family. Of these solutions the small-
parallax solutions both have masses of M; ~ 170"39M; (an M
dwarf) and m, = 11073) M; (at the BD/M-dwarf cutoff). The
large-parallax solutions are both comprised of a BD binary with
my; =22 +2M; and m, = 14 & 1 M;. Inclusion of a detection
probability based on a galactic model favors the small-parallax
solutions. However, this approach to appraising solutions may
be biased by an incomplete description of the distribution of
very-low-mass objects in the galaxy and should not rule out
solutions with similar light-curve-fit likelihoods. Late-time
imaging could be used to reject these low-mass BD solutions,
since an M dwarf should be visible given sufficient lens-source
separation, but a low-mass BD binary will not.

This research has made use of the KMTNet system operated
by the Korea Astronomy and Space Science Institute (KASI),
and the data were obtained at three host sites of CTIO in Chile,
SAAO in South Africa, and SSO in Australia.
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