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Abstract
This paper proposes and justifies two globally convergent Newton-type methods
to solve unconstrained and constrained problems of nonsmooth optimization by
using tools of variational analysis and generalized differentiation. Both methods are
coderivative-based and employ generalized Hessians (coderivatives of subgradient
mappings) associatedwith objective functions,which are either of classC1,1, or are rep-
resented in the form of convex composite optimization, where one of the terms may be
extended-real-valued. The proposed globally convergent algorithms are of two types.
The first one extends the damped Newtonmethod and requires positive-definiteness of
the generalized Hessians for its well-posedness and efficient performance, while the
other algorithm is of the regularized Newton-type being well-defined when the gen-
eralized Hessians are merely positive-semidefinite. The obtained convergence rates
for both methods are at least linear, but become superlinear under the semismooth∗
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property of subgradient mappings. Problems of convex composite optimization are
investigated with and without the strong convexity assumption on smooth parts of
objective functions by implementing the machinery of forward–backward envelopes.
Numerical experiments are conducted for Lasso problems and for box constrained
quadratic programs with providing performance comparisons of the new algorithms
and some other first-order and second-order methods that are highly recognized in
nonsmooth optimization.

Keywords Nonsmooth optimization · Variational analysis · Generalized Newton
methods · Global convergence · Linear and superlinear convergence rates · Convex
composite optimization · Lasso problems

Mathematics Subject Classification 90C31 · 49J52 · 49J53

1 Introduction

It has been well recognized that the classical Newton method furnishes a highly effi-
cient algorithm to solve unconstrained optimization problems of the type

minimize ϕ(x) subject to x ∈ IRn (1.1)

with C2-smooth objective functions ϕ, provided that the Hessian matrix ∇2ϕ(x̄) is
positive-definite at the reference solution x̄ and the starting point x0 is chosen suf-
ficiently close to x̄ . In this case, the Newton iterations exhibit the local convergence
with a quadratic rate; see, e.g., [2, 26, 80].

To achieve the global convergence of the Newton method, various line search algo-
rithms are implemented by using iterative procedures given in the form

xk+1 := xk + τkdk for all k ∈ IN := {1, 2, . . .} (1.2)

with a stepsize τk ≥ 0 and a search direction dk �= 0. For Newton-type methods, the
search directions are chosen by solving the linear equations

− ∇ϕ(xk) = Hkdk, (1.3)

where Hk := ∇2ϕ(xk) in the classical case, while Hk is an appropriate approximation
of the Hessian for various quasi-Newton methods. An efficient way to choose Hk is
provided by the BFGS (Broyden–Fletcher–Goldfarb–Shanno) method; see [16, 26,
44] for more details on this and related algorithms. If Hk = ∇2ϕ(xk) is positive-
definite, algorithm (1.2) with the backtracking line search is called the damped Newton
method [2, 9] to distinguish it from the pure Newton method, which uses a fixed
stepsize. When ∇2ϕ(xk) is merely positive-semidefinite, Hk in (1.3) is often taken as
the regularized Hessian Hk := ∇2ϕ(xk) + μk I with the sequence {μk} being chosen
as μk := c‖∇ϕ(xk)‖ for some constant c > 0. The corresponding algorithm is called
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the regularized Newton method.We refer the reader to [15, 50, 94] formany interesting
results in this direction.

Among the most popular Newton-type methods to solve problems of nonsmooth
optimization (1.1) with objective functions of class C1,1 (i.e., continuously differen-
tiable with Lipschitzian gradients) is the semismooth Newton method. The literature
on this method and its modifications is enormous; the reader is referred to the books
[26, 44, 47] and the bibliographies therein for various developments and historical
remarks. In fact, most of the known results address solving the equations f (x) = 0
with Lipschitzian vector functions f , as well as their generalized versions, to which
optimization problems are reduced via stationarity conditions (observe that this is not
the case of our paper). The main idea behind the semismooth Newton method is the
usage of Clarke’s generalized Jacobian of Lipschitzian mappings. In this way, local
convergence results, together with some globalization procedures, were obtained for
this method under the nonsingularity of generalized Jacobians. The reader is referred
to, e.g., [39, 93] for infinite-dimensional versions of the semismooth Newton method
with applications to optimization and control problems governed by partial differen-
tial equations. Other versions of Newton-type methods to solve nonsmooth equations,
generalized equations, optimization and variational problems can be found in [7, 18,
20, 26, 42, 44, 47, 71, 85] among other publications. We are not in a position here
to review numerous contributions to Newtonian methods that are not directly related
to our paper; see more commentaries below concerning publications related to our
results.

This paper develops two globally convergent generalized Newton algorithms to
solve optimization problems (1.1) starting with the case of C1,1 objective functions
(i.e., those being second-order nonsmooth) and then considering problems of convex
composite optimization with objectives represented as sums of two convex functions
such that one of them is smooth, while the other one may be extended-real-valued,
which allows us to include problems of constrained optimization. The developed algo-
rithms constitute the coderivative-based generalized damped Newton method (GDNM)
and the coderivative-based generalized regularized Newton method (GRNM) for the
classes of problems under consideration.

Roughly speaking, the major feature of both generalized Newton methods devel-
oped here is the replacement of the classical Hessian ∇2ϕ of C2-smooth functions by
thegeneralized Hessian (or second-order subdifferential) ∂2ϕ of extended-real-valued,
lower semicontinuous ones. This construction was introduced by Mordukhovich [57]
as the coderivative of the subgradient mapping, while enjoying nowadays comprehen-
sive calculus rules and constructive computations for major classes of functions that
naturally appear in variational analysis, optimization, and optimal control; see Sect. 2
for more details and references. Due to suchmassive developments in variational anal-
ysis and its applications, coderivative-based algorithms deserve a strong attention in
numerical optimization. This largely motivates our current study.

Note that coderivatives have been recently employed by Gfrerer and Outrata [32]
to design a pure Newton-type algorithm of solving generalized equations and–very
differently–by Mordukhovich and Sarabi [68] to find local minimizers of (1.1) that
were assumed to be tilt-stable in the sense of Poliquin andRockafellar [79]. The results
of [68] were obtained first for C1,1 objectives and then were propagated to a general
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class of prox-regular functions by using Moreau envelopes. The local superlinear
convergence of these Newtonian algorithms was established in [32, 68] under the
semismooth ∗ assumptionon themapping inquestion, the property introduced in [32] as
a less restrictive version of semismoothness. The paper by Khanh et al. [46] developed
a coderivative-based algorithmof the pureNewton type to solve subgradient inclusions
defined by prox-regular functions with justifying the local superlinear convergence of
iterates under the semismooth∗ property of the corresponding subgradient mappings.
The question about how to achieve the global convergence of the coderivative-based
Newton methods has not been investigated in aforementioned papers and/or any other
publication. In particular, the new GDNM algorithms answer in the affirmative the
open question formulated in [68] on whether coderivative-based Newton methods can
be globalized via a damping strategy.

As mentioned, this paper addresses not only the design and justification of new
globally convergent algorithms for unconstrained problems of C1,1 optimization, but
also develops such algorithms for generally constrained problems of convex com-
posite optimization. For the latter class, we employ the forward–backward envelope
(FBE), the construction that has been recently introduced in variational analysis and
optimization, while has been already proved useful in constrained optimization; see,
e.g., [91] with the references therein.

A central assumption in our GDNM algorithm for problems of C1,1 optimization is
the positive-definiteness of the generalized Hessian ∂2ϕ, which is a direct extension
of that for the classical Hessian ∇2ϕ in the damped Newton method. This assumption
alone ensures that GDNM for such problems is well-defined and converges globally
to a tilt-stable minimizer of (1.1) with at least some linear rate. The Q-superlinear
convergence rate of GDNM is guaranteed under the semismooth∗ property of the
gradient mapping ∇ϕ and some relationships between parameters of the algorithm
and the problem data.

The proposed GRNM algorithm to solve problems of C1,1 optimization does not
generally require the positive-definiteness of the generalized Hessian ∂2ϕ: we con-
struct it and verify its well-posedness and global convergence to stationary points
of ϕ under merely positive-semidefiniteness of the generalized Hessian. To establish
results on the linear and superlinear convergence rates of GRNM, themetric regularity
of the gradient mappings is additionally imposed. The latter property has been well
understood, characterized, and broadly applied in variational analysis, optimization,
and related areas.

Considering further problems of convex composite optimization in the form

minimize ϕ(x) := f (x) + g(x) subject to x ∈ IRn, (1.4)

where f is a convex smooth function and g : IRn → IR := (−∞,∞] is a lower
semicontinuous (l.s.c.) extended-real-valued convex function, we reduce them to C1,1
optimization by using FBE. Employing second-order calculus rules allows us to
express the generalized Hessian of FBE via the problem data and relate the metric
regularity and tilt stability properties of ϕ from (1.4) to the corresponding ones for
FBE. In this way, we establish constructive results on well-posedness, global conver-
gence, and convergence rates for both GDNM and GRNM algorithms to solve (1.4)
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with and without the strong convexity assumption on f in a highly important case of
quadratic functions in (1.4); see below.

The results established by using both GDNM and GRNM for problems of convex
composite optimization with quadratic functions f in (1.4) are employed to solve a
basis class of Lasso problems, which can be written in this form. Such problems were
introduced by Tibshirani [92] motivated by applications to statistics, and since that
they have been largely investigated and applied to practical models in machine learn-
ing, image processing, etc. Computing all the ingredients of both algorithms in Lasso
terms, we conduct MATLAB numerical experiments by using random data sets. To
compare the performance of GDNM andGRNMwith other quite popular and efficient
algorithms of nonsmooth optimization, we conduct parallel numerical experiments
with the same Lasso data for the recent second-order Semismooth Newton Augmented
Lagrangian Methods (SSNAL) developed in [51] and the two well-recognized first-
order methods: the Alternating Direction Method of Multipliers (ADMM) taken from
[8] and the Fast Iterative Shrinkage-Thresholding Algorithm (FISTA) developed in
[4]. In addition, we also provide numerical experiments to solve convex quadratic pro-
gramming problems with box constraints, which arise in many applications as well as
subproblems of more complex optimization problems [72]. The conducted numerical
experiments for this part are compared with the trust region reflexive algorithm [2].

The subsequent parts of the paper are organized as follows. In Sect. 2, we briefly
overview the tools of variational analysis and generalized differentiation used in our
algorithmic developments. Section3 describes and justifies the coderivative-based
GDNM to solve problems of C1,1 optimization. In Sect. 4, we design the coderivative-
based GRNM for the same class of problems with deriving well-posedness and global
convergence results. Section5 develops both GDNM and GRNM to solve problems
of convex composite optimization. Section6 is devoted to numerical experiments for
our methods and their comparison with the standard semismooth Newton method in
C1,1 optimization. Then we conduct numerical experiments to employ GDNM and
GRNM for solving a basic class of Lasso problems and compare the achieved numeri-
cal results with those obtained by using SSNAL,ADMM, and FISTA. This section also
contains applications and numerical experiments to solve box constrained problems
of quadratic programming. The concluding Sect. 7 lists the main achievements of the
paper and discusses some topics of our future research. For the reader’s convenience,
we place several technical lemmas in the Appendix.

2 Preliminaries from variational analysis

For the reader’s convenience, this section presents some preliminaries from variational
analysis and generalized differentiation that are broadly employed in what follows.
More details can be found in the monographs [59, 60, 88] from which we borrow the
standard notation used below. Recall that IN := {1, 2, . . .}.

Given a set-valued mapping (multifunction) F : IRn ⇒ IRm between finite-
dimensional spaces, its (sequential Painlevé-Kuratowski) outer limit at x̄ is defined
by
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Lim, sup
x→x̄

F(x) := {y ∈ IRn
∣∣ ∃ sequences xk → x̄, yk → y with yk ∈ F(xk), k ∈ IN

}
.

Using the notation z
�→ z̄ meaning that z → z̄ with z ∈ � for a given nonempty set

� ⊂ IRs , the (Fréchet) regular normal cone to � at z̄ ∈ � is

N̂�(z̄) :=
⎧
⎨

⎩
v ∈ IRs

∣∣∣ lim sup
z

�→z̄

〈v, z − z̄〉
‖z − z̄‖ ≤ 0

⎫
⎬

⎭
,

while the (Mordukhovich) limiting normal cone to � at z̄ ∈ � is defined by

N�(z̄) := Lim, sup
z

�→z̄

N̂�(z)

=
{
v ∈ IRs

∣∣ ∃ zk
�→ z̄, vk → v as k → ∞ with vk ∈ N̂�(zk)

}
. (2.1)

The corresponding limiting coderivative of F : IRn ⇒ IRm at (x̄, ȳ) ∈ gph F is defined
by

D∗F(x̄, ȳ)(v) := {u ∈ IRn
∣∣ (u,−v) ∈ Ngph F (x̄, ȳ)

}
, v ∈ IRm, (2.2)

where gph F := {(x, y) ∈ IRn × IRm | y ∈ F(x)}, and where ȳ is omitted in the
coderivative notation if F(x̄) is a singleton. If F : IRn → IRm is a single-valued
mapping which is C1-smooth around x̄ , then

D∗F(x̄)(v) = {∇F(x̄)∗v
}

for all v ∈ IRm

via the adjoint/transpose Jacobianmatrix∇F(x̄)∗. The defined coderivative of general
multifunctions satisfies comprehensive calculus rules based on variational/extremal
principles of variational analysis. Among themost impressive and useful advantages of
the coderivative (2.2) are complete characterizations in its terms the fundamental well-
posedness properties (metric regularity, linear openness, and Lipschitzian behavior)
of general multifunctions that were developed in [58] and were labeled in [88] as
the Mordukhovich criteria. In this paper we employ these characterizations for the
property of metric regularity of F : IRn ⇒ IRm around (x̄, ȳ) ∈ gph F meaning that
there exist a number μ > 0 and neighborhoods U of x̄ and V of ȳ such that

dist
(
x; F−1(y)

) ≤ μ dist
(
y; F(x)

)
for all (x, y) ∈ U × V , (2.3)

where F−1(y) := {x ∈ IRn | y ∈ F(x)}, and where ‘dist’ stands for the distance
between a point and a set. If in addition F−1 has a single-valued localization around
(ȳ, x̄), i.e., there exist neighborhoods U of x̄ and V of ȳ together with a single-valued
mapping ϑ : V → U such that gph F−1 ∩ (V × U ) = gph ϑ , then F is strongly
metrically regular around (x̄, ȳ) with modulus μ > 0. The aforementioned coderiva-
tive characterization from [58, Theorem 3.6] tells us that, whenever F is closed-graph
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around (x̄, ȳ) ∈ gph F , its metric regularity around this point is equivalent to the
implication

[
v ∈ IRm, 0 ∈ D∗F(x̄, ȳ)(v)

] �⇒ v = 0. (2.4)

Moreover, the exact regularity bound of F at (x̄, ȳ), i.e., the infimum of all μ > 0
such that (2.3) holds for some neighborhoods U and V , is calculated by

reg F(x̄, ȳ) = ‖D∗F(x̄, ȳ)−1‖ = ‖D∗F−1(ȳ, x̄)‖ (2.5)

via the norm of the coderivatives of F and F−1 as positive homogeneous multifunc-
tions; see [59, 60, 88] for more discussions, different proofs, and infinite-dimensional
extensions.

Another notion in variational analysis used in what follows concerns a strong ver-
sion of local monotonicity for set-valued mappings. We say that T : IRn ⇒ IRn is
strongly locally monotone with modulus κ > 0 around (x̄, ȳ) ∈ gph T if there exist
neighborhoods U of x̄ and V of ȳ such that

〈x − u, v − w〉 ≥ κ ‖x − u‖2 for all (x, v), (u, w) ∈ gph T ∩ (U × V ).

If in addition gph T ∩ (U × V ) = gph S ∩ (U × V ) for any monotone operator
S : IRn ⇒ IRn satisfying gph T ∩ (U × V ) ⊂ gph S, then T is strongly locally
maximal monotone with modulus κ > 0 around (x̄, ȳ). The reader is referred to [62]
and [60, Sect. 5.2] for coderivative characterizations of the latter property, which is
significantly more relaxed than the strong metric regularity of T around (x̄, ȳ).

Next we consider an extended-real-valued function ϕ : IRn → IR with the domain
and epigraph

dom ϕ := {x ∈ IRn
∣∣ ϕ(x) < ∞}, epi ϕ := {(x, α) ∈ IRn+1

∣∣ α ≥ ϕ(x)
}
.

Recall that an l.s.c. proper function ϕ : IRn → IR is strongly convex on a convex set
� ⊂ IRn with modulus κ > 0 if the quadratically shifted function ϕ − (κ/2)‖ · ‖2 is
convex on �.

The (limiting) subdifferential of ϕ at x̄ ∈ dom ϕ is defined geometrically by

∂ϕ(x̄) := {v ∈ IRn
∣∣ (v,−1) ∈ Nepi ϕ

(
x̄, ϕ(x̄)

)}
(2.6)

via the limiting normal cone (2.1), while admitting various analytic representations
and satisfying comprehensive calculus rules that can be found in [59, 60, 88]. Observe
the useful scalarization formula

D∗F(x̄)(v) = ∂〈v, F〉(x̄) for all v ∈ IRm (2.7)

connecting the coderivative (2.2) of a locally Lipschitzian mapping F : IRn → IRm

and the subdifferential (2.6) of the function x �→ 〈v, F〉(x) whenever v ∈ IRm .
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Following [57], we define the second-order subdifferential, or generalized Hessian,
∂2ϕ(x̄, v̄) : IRn ⇒ IRn of ϕ : IRn → IR at x̄ ∈ dom ϕ for v̄ ∈ ∂ϕ(x̄) as the coderivative
of the subgradient mapping

∂2ϕ(x̄, v̄)(u) := (D∗∂ϕ
)
(x̄, v̄)(u) for all u ∈ IRn . (2.8)

If ϕ is C2-smooth around x̄ , then we have

∂2ϕ(x̄)(u) = {∇2ϕ(x̄)u
}

for all u ∈ IRn, (2.9)

while for ϕ of class C1,1 around x̄ , we get by the scalarization formula (2.7) that

∂2ϕ(x̄)(u) = ∂
〈
u,∇ϕ

〉
(x̄) for all u ∈ IRn . (2.10)

As follows from (2.10), calculus rules and computations of the second-order subd-
ifferential for C1,1 functions reduce in fact to those for the first-order construction
(2.6). We also have well-developed second-order calculus rules for (2.8) for rather
general classes of extended-real-valued functions; see, e.g., [59, 60, 65] with many
additional references. Furthermore, the second-order subdifferential has been com-
puted and analyzed in terms of the given data for broad classes of structural functional
systems appearing in numerous aspects of variational analysis, optimization, stability,
and optimal control among other areas, with subsequent applications to optimality
conditions, sensitivity analysis, numerical algorithms, stochastic programming, elec-
tricity markets, etc. The reader can find more information in, e.g., [11, 13, 17, 19, 35,
36, 57, 59, 60, 63–66, 87, 95] along with other publications on such developments and
related topics of second-order variational analysis. Some new results in this direction
are presented in what follows.

In this paper, we use the fundamental notion of tilt-stable local minimizers and
its second-order characterizations for the justification of the proposed Newton-type
algorithms.

Definition 1 (Tilt-stable local minimizers) Given ϕ : IRn → IR, a point x̄ ∈ dom ϕ is
a tilt- stable local minimizer of ϕ if there exists a number γ > 0 such that the
mapping

Mγ : v �→ argmin
{
ϕ(x) − 〈v, x〉 ∣∣ x ∈ Bγ (x̄)

}

is single-valued and Lipschitz continuous on some neighborhood of 0 ∈ IRn with
Mγ (0) = {x̄}. By a modulus of tilt stability of ϕ at x̄ we understand a Lipschitz
constant of Mγ around the origin.

This notion was introduced by Poliquin and Rockafellar in [79] and character-
ized there via ∂2ϕ for a broad class of prox-regular functions ϕ : IRn → IR that are
overwhelmingly involved in second-order variational analysis. More recently, devel-
oping second-order subdifferential calculus and second-order growth conditions made
it possible to establish complete characterizations of tilt-stable local minimizers for
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various classes of problems in constrained optimization including nonlinear program-
ming, extended nonlinear programming, composite optimization, minimax problems,
second-order cone programming, semidefinite programming, etc.; see, e.g., [12, 21,
22, 31, 60, 61, 65] among other publications on tilt stability in optimization.

Finally in this section, we recall for completeness the notions of convergence rates
used for our algorithms.

Definition 2 (Rates of convergence) Let {xk} ⊂ IRn be a sequence of vectors con-
verging to x̄ as k → ∞ with x̄ �= xk for all k ∈ IN. The convergence rate is said to
be:

(i) R- linear if we have

0 < lim sup
k→∞

(
‖xk − x̄‖

)1/k
< 1,

i.e., there exist μ ∈ (0, 1), c > 0, and k0 ∈ IN such that

‖xk − x̄‖ ≤ cμk for all k ≥ k0.

(ii) Q- linear if we have

lim sup
k→∞

‖xk+1 − x̄‖
‖xk − x̄‖ < 1,

i.e., there exist μ ∈ (0, 1) and k0 ∈ IN such that

‖xk+1 − x̄‖ ≤ μ‖xk − x̄‖ for all k ≥ k0.

(iii) Q- superlinear if we have

lim
k→∞

‖xk+1 − x̄‖
‖xk − x̄‖ = 0.

3 Coderivative-based damped Newtonmethod in C1,1 optimization

In this section, we concentrate on the unconstrained optimization problem (1.1), where
the cost function ϕ : IRn → IR is of class C1,1. This kind of problem plays a crucial role
not only in numerical optimization but also in applied areas including, e.g., machine
learning. In particular, C1,1 optimization problems also arise frequently as subprob-
lems in augmented Lagrangian methods [34, 86, 87]. Furthermore, L2-loss support
vector regression problems are important classes of problems that are C1,1 uncon-
strained optimization problem [41]. More practical examples about C1,1 functions can
be found in the paper [40]. A coderivative-based generalization of the pure Newton
method to solve (1.1) locally was first suggested and investigated in [68] under the
major assumption that a given point x̄ is a tilt-stable local minimizer of (1.1). Then it
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was extended in [46] to solve directly the gradient system ∇ϕ(x) = 0 under certain
assumptions on a given solution x̄ of the gradient equation ensuring thewell-posedness
and local superlinear convergence of the algorithm. One of the serious disadvantages
of the pure Newton method and its generalizations is that the corresponding sequence
of iterates may not converge if the starting point is not sufficiently close to the solution.
This motivates us to design and justify a globally convergent damped Newton coun-
terpart of the generalized pure Newton algorithms from [46, 68] with backtracking
line search to solve (1.1). Here is the algorithm.

Algorithm 1 Coderivative-based damped Newton algorithm for C1,1 functions
Input: x0 ∈ IRn , σ ∈

(
0, 1

2

)
, β ∈ (0, 1)

1: for k = 0, 1, . . . do
2: If ∇ϕ(xk ) = 0, stop; otherwise go to the next step
3: Choose dk ∈ IRn such that −∇ϕ(xk ) ∈ ∂2ϕ(xk )(dk )

4: Set τk = 1
5: while ϕ(xk + τkdk ) > ϕ(xk ) + στk 〈dk , ∇ϕ(xk )〉 do
6: set τk := βτk
7: end while
8: Set xk+1 := xk + τkdk

9: end for

If ϕ is C2-smooth, Algorithm 1 reduces to the standard damped Newtonmethod (as,
e.g., in [2, 9]) due to (2.9). In the general case of ϕ ∈ C1,1, it follows from (2.2) that
the direction dk in Step 3 of Algorithm 1 can be explicitly found from the inclusion

(− ∇ϕ(xk),−dk) ∈ N
(
(xk,∇ϕ(xk)); gph∇ϕ

)
.

Note also that, due to the scalarization formula (2.10), the Newton equation in Step 3
of Algorithm 1 can be equivalently written in the form

− ∇ϕ(xk) ∈ ∂〈dk,∇ϕ〉(xk), (3.1)

which merely requires the first-order subdifferential computation.
We start justifying Algorithm 1 with the verification of its well-posedness. The

following proposition establishes the existence of descent Newton directions under
the positive-definiteness of ∂2ϕ(x).

Proposition 1 (existence of Newton directions and descent property) Let ϕ : IRn → IR
be of class C1,1 on IRn. Suppose that ∇ϕ(x) �= 0 and that ∂2ϕ(x) is positive-definite,
i.e.,

〈v, u〉 > 0 for all v ∈ ∂2ϕ(x)(u) and u �= 0. (3.2)

Then there exists a nonzero direction d ∈ IRn such that

− ∇ϕ(x) ∈ ∂2ϕ(x)(d). (3.3)
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Moreover, every such direction satisfies the inequality 〈∇ϕ(x), d〉 < 0. Consequently,
for each σ ∈ (0, 1) and d ∈ IRn satisfying (3.3) we find δ > 0 such that

ϕ(x + τd) ≤ ϕ(x) + στ 〈∇ϕ(x), d〉 whenever τ ∈ (0, δ). (3.4)

Proof By the positive-definiteness of ∂2ϕ(x), it follows from [60, Theorem 5.16] that
∇ϕ is strongly locally maximal monotone around (x,∇ϕ(x)). Thus ∇ϕ is strongly
metrically regular around (x,∇ϕ(x)) by [60, Theorem5.13]. Using [46, Corollary 4.2]
yields the existence of d ∈ IRn with −∇ϕ(x) ∈ ∂2ϕ(x)(d). To verify further that
d �= 0, suppose on the contrary that d = 0. Since ∇ϕ is locally Lipschitz around x , it
follows from [59, Theorem 1.44] that

−∇ϕ(x) ∈ ∂2ϕ(x)(0) = (D∗∇ϕ
)
(x)(0) = {0},

which contradicts the assumption that ∇ϕ(x) �= 0. Employing again the positive-
definiteness of ∂2ϕ tells us that 〈∇ϕ(x), d〉 < 0. Using [44, Lemmas 2.18 and 2.19],
we arrive at (3.4) and thus complete the proof. ��

The next theorem establishes the global linear convergence of Algorithm 1 to a tilt-
stable minimizer of (1.1) under the positive-definiteness assumption on the generalized
Hessian ∂2ϕ.

Theorem 1 (global linear convergence of the coderivative-based damped Newton
algorithm for C1,1 functions) Let ϕ : IRn → IR be of class C1,1, and let x0 ∈ IRn

be an arbitrary point such that the generalized Hessian ∂2ϕ(x) is positive-definite for
all x ∈ �, where

� := {x ∈ IRn
∣∣ ϕ(x) ≤ ϕ(x0)

}
. (3.5)

Then Algorithm 1 either stops after finitely many iterations, or produces a sequence
{xk} ⊂ � such that {ϕ(xk)} is monotonically decreasing. Moreover, if the iterative
sequence {xk} has an accumulation point x̄ (in particular, when the level set � from
(3.5) is bounded), then {xk} converges to x̄ , which is a tilt-stable local minimizer of
ϕ. In this case, we have:

(i) The convergence rate of {ϕ(xk)} is at least Q-linear.
(ii) The convergence rates of {xk} and {‖∇ϕ(xk)‖} are at least R-linear.

Proof Proposition 1 easily ensures by induction that Algorithm 1 either stops after
finitely many iterations, or produces a sequence {xk} ⊂ � such that ϕ(xk+1) < ϕ(xk)

for all k ∈ IN. Suppose next that {xk} has an accumulation point x̄ . Since the set �

is closed, we get x̄ ∈ �, and hence have that ∂2ϕ(x̄) is positive-definite. Then [11,
Proposition 4.6] gives us positive numbers κ and δ such that

〈z, w〉 ≥ κ‖w‖2 for all z ∈ ∂2ϕ(x)(w), x ∈ Bδ(x̄), and w ∈ IRn . (3.6)
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Since ϕ is of class C1,1 around x̄ , we get without loss of generality that∇ϕ is Lipschitz
continuous on Bδ(x̄) with some constant 
 > 0. By [59, Theorem 1.44] we have

‖z‖ ≤ 
‖w‖ for all z ∈ ∂2ϕ(x)(w), x ∈ Bδ(x̄), and w ∈ IRn . (3.7)

The rest of the proof is split into the following four claims.

Claim 1: For any subsequence {xk j } of {xk} such that xk j → x̄ as j → ∞, the
corresponding sequence {τk j } in Algorithm 1 is bounded from below by some γ > 0,
the corresponding sequence {dk j } is bounded, and we have

〈−∇ϕ(xk j ), dk j 〉 ≥ κ‖dk j ‖2, (3.8)

‖∇ϕ(xk j )‖ ≤ 
‖dk j ‖, (3.9)

ϕ(xk j ) − ϕ(xk j +1) ≥ σγ κ‖dk j ‖2, (3.10)

for all large j ∈ IN . Since xk j → x̄ as j → ∞ and −∇ϕ(xk j ) ∈ ∂2ϕ(xk j )(dk j )

for all j ∈ IN, we obtain (3.8) and (3.9) from (3.6) and (3.7), respectively. The
Cauchy–Schwarz inequality yields ‖∇ϕ(xk j )‖ ≥ κ‖dk j ‖ for such j . Since xk j → x̄
as j → ∞, the latter estimate verifies the boundedness of the sequence of directions
{dk j }. It remains to show that {τk j } j∈IN is bounded from below by a positive number.
Indeed, supposing on the contrary that the opposite holds and combining this with
τk ≥ 0 give us a subsequence of {τk j } that converges to 0. Assume without loss of
generality that τk j → 0 as j → ∞. Thus xk j + τk j d

k j → x̄ as j → ∞, and hence
xk j + τk j d

k j ∈ intBδ(x̄) whenever j is sufficiently large. Applying Lemma 3 from
the Appendix, we have

β−1τk j >
2(σ − 1)〈∇ϕ(xk j ), dk j 〉


‖dk j ‖2 ≥ 2(1 − σ)κ



,

where the second inequality follows from (3.8). Letting j → ∞ gives us σ ≥ 1, a
contradiction due to the choice of σ . Hence there exists γ > 0 such that τk j ≥ γ for
all j ∈ IN. Moreover, using the estimate in (3.8) allows us to find j0 ∈ IN such that

ϕ(xk j ) − ϕ(xk j +1) ≥ στk j 〈−∇ϕ(xk j ), dk j 〉 ≥ σγ κ‖dk j ‖2 for all j ≥ j0,

(3.11)

which therefore justifies Claim 1.

Claim 2: x̄ is a tilt-stable local minimizer of ϕ.To verify this, we only need to show that
x̄ is a stationary point of ϕ, by taking into account the positive-definiteness of ∂2ϕ(x̄)

and the second-order characterization of tilt-stability from [79, Theorem 1.3]. Since
x̄ is an accumulation point of {xk}, there exists a subsequence {xk j } j∈IN of {xk} such
that xk j → x̄ as j → ∞. Due to Claim 1, we find γ > 0 such that (3.10) is satisfied.
Since the sequence {ϕ(xk)} is nonincreasing and since ϕ(x̄) is an accumulation point
of {ϕ(xk)}, the sequence {ϕ(xk)} must converge to ϕ(x̄) as k → ∞. Letting j → ∞
in the inequality (3.10), we have ‖dk j ‖ → 0 as j → ∞. Passing to the limit as
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j → ∞ in the inequality ‖∇ϕ(xk j )‖ ≤ 
‖dk j ‖ for all large j from (3.9) tells us
that ∇ϕ(x̄) = 0, which readily justifies Claim 2.

Claim 3: The iterative sequence {xk} is convergent. To verify this, we use Ostrowski’s
condition from [26, Proposition 8.3.10]. First we show that no other accumulation
point of {xk} exists in Bδ(x̄). Assuming the contrary, find x̃ ∈ Bδ(x̄) such that x̃ �= x̄
and that x̃ is an accumulation point of {xk}. Arguing similarly to Claim 2 tells us that
x̃ is a tilt-stable local minimizer of ϕ, which contradicts the strong convexity of ϕ on
Bδ(x̄). Supposing next that {xk j } is an arbitrary subsequence of {xk} with xk j → x̄ as
j → ∞, we need to check that

lim
j→∞ ‖xk j +1 − xk j ‖ = 0. (3.12)

Indeed, Claim 1 gives us γ > 0 such that (3.10) holds, which implies in turn that

‖xk j +1 − xk j ‖2 = τ 2k j
‖dk j ‖2 ≤ ‖dk j ‖2 ≤ 1

σγ κ

(
ϕ(xk j ) − ϕ(xk j +1)

)
→ 0

and hence verifies (3.12). Finally, it follows from [26, Proposition 8.3.10] that the
sequence {xk} converges to x̄ as k → ∞, which therefore completes the proof of
Claim 3.

Claim 4: The convergence rate of {ϕ(xk)} is at least Q-linear, while the convergence
rates of {xk} and {‖∇ϕ(xk)‖} are at least R-linear. Indeed, the strong convexity of ϕ

on Bδ(x̄) shows that

〈∇ϕ(x) − ∇ϕ(u), x − u〉 ≥ κ‖x − u‖2 for all x, u ∈ Bδ(x̄). (3.13)

Since xk → x̄ as k → ∞, we have that xk ∈ U for all k ∈ IN sufficiently large. Substi-
tuting x := xk and u := x̄ into (3.13) and then using the Cauchy–Schwarz inequality
together with the stationarity condition ∇ϕ(x̄) = 0 give us the lower estimate

‖∇ϕ(xk)‖ ≥ κ‖xk − x̄‖ (3.14)

for large k. The local Lipschitz continuity of ∇ϕ around x̄ and the result of [44,
Lemma A.11] ensure the existence of 
 > 0 such that

ϕ(xk) − ϕ(x̄) = |ϕ(xk) − ϕ(x̄) − 〈∇ϕ(x̄), xk − x̄〉| ≤ 


2
‖xk − x̄‖2 for large k.

(3.15)

Furthermore, estimate (3.7) together with the inclusion −∇ϕ(xk) ∈ ∂2ϕ(xk)(dk)

implies that

‖∇ϕ(xk)‖ ≤ 
‖dk‖ for large k. (3.16)
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Claim 1 tells us that the sequence {τk} is bounded from below by some constant γ > 0
such that

ϕ(xk) − ϕ(xk+1) ≥ σγ κ‖dk‖2 for large k.

Combining the above inequality with (3.16) yields the estimates

ϕ(xk) − ϕ(xk+1) ≥ σγ κ
−2‖∇ϕ(xk)‖2 (3.17)

if k is large.Using (3.14), (3.15), (3.17) and then applyingLemma4 from theAppendix
with

αk := ϕ(xk) − ϕ(x̄), βk := ‖∇ϕ(xk)‖, γk := ‖xk − x̄‖

c1 := σγ κ
−2, c2 := κ , and c3 = 
/2 verify Claim 4 and thus completes the proof
of the theorem. ��
Remark 1 (on proof of Theorem 1) Following the suggestion of the referee, we present
an alternative proof of Claim 2 in Theorem 1 by assuming the contrary and using the
result of gradient related property introduced in [6]. Indeed, suppose that∇ϕ(x̄) �= 0,
we check that the sequence {dk} is gradient related to {xk} in the sense of [6], i.e., for
any subsequence {xk j } that converges to x̄ as j → ∞, the corresponding subsequence
{dk j } is bounded and satisfies the inequality

lim sup
j→∞

〈∇ϕ(xk j ), dk j 〉 < 0. (3.18)

The boundedness of {dk j } is clarified inClaim 1. Combining (3.8) and (3.9), we deduce
that

〈∇ϕ(xk j ), dk j 〉 ≤ −κ‖dk j ‖2 ≤ −κ
−2‖∇ϕ(xk j )‖2, for large j ∈ IN.

Taking the the upper limit above and using ∇ϕ(x̄) �= 0 justifies (3.18). Therefore, it
follows from [6, Proposition 1.2.1] that ∇ϕ(x̄) = 0. This is a contradiction, which
verifies Claim 2.

Our next goal is to establish the Q-superlinear convergence of Algorithm 1. First
recall additional notions of variational analysis and generalized differentiation needed
for these developments. A highly recognized concept used for Newton-type methods
addressing single-valued Lipschitz continuous mappings is semismoothness. A map-
ping f : IRn → IRm is semismooth at x̄ if it is locally Lipschitzian around this point
and the limit

lim
A∈co∇ f (x̄+tu′)

u′→u,t↓0
Au′ (3.19)
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exists for all u ∈ IRn , where ‘co’ stands for the convex hull of a set, and where ∇ f is
defined by

∇ f (x) :=
{

A ∈ IRm×n
∣∣ ∃ xk

� f→ x such that ∇ f (xk) → A

}
, x ∈ IRn

with � f := {x ∈ IRn | f is differentiable at x}; see [26, 44, 47, 83] for further
discussions. Note that any semismooth mapping automatically admits the classical
directional derivative at the reference point.

The next proposition about the acceptance of the unit stepsize under semismooth-
ness follows from a close look at the proof of [25, Theorem 3.3].

Proposition 2 (acceptance of unit stepsize under semismoothness) Suppose that a
function ϕ : IRn → IR is C1-smooth around x̄ with ∇ϕ(x̄) = 0, and that ∇ϕ is
semismooth at this point. Let a sequence {xk} converge to x̄ with xk �= x̄ as k ∈ IN,
and let a sequence {dk} satisfy the condition

‖xk + dk − x̄‖ = o(‖xk − x̄‖). (3.20)

Suppose further that there exists κ > 0 such that 〈∇ϕ(xk), dk〉 ≤ κ−1‖dk‖2 whenever
k ∈ IN is sufficiently large. Then for any σ ∈ (0, 1/2) we have the estimate

ϕ(xk + dk) ≤ ϕ(xk) + σ 〈∇ϕ(xk), dk〉 for all large k. (3.21)

Quite recently [32], the concept of semismoothness has been improved and extended
to set-valued mappings. To formulate the latter notion, recall first the construction of
the directional limiting normal cone to a set � ⊂ IRs at z̄ ∈ � in the direction d ∈ IRs

introduced in [33] by

N�(z̄; d) := {v ∈ IRs
∣∣ ∃ tk ↓ 0, dk → d, vk → v with vk ∈ N̂�(z̄ + tkdk)

}
.

(3.22)

It is obvious that (3.22) agrees with the limiting normal cone (2.1) for d = 0. The
directional limiting coderivative of F : IRn ⇒ IRm at (x̄, ȳ) ∈ gph F in the direction
(u, v) ∈ IRn × IRm is defined in [30] by

D∗F
(
(x̄, ȳ); (u, v)

)
(v∗)

:= {u∗ ∈ IRn
∣∣ (u∗,−v∗) ∈ Ngph F

(
(x̄, ȳ); (u, v)

)}
for all v∗ ∈ IRm . (3.23)

Using (3.23), we come to the aforementioned property of set-valued mappings intro-
duced in [32].

Definition 3 (emismooth∗ property of set-valued mappings) A mapping F : IRn ⇒
IRm is semismooth ∗ at (x̄, ȳ) ∈ gph F if whenever (u, v) ∈ IRn × IRm we have

〈u∗, u〉 = 〈v∗, v〉 for all (v∗, u∗) ∈ gph D∗F
(
(x̄, ȳ); (u, v)

)
.
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Among various properties of semismooth∗ mappings obtained in [32], recall that this
property holds if the graph of F : IRn ⇒ IRm is represented as a union of finitely many
closed and convex sets, as well as for the normal cone mappings generated by con-
vex polyhedral sets. Note also that the semismooth∗ property of single-valued locally
Lipschitzian mappings f : IRn → IRm around x̄ agrees with the semismooth prop-
erty (3.19) at this point provided that f is directionally differentiable at x̄ ; see [32,
Corollary 3.8]. Although the standard semismooth property of locally Lipschitzian
and directionally differentiable mappings has been conventionally used in the Newton
method literature, some important results were obtained without the directional differ-
entiability assumption; see, e.g., Meng et al. [53]. Such a relaxed semismooth property
of single-valued locally Lipschitzian mappings is known as G-semismoothness. Note
that, in contrast to G-semismoothness, the semismooth∗property is defined for arbi-
trary set-valued mappings, and it is used for subgradient ones in this paper; see Sect. 5.
But even for single-valued Lipschitzian mappings, the semismooth∗ definition based
on coderivatives may have some advantages in comparison with the G-semismooth
one due to comprehensive coderivative calculus rules. More recent results on the
semismooth∗ property can be found in [27].

The next lemma discusses the acceptance of the unit stepsize for C1,1 functions with
semismooth∗ gradients. The obtained estimates are of their own interest, while are
instrumental to establish major superlinear convergence results in this and subsequent
sections.

Lemma 1 (acceptance of unit stepsize under semismoothness∗) Let ϕ : IRn → IR be
a C1-smooth function around x̄ ∈ IRn with ∇ϕ(x̄) = 0. Suppose that ∇ϕ is locally
Lipschitzian around x̄ with modulus 
 > 0, and that ∇ϕ is semismooth∗ at this point.
Take a sequence {xk} converging to x̄ with xk �= x̄ as k ∈ IN, and let a sequence {dk}
satisfy condition (3.20). Assume also that there exists κ > 0 such that

ϕ(xk + dk) − ϕ(xk) ≤ 〈∇ϕ(xk + dk), dk〉 − 1

2κ
‖dk‖2 (3.24)

whenever k is sufficiently large. Then for any σ ∈ (0, 1/(2
κ)) we have estimate
(3.21).

Proof Having (3.24) with σ ∈ (0, 1/(2
κ)) and using (3.20) together with [26,
Lemma 7.5.7], we get

lim
k→∞ ‖xk − x̄‖/‖dk‖ = 1, (3.25)

which also yields the limiting relationship

‖xk + dk − x̄‖ = o(‖dk‖) as k → ∞. (3.26)

Then the assumed estimate (3.24) in (ii) leads us to the inequalities

ϕ(xk + dk) − ϕ(xk) − σ 〈∇ϕ(xk), dk〉
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≤ 〈∇ϕ(xk + dk), dk〉 − 1

2κ
‖dk‖2 − σ 〈∇ϕ(xk), dk〉

≤ ‖∇ϕ(xk + dk)‖ · ‖dk‖ − 1

2κ
‖dk‖2 + σ‖∇ϕ(xk)‖ · ‖dk‖

≤ 
‖xk + dk − x̄‖ · ‖dk‖ − 1

2κ
‖dk‖2 + σ
‖xk − x̄‖ · ‖dk‖

≤ ‖dk‖2
(



‖xk + dk − x̄‖

‖dk‖ − 1

2κ
+ σ


‖xk − x̄‖
‖dk‖

)

for all large k ∈ IN. Finally, it follows from σ < 1/(2
κ), (3.25), and (3.26) that

ϕ(xk + dk) − ϕ(xk) − σ 〈∇ϕ(xk), dk〉 ≤ 0 when k is sufficiently large.

This verifies (3.21) and thus completes the proof of the lemma. ��
Remark 2 (on acceptance of unit stepsize) Proposition 2 provides a sufficient condition
to ensure the asymptotic acceptance of the unit stepsize. The key assumption here is the
semismoothness of ∇ϕ at the reference point x̄ , which always includes the directional
differentiability of ∇ϕ at x̄ . Lemma 1 introduces an alternative condition without the
latter property to attain the acceptance of the unit stepsize, which depends on the
modulus κ in (3.24) and the modulus of the Lipschitz continuity of ∇ϕ. The given
proof of this result requires the technical condition σ ∈ (0, 1/(2
κ)). It is not clear to
us whether this condition can be either removed, or replaced by the more simple one
σ ∈ (0, 1/2). In the case where ϕ is twice differentiable around the critical point x̄
and ∇2ϕ is continuous at x̄ , effective sufficient conditions for the acceptance of the
unit stepsize can be found in [45, Sect. 5.2].

Now we are ready to justify the Q-superlinear rate of convergence of iterates in
Algorithm 1 under some additional assumptions and relationships between parameters
of the problem and the algorithm.

Theorem 2 (superlinear convergence of the coderivative-based damped Newton algo-
rithm in C1,1 optimization) In the setting of Theorem 1 ensuring the convergence of
{xk} to a tilt-stable minimizer x̄ of ϕ as k → ∞, suppose that ∇ϕ is locally Lips-
chitzian around x̄ with some constant 
 > 0 being also semismooth∗ at this point.
Then the rate of the convergence of {xk} is at least Q-superlinear if either one of the
following two conditions is satisfied:

(i) ∇ϕ is directionally differentiable at x̄ .
(ii) σ ∈ (0, 1/(2
κ)), where κ > 0 is a modulus of tilt stability of x̄ .

Moreover, in both cases (i) and (ii) the sequence {ϕ(xk)} converges Q-superlinearly
to ϕ(x̄), and the sequence {∇ϕ(xk)} converges Q-superlinearly to 0 as k → ∞.

Proof Fixing a tilt-stable minimizer x̄ with modulus κ > 0 from the assertions of
Theorem 1, we split the proof of this theorem into the three claims.

Claim 1: The sequence of directions {dk} satisfies condition (3.20). Indeed, by the
characterization of tilt-stable minimizers via the combined second-order subdifferen-
tial taken from [61, Theorem 3.5] and [11, Proposition 4.6], we find a positive number
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δ such that the inequality

〈z, w〉 ≥ 1

κ
‖w‖2 for all z ∈ ∂2ϕ(x)(w), x ∈ Bδ(x̄), and w ∈ IRn (3.27)

is satisfied. Employing the subadditivity property of coderivatives taken from [46,
Lemma 5.6] gives us

∂2ϕ(xk)(dk) ⊂ ∂2ϕ(xk)(xk + dk − x̄) + ∂2ϕ(xk)(−xk + x̄).

Since −∇ϕ(xk) ∈ ∂2ϕ(xk)(dk), for all k ∈ IN there exists vk ∈ ∂2ϕ(xk)(−xk + x̄)

such that

−∇ϕ(xk) − vk ∈ ∂2ϕ(xk)(xk + dk − x̄).

Using further (3.27) and the Cauchy–Schwarz inequality, we get

‖xk + dk − x̄‖ ≤ κ‖∇ϕ(xk) + vk‖ for sufficiently large k ∈ IN. (3.28)

The semismoothness∗ of∇ϕ at x̄ togetherwith∇ϕ(x̄) = 0 implies by [46, Lemma5.5]
that

‖∇ϕ(xk) + vk‖ = ‖∇ϕ(xk) − ∇ϕ(x̄) + vk‖ = o(‖xk − x̄‖). (3.29)

Then it follows from (3.28) and (3.29) that ‖xk + dk − x̄‖ = o(‖xk − x̄‖), which
justifies the claim.

Claim 2: We have τk = 1 for all k ∈ IN sufficiently large provided that either
condition (i), or condition (ii) of this theorem is satisfied. To verify the claim, let us
show that (3.21) holds for large k under the imposed assumptions. Suppose first that (i)
is satisfied. The directional differentiability and semismoothness∗ of ∇ϕ at x̄ ensure
by [32, Corollary 3.8] that ∇ϕ is semismooth at x̄ . Due to the inclusion −∇ϕ(xk) ∈
∂2ϕ(xk)(dk) and estimate (3.27),wehave that 〈∇ϕ(xk), dk〉 ≤ −κ−1‖dk‖2 if k is large
enough. Then the fulfillment of (3.21) in case (i) follows directly from Proposition 2.
In case (ii), we know from Claim 1 that {dk} converges to 0 and that xk + dk → x̄
as k → ∞. Employing the uniform second-order growth condition for tilt-stable
minimizers from [61, Theorem 3.2] gives us a neighborhood U of x̄ such that

ϕ(x) ≥ ϕ(u) + 〈∇ϕ(u), x − u〉 + 1

2κ
‖x − u‖2 for all x, u ∈ U ,

and thus verifies (3.24). Using Lemma 1 brings us to (3.21), which verifies the claim.

Claim 3: The conclusions on the Q-superlinear convergence in the theorem hold in
both cases (i) and (ii). We see from Claim 2 that τk = 1 for all k sufficiently large,
and thusAlgorithm 1 eventually becomes the generalized pureNewton algorithm from
[46,Algorithm5.3]. Hence the claimed Q-superlinear convergence results follow from
[46, Theorems 5.7 and 5.12]. ��

123



Globally convergent coderivative-based...

Remark 3 (comparing Algorithm 1 with other Newton-type methods) There exist sev-
eral generalized Newton-type methods providing superlinearly convergent iterates
under appropriate assumptions; see [26, 44, 47] and the bibliographies therein. We
briefly compare Algorithm 1 with the two most popular globalized Newtonian meth-
ods. The first one is known as the semismooth Newton method initiated independently
by Kummer [48] and by Qi and Sun [83]. The second method was introduced by Pang
[74] under the name of the B-differential Newton method. Both methods address solv-
ing Lipschitzian equations f (x) = 0, which reduce in the setting of (1.1) to finding
solutions of the gradient equation

∇ϕ(x) = 0, x ∈ IRn . (3.30)

Regarding the aforementioned methods to solve the gradient equation (3.30), observe
the following:

(i) The semismooth Newton method and its globalizations for solving (3.30) are based
on Clarke’s generalized Jacobian ∂C∇ϕ of ∇ϕ (see below) to find Newton directions
dk as solutions to the system of linear equations

− ∇ϕ(xk) = Akd, (3.31)

where Ak is an element of ∂C∇ϕ(xk) as the convex hull of the Bouligand’s Jacobian

∂B∇ϕ(x) :=
{

lim
m→∞ ∇2ϕ(um)

∣∣∣ um → x, um ∈ Qϕ

}
, x ∈ IRn, (3.32)

with Qϕ standing for the set on which ϕ is twice differentiable. A strong feature of
(3.31) is the linearity of equations therein, although the solvability of these equations
requires the nonsingularity of all thematrices Ak . Moreover, computation cost to solve
the system of linear equations (3.31) is known to be expensive. Although system (3.1)
for finding directions in Algorithm 1 is not linear, we get from it a smaller set of
algorithm directions in comparison with (3.31). The detailed numerical experiment
to compare our approach and semismooth Newton method in a specific C1,1 opti-
mization problem can be found in Sect. 6. Another advantage of Algorithm 1 over the
semismooth Newton method is well-developed second-order subdifferential calculus
that is not available for (3.32) and its convexification. Theoretical comparisons of
local convergence between coderivative-based Newtonian methods and semismooth
Newton methods can be found in [46, 68], where the regularity assumptions and
the nonsingularity of all matrices in the generalized Jacobian have been discussed in
detail. Regarding the global convergence of our approach and the semismooth Newton
method, observe from [88, Theorem 13.52] that

co ∂2ϕ(x)(w) = co {Aw| A ∈ ∂B∇ϕ(x)}, x ∈ IRn, w ∈ IRn, (3.33)

which tells us that the positive-definiteness of ∂2ϕ(x) is equivalent to the positive-
definiteness of ∂C∇ϕ(x) and ∂B∇ϕ(x). This positive-definiteness is required for both
global convergence of Algorithm 1 and globalization of semismooth Newton method.
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It happens because we not only need the existence of generalized Newton directions
in inclusion (3.1) and in the system of linear equations (3.31), but the descent property
of these directions is also needed to achieve the desired global convergence.
(ii) The B-differential Newton method for solving equation (3.30) developed in [74]
and [82] is based onRobinson’sB-derivative,which reduces for Lipschitzianmappings
to the classical directional derivative. For thismethod,we need to solve the subproblem
given below to find Newton directions dk as solutions to

− f (xk) = f ′(xk, dk), where f := ∇ϕ, (3.34)

with requiring the directional differentiability of ∇ϕ. As shown in [74], the main
assumptions to guarantee the solvability of (3.34) are the strict Fréchet differentiability
of f and the nonsingularity of Jacobian ∇ f at the solution point, which are rather
restrictive requirements in comparison with our assumptions.

4 Coderivative-based regularized Newtonmethod

Observe that the positive-definiteness of the generalized Hessian ∂2ϕ(x) in Algo-
rithm 1 cannot be replaced by the less demanding positive-semidefiniteness of ∂2ϕ(x)

to ensure the existence of descent Newton direction in Algorithm 1 as in Proposition 1.
Indeed, consider the simplest linear function ϕ(x) := x on IR. Thenwe obviously have
that ϕ′′(x) ≥ 0 for all x ∈ IR, while there are no Newton directions d ∈ IR such that
the backtracking line search condition (3.4) holds. This means that Algorithm 1 can-
not be even constructed without the positive-definiteness of ∂2ϕ(x). Here we propose
the following globally convergent coderivative-based generalized regularized Newton
algorithm to solve problems of C1,1 optimization that is well-posed and exhibits the
convergence of its subsequences to stationary points of ϕ under merely the positive-
semidefiniteness of the generalized Hessian. Linear and superlinear convergence rates
are achieved under some additional assumptions.

Algorithm 2 Coderivative-based regularized Newton algorithm for C1,1 functions
Input: x0 ∈ IRn , c > 0, σ ∈

(
0, 1

2

)
, β ∈ (0, 1)

1: for k = 0, 1, . . . do
2: If ∇ϕ(xk ) = 0, stop; otherwise let μk := c‖∇ϕ(xk )‖ and go to next step
3: Choose dk ∈ IRn such that −∇ϕ(xk ) ∈ ∂2ϕ(xk )(dk ) + μkdk

4: Set τk = 1
5: while ϕ(xk + τkdk ) > ϕ(xk ) + στk 〈∇ϕ(xk ), dk 〉 do
6: set τk := βτk
7: end while
8: Set xk+1 := xk + τkdk

9: end for

Our first major result in this section establishes the well-posedness and global
convergence of iterates generated by Algorithm 2 to stationary points of ϕ under only
the positive-semidefiniteness assumption on the generalized Hessian ∂2ϕ(x).
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Theorem 3 (well-posedness and convergence of the coderivative-based regularized
Newton algorithm) For a function ϕ : IRn → IR of class C1,1 on IRn, the following
assertions hold:
(i) Let x ∈ IRn be such that ∇ϕ(x) �= 0 and ∂2ϕ(x) is positive-semidefinite, i.e.,

〈z, w〉 ≥ 0 for all z ∈ ∂2ϕ(x)(w) and w ∈ IRn . (4.1)

Then for any ε > 0, there exists a nonzero direction d ∈ IRn with

− ∇ϕ(x) ∈ ∂2ϕ(x)(d) + εd. (4.2)

Moreover, every such direction satisfies the inequality 〈∇ϕ(x), d〉 < 0. Consequently,
for each σ ∈ (0, 1) and d ∈ IRn satisfying (4.2) we have δ > 0 such that

ϕ(x + τd) ≤ ϕ(x) + στ 〈∇ϕ(x), d〉 whenever τ ∈ (0, δ). (4.3)

(ii)Picking any starting point x0 ∈ IRn such that ∂2ϕ(x) is positive-semidefinite for all
x ∈ � from (3.5), we have that Algorithm 2 either stops after finitely many iterations,
or produces a sequence of iterates {xk} ⊂ � such that the sequence of values {ϕ(xk)}
is monotonically decreasing. Moreover, all the accumulation points of {xk} satisfy the
stationarity condition.

Proof To justify (i), fix x satisfying the assumptions therein and consider the function

ϕε(·) = ϕ(·) + ε

2
‖ · ‖2 for any ε > 0 on IRn .

It follows from the second-order subdifferential sum rule in [59, Proposition 1.121]
that

∂2ϕε(x)(w) = ∂2ϕ(x)(w) + εw for all w ∈ IRn . (4.4)

Thus z − εw ∈ ∂2ϕ(x)(w) whenever z ∈ ∂2ϕε(x)(w). Due to the positive-
semidefiniteness of ∂2ϕ(x)(w), we get 〈z, w〉 ≥ ε‖w‖2, which implies that ∂2ϕε(x) is
positive-definite. It follows from [60, Theorem 5.16] that∇ϕε is locally strongly max-
imally monotone around (x,∇ϕε(x)). Hence the gradient mapping ∇ϕε is strongly
metrically regular around this point due to [60, Theorem5.13] telling us that the inverse
mapping ∇ϕ−1

ε : IRn ⇒ IRn admits a single-valued localization ϑ : V → U around
(∇ϕε(x), x), which is locally Lipschitzian around the point ∇ϕε(x). Combining this
with the scalarization formula (2.7) yields the representations

D∗∇ϕ−1
ε

(∇ϕε(x), x
)(∇ϕ(x)

) = D∗ϑ
(∇ϕε(x)

)(∇ϕ(x)
) = ∂

〈∇ϕ(x), ϑ
〉(∇ϕε(x)

)
.

(4.5)

Since ϑ is locally Lipschitzian, we deduce from [59, Theorem 1.22] that ∂〈∇ϕε(x),

ϑ〉(∇ϕε(x)) �= ∅. Thus it follows from (4.5) that

D∗∇ϕ−1
ε

(∇ϕε(x), x
)(∇ϕ(x)

) �= ∅. (4.6)
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Picking any−d ∈ D∗∇ϕ−1
ε (∇ϕε(x), x)(∇ϕ(x)) and easily representing the coderiva-

tive of the inverse mapping∇ϕ−1
ε via that of∇ϕε, we deduce from (4.6) the inclusion

−∇ϕ(x) ∈ D∗∇ϕε(x)(d) = ∂2ϕε(x)(d).

Due to (4.4), it follows from the above that −∇ϕ(x) ∈ ∂2ϕ(x)(d) + εd.
To verify (i), it remains to show that d �= 0. Supposing the contrary and using the

local Lipschitz continuity of ∇ϕ, we obtain from [59, Theorem 1.44] that

−∇ϕ(x) ∈ ∂2ϕ(x)(0) = (D∗∇ϕ
)
(x)(0) = {0},

which contradicts the imposed assumption ∇ϕ(x) �= 0. The positive-definiteness of
∂2ϕε(x) yields 〈∇ϕ(x), d〉 < 0 that ensures in turn the fulfillment of (4.3) due to [44,
Lemmas 2.18 and 2.19].

Nextwe proceedwith the proof of (ii). It follows from (i) while arguing by induction
that Algorithm 2 either stops after finitely many iterations, or produces a sequence of
iterates {xk} ⊂ � such that ϕ(xk+1) < ϕ(xk) for all k ∈ IN. Let us first show that the
sequence {dk} is bounded. Indeed, it follows from the construction that

− ∇ϕ(xk) − μkdk ∈ ∂2ϕ(xk)(dk) for all k ∈ IN, (4.7)

and thus we get that 〈−∇ϕ(xk) − μkdk, dk〉 ≥ 0, i.e.,

〈∇ϕ(xk),−dk〉 ≥ μk‖dk‖2, k ∈ IN. (4.8)

Employing the Cauchy–Schwarz inequality and replacingμk with c‖∇ϕ(xk)‖ lead us
to

c‖∇ϕ(xk)‖ · ‖dk‖ = μk‖dk‖ ≤ ‖∇ϕ(xk)‖

and readily implies that ‖dk‖ ≤ 1/c for all k.
Fix now an accumulation point x̄ of the sequence of iterates {xk} and find a sub-

sequence {xk j } of {xk} such that xk j → x̄ as j → ∞. Since the sequence {ϕ(xk)} is
nonincreasing and ϕ(x̄) is an accumulation point of {ϕ(xk)}, this sequence converges
to ϕ(x̄) as k → ∞. Moreover, we have

ϕ(xk+1) − ϕ(xk) ≤ στk〈∇ϕ(xk), dk〉 < 0 for all k ∈ IN,

which yields the equality

lim
k→∞ τk〈∇ϕ(xk), dk〉 = 0. (4.9)

Using the boundedness of {dk}, we find a subsequence {dk j } converging to some
d̄ ∈ IRn . Let us verify that

〈∇ϕ(x̄), d̄
〉 = 0. (4.10)
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Indeed, if lim sup j→∞ τk j > 0, then (4.10) follows immediately from (4.9). Other-
wise, we have lim j→∞ τk j = 0, and the exit condition of the backtracking line search
in Step 5 of Algorithm 2 brings us to

ϕ
(
xk j + τ ′

k j
dk j
)

> ϕ
(
xk j
)+ στ ′

k j
〈∇ϕ(xk j ), dk j 〉 (4.11)

for all j ∈ IN, where τ ′
k j

:= τk j /β. Dividing now both sides of (4.11) by τ ′
k j

and
letting j → ∞ implies that

〈∇ϕ(x̄), d̄
〉 = lim

j→∞
ϕ
(
xk j + τ ′

k j
dk j
)− ϕ

(
xk j
)

τ ′
k j

≥ σ
〈∇ϕ(x̄), d̄

〉
.

This tells us that
〈∇ϕ(x̄), d̄

〉 ≥ 0 by σ < 1. Letting j → ∞ in
〈∇ϕ(xk j ), dk j

〉 ≤ 0,
we get

〈∇ϕ(x̄), d̄
〉 ≤ 0 and arrive at (4.10). Combining (4.8) and (4.10) verifies that

μk j ‖dk j ‖2 → 0 as j → ∞. By the definition of {μk} and the convergence xk j → x̄ ,
we have μk j = c‖∇ϕ(xk j )‖ → c‖∇ϕ(x̄)‖ as j → ∞, which ensures that

c ‖∇ϕ(x̄)‖ · ∥∥d̄
∥∥2 = lim

j→∞ μk j

∥∥∥dk j

∥∥∥
2 = 0. (4.12)

Since ϕ is of class C1,1 around x̄ , it follows from [59, Theorem 1.44] and (4.7) that
there exists 
 > 0 such that ‖∇ϕ(xk j )+μk j d

k j ‖ ≤ 
‖dk j ‖ for all j sufficiently large.
This yields

∥∥∥∇ϕ(xk j )

∥∥∥
2 + 2μk j

〈
∇ϕ(xk j ), dk j

〉
+ μ2

k j

∥∥∥dk j

∥∥∥
2 ≤ 
2

∥∥∥dk j

∥∥∥
2

for such j . Letting j → ∞ in the above inequality, we arrive at ‖∇ϕ(x̄)‖2 ≤ 
2
∥∥d̄
∥∥2

due to (4.10) and the second equality in (4.12). Using the obtained estimate together
with the first part of (4.12) gives us ∇ϕ(x̄) = 0 and thus completes the proof of the
theorem. ��
Remark 4 (on proof of Theorem 3(ii)) Following the suggestion of the referee, we
provide an alternative proof of the assertions in (ii) of Theorem 3 by assuming the
contrary and using the gradient related property taken from [6]. Indeed, suppose that
∇ϕ(x̄) �= 0 and then show that {dk} is gradient related to {xk}, i.e., for any subsequence
{xk j } converging to x̄ , the corresponding subsequence {dk

j } is bounded and satisfies

lim sup
j→∞

〈∇ϕ(xk j ), dk j 〉 < 0. (4.13)

Indeed, the boundedness of {dk} is verified by the same proof as in Theorem 3(ii).
Due to (4.8), we have

〈∇ϕ(xk j ), dk j 〉 ≤ −μk j ‖dk j ‖2 = −c‖∇ϕ(xk j )‖.‖dk j ‖2 for all j ∈ IN. (4.14)
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Since ϕ is of class C1,1 around x̄ , it follows from [59, Theorem 1.44] and (4.7) that
there exists 
 > 0 such that ‖∇ϕ(xk j ) + μk j d

k j ‖ ≤ 
‖dk j ‖ for all j sufficiently
large. By the definition of {μk} and the convergence xk j → x̄ , we have that μk j =
c‖∇ϕ(xk j )‖ → c‖∇ϕ(x̄)‖ as j → ∞, which ensures thatμk j is bounded from above
by some m > 0, and thus arrive at the estimate

‖∇ϕ(xk j )‖ ≤ ‖∇ϕ(xk j ) + μk j d
k j ‖ + μk j ‖dk j ‖ ≤ (
 + m)‖dk j ‖ for all j ∈ IN.

(4.15)

Combining (4.14) and (4.15) tells us that

〈∇ϕ(xk j ), dk j 〉 ≤ −c(
 + m)−2‖∇ϕ(xk j )‖3 for all j ∈ IN.

By taking the upper limit in both sides above and using ∇ϕ(x̄) �= 0 justifies (4.13).
Therefore, it follows from [6, Proposition 1.2.1] that ∇ϕ(x̄) = 0, a contradiction that
verifies (ii).

The next theorem establishes the linear and superlinear convergence rates of iterates
in Algorithm 2 to tilt-stable minimizers under the metric regularity assumption on ∇ϕ

at the solution point x̄ . Note that the latter property is constructively characterized by
(2.4) and (2.10) as

{
u ∈ IRn

∣∣ 0 ∈ ∂
〈
u,∇ϕ

〉
(x̄)
} = {0}.

Theorem 4 (linear and superlinear global convergence of coderivative-based regular-
ized Newton algorithm) In the setting of Theorem 3, let x̄ be an accumulation point of
{xk} such that ∇ϕ is metrically regular around this point. Then x̄ is a tilt-stable local
minimizer of ϕ and Algorithm 2 converges to x̄ with the convergence rates as follows:

(i) The sequence of values {ϕ(xk)} converges to ϕ(x̄) at least Q-linearly.
(ii) The sequences {xk} and {∇ϕ(xk)} converge at least R-linearly to x̄ and 0, respec-

tively.
(iii) The convergence rates of {xk}, {ϕ(xk)}, and {∇ϕ(xk)} are at least Q-superlinear

if ∇ϕ is semismooth∗ at x̄ and either one of the following two conditions holds:

(a) ∇ϕ is directionally differentiable at x̄ .
(b) σ ∈ (0, 1/(2
κ)), where κ > 0 and 
 > 0 are moduli of metric regularity and

Lipschitz continuity of ∇ϕ around x̄, respectively.

Proof We split the proof into the seven major claims of their own interest.

Claim 1 x̄ is a tilt-stable local minimizer of ϕ. Due to Theorem 3, x̄ is a stationary point
of ϕ and x̄ ∈ �, which implies that ∂2ϕ(x̄) is positive-semidefinite. This property and
the imposed metric regularity of ∇ϕ around x̄ with modulus κ allow us to conclude
by using [22, Theorem 4.13] that x̄ is a tilt-stable local minimizer of ϕ with the same
modulus κ .

Claim 2 For any subsequence {xk j } of {xk} with xk j → x̄ as j → ∞, the corre-
sponding sequence {τk j } in Algorithm 2 is bounded from below by a positive number
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γ , and we have

ϕ(xk j ) − ϕ(xk j +1) ≥ σγ

κ
‖dk j ‖2 for all large j ∈ IN. (4.16)

Indeed, supposing on the contrary that {τk j } is not bounded from below by a positive
number and combining this with τk ≥ 0 give us a subsequence of {τk j } that converges
to 0. Let τk j → 0 as j → ∞without loss of generality. Then using the characterization
of tilt-stableminimizers via the combined second-order subdifferential taken from [61,
Theorem 3.5] and [11, Proposition 4.6], we find δ > 0 with

〈z, w〉 ≥ 1

κ
‖w‖2 for all z ∈ ∂2ϕ(x)(w), x ∈ Bδ(x̄), and w ∈ IRn . (4.17)

Since −∇ϕ(xk j )−μk j d
k j ∈ ∂2ϕ(xk j )(dk j ) for all j ∈ IN, it follows from (4.17) that

〈−∇ϕ(xk j ), dk j 〉 ≥
(

μk j + 1

κ

)
‖dk j ‖2 ≥ 1

κ
‖dk j ‖2 for all j sufficiently large.

(4.18)

Then Claim 1 of Theorem 3 tells us that the sequence {dk} is bounded. Hence xk j +
τk j d

k j → x̄ as j → ∞ and xk j + τk j d
k j ∈ intBδ(x̄) whenever j is sufficiently large.

Applying Lemma 3 from the Appendix, we get

β−1τk j >
2(σ − 1)〈∇ϕ(xk j ), dk j 〉


‖dk j ‖2 ≥ 2(1 − σ)

κ

,

where the second inequality follows from (4.18).
Letting j → ∞ gives us σ ≥ 1, a contradiction due to σ < 1. This verifies the

existence of γ > 0 such that τk j ≥ γ for all j ∈ IN. Using estimate (4.18), we find
j0 ∈ IN with

ϕ(xk j ) − ϕ(xk j +1) ≥ στk j 〈−∇ϕ(xk j ), dk j 〉 ≥ σγ

κ
‖dk j ‖2 for all j ≥ j0,

(4.19)

which therefore justifies Claim 2.

Claim 3 The iterative sequence {xk} converges to x̄ . To verify this, we are based on
Ostrowski’s condition from [26, Proposition 8.3.10]. Let us first check that there is no
other accumulation point of {xk} in Bδ(x̄). On the contrary, suppose that there exists
x̃ ∈ Bδ(x̄) such that x̃ �= x̄ and x̃ is an accumulation point of {xk}. It follows from
Theorem 3 that x̃ is a stationary point of ϕ, which contradicts the strong convexity of ϕ
on Bδ(x̄). Supposing next that {xk j } is an arbitrary subsequence of {xk} with xk j → x̄
as j → ∞, we check that

lim
j→∞ ‖xk j +1 − xk j ‖ = 0. (4.20)
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Indeed, find by Claim 2 such γ > 0 that (4.16) holds, which implies that

‖xk j +1 − xk j ‖2 = τ 2k j
‖dk j ‖2 ≤ ‖dk j ‖2 ≤ κ

σγ

(
ϕ(xk j ) − ϕ(xk j +1)

)
→ 0

as j → ∞ and thus verifies (4.20). Employing now [26, Proposition 8.3.10] ensures
the convergence of {xk} to x̄ as k → ∞ and therefore completes the proof of this
claim.

Claim 4 The convergence rate of {ϕ(xk)} is at least Q-linear, while the convergence
rates of {xk} and {‖∇ϕ(xk)‖} are at least R-linear. Indeed, the strong convexity of ϕ

on Bδ(x̄) implies that

ϕ(x) ≥ ϕ(u) + 〈∇ϕ(u), x − u〉 + 1

2κ
‖x − u‖2 and

〈∇ϕ(x) − ∇ϕ(u), x − u〉 ≥ 1

κ
‖x − u‖2 (4.21)

for all x, u ∈ Bδ(x̄). By the convergence xk → x̄ we have that xk ∈ U for all k
sufficiently large, which we assumed from now on. Substituting x := xk and u := x̄
into (4.21) and then using the Cauchy–Schwarz inequality together with ∇ϕ(x̄) = 0
yield the estimates

ϕ(xk) ≥ ϕ(x̄) + 1

2κ
‖xk − x̄‖2 and (4.22)

‖∇ϕ(xk)‖ ≥ 1

κ
‖xk − x̄‖. (4.23)

The local Lipschitz continuity of ∇ϕ around x̄ and the result of [44, Lemma A.11]
ensure the existence of a positive number 
 such that

ϕ(xk) − ϕ(x̄) = |ϕ(xk) − ϕ(x̄) − 〈∇ϕ(x̄), xk − x̄〉| ≤ 


2
‖xk − x̄‖2. (4.24)

Moreover, since −∇ϕ(xk) − μkdk ∈ ∂2ϕ(xk)(dk), by using [59, Theorem 1.44] we
have

‖∇ϕ(xk) + μkdk‖ ≤ 
‖dk‖. (4.25)

It follows from the convergence xk → x̄ and ∇ϕ(x̄) = 0 that μk = c‖∇ϕ(xk)‖ → 0
as k → ∞, which implies that μk ≤ 
. Combining the latter with (4.25) gives us the
estimates

‖∇ϕ(xk)‖ ≤ ‖∇ϕ(xk) + μkdk‖ + μk‖dk‖ ≤ 2
‖dk‖. (4.26)
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By Claim 2 we have that {τk} is bounded from below by some constant γ > 0 and
that

ϕ(xk) − ϕ(xk+1) ≥ σγ

κ
‖dk‖2,

which together with (4.26) yields the inequality

ϕ(xk) − ϕ(xk+1) ≥ σγ

4κ
2
‖∇ϕ(xk)‖2. (4.27)

Combining finally (4.23), (4.24), and (4.27) and then applying Lemma 4 with the
sequences αk := ϕ(xk) − ϕ(x̄), βk := ‖∇ϕ(xk)‖, γk := ‖xk − x̄‖ and positive
numbers c1 := (σγ )/(4κ
2), c2 := 1/κ , and c3 := 
/2, we complete the verification
of all the conclusions of this claim.

Claim 5 ‖xk +dk − x̄‖ = o(‖xk − x̄‖) provided that∇ϕ is semismooth∗ at x̄ . Indeed,
the subadditivity property of coderivatives taken from [46, Lemma 5.6] tells us that

∂2ϕ(xk)(dk) ⊂ ∂2ϕ(xk)(xk + dk − x̄) + ∂2ϕ(xk)(−xk + x̄).

Since −∇ϕ(xk) − μkdk ∈ ∂2ϕ(xk)(dk), there exists vk ∈ ∂2ϕ(xk)(−xk + x̄) such
that

−∇ϕ(xk) − μkdk − vk ∈ ∂2ϕ(xk)(xk + dk − x̄).

For large k ∈ IN with xk ∈ Bδ(x̄), applying (4.17) yields

〈∇ϕ(xk),−dk〉 ≥ (κ−1 + μk
)‖dk‖2 ≥ κ−1‖dk‖2, (4.28)

〈−∇ϕ(xk) − μkdk − vk, xk + dk − x̄〉 ≥ 1

κ
‖xk + dk − x̄‖2.

Using again the Cauchy–Schwarz inequality together with ∇ϕ(x̄) = 0 ensures that

‖dk‖ ≤ κ‖∇ϕ(xk)‖ = κ‖∇ϕ(xk) − ∇ϕ(x̄)‖ ≤ κ
‖xk − x̄‖, (4.29)

‖xk + dk − x̄‖ ≤ κ‖∇ϕ(xk) + vk + μkdk‖ ≤ κ
(
‖∇ϕ(xk) + vk‖ + μk‖dk‖

)
.

(4.30)

Furthermore, it follows from the Lipschitz continuity of ∇ϕ on Bδ(x̄) and from
∇ϕ(x̄) = 0 that

μk = c‖∇ϕ(xk)‖ = c‖∇ϕ(xk) − ∇ϕ(x̄)‖ ≤ 
‖xk − x̄‖. (4.31)

Combining (4.29), (4.30), (4.31) tells us that

‖xk + dk − x̄‖ ≤ κ‖∇ϕ(xk) + vk‖ + κ2
2‖xk − x̄‖2. (4.32)
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Using now the semismooth∗ property of the gradient mapping ∇ϕ at x̄ together with
the stationarity condition ∇ϕ(x̄) = 0 implies by [46, Lemma 5.5] that

‖∇ϕ(xk) + vk‖ = ‖∇ϕ(xk) − ∇ϕ(x̄) + vk‖ = o(‖xk − x̄‖). (4.33)

It follows from (4.32) and (4.33) that ‖xk +dk − x̄‖ = o(‖xk − x̄‖) as k → ∞, which
verifies this claim.

Claim 6 We have τk = 1 for all large k ∈ IN provided that ∇ϕ is semismooth∗ at
x̄ and that either condition (a), or condition (b) of the theorem holds. To proceed,
it suffices to verify the estimate in (3.21) under both conditions (a) and (b). If (a)
is satisfied, then ∇ϕ is semismooth at x̄ . Then this estimate and the assertion of the
claim follows directly by (4.28) and Proposition 2. Assuming now the condition in (b)
and using Claim 5, we easily see that {dk} converges to 0 and that xk + dk → x̄ as
k → ∞. Employing (4.21) justifies (3.24). Then (3.21) follows from Lemma 1 and
thus completes the verification of the claim.

Claim 7TheQ-superlinear convergence holds in both cases (a) and (b) of (iii). Indeed,
we get from Claim 6 that τk = 1 for all k sufficiently large. It follows from Claim 5
that

‖xk+1 − x̄‖ = ‖xk + τkdk − x̄‖ = ‖xk + dk − x̄‖ = o(‖xk − x̄‖) as k → ∞,

which justifies the Q-superlinear convergence of {xk} in both cases. The Q-superlinear
convergence of {ϕ(xk)} follows immediately from (4.22) and (4.24), while the Q-
superlinear convergence of {∇ϕ(xk)} is a consequence of (4.23) and (4.31). This
completes the proof of the theorem. ��

Remark 5 (comparison with related globalized Newton-type algorithms) Observe the
following: (i) In contrast to the generalized damped Newton algorithm (Algorithm 1),
the solvability of subproblems and the behavior of accumulation points in Algorithm 2
are guaranteed merely under the positive-semidefiniteness of ∂2ϕ(x) in Theorem 3. To
achieve the convergence of the iterative sequence {xk} in Algorithm 2, we only need
the metric regularity of ∇ϕ around the accumulation point x̄ instead of the positive-
definiteness of ∂2ϕ(x) for all x ∈ �, which is the key assumption of the convergence in
Algorithm 1. Note also that this is just a sufficient condition to ensure the convergence
of Algorithm 2. The crucial open question we will pursue in our future research is
whether it is possible to replace the metric regularity of ∇ϕ in Theorem 4 by a weaker
assumption. One of the natural assumptions of this type is that ‖∇ϕ(x)‖ provides a
local error bound near the accumulation point, which was investigated in, e.g., [15,
50, 94] in different settings.

(ii) The generalized regularized Newton methods via the Bouligand Jacobian can
be found in Pang and Qi [75] and in the book [26, Sect. 8.3.3]. Their method aims to
solve the optimization problem

minimize ϕ(x) subject to x ∈ P, (4.34)
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where P is a nonempty polyhedron in IRn , ϕ is a convex C1,1 function defined on an
open convex set � ⊂ IRn containing P . In the case of unconstrained minimization
(1.1) with P = IRn , the generalized regularized Newton method via the Bouligand
Jacobian requires to find direction dk as solutions to the equation

−∇ϕ(xk) = (Ak + εk I )dk, where Ak ∈ ∂B∇ϕ(xk), and εk > 0.

The key assumption to guarantee the convergence of their methods is that all the
matrices in ∂B∇ϕ(x̄) are nonsingular, where x̄ is the accumulation point of the iter-
ative sequence {xk} generated by their method; see, e.g., [26, Theorem 8.3.19]. This
assumption is weaker than our assumption that ∇ϕ is metrically regular around (x̄, 0)
due to the coderivative criterion (2.4) and the inclusion

∂B∇ϕ(x̄)w ⊂ ∂2ϕ(x̄)(w) for all w ∈ IRn .

Observe to this end that the metric regularity property is defined for arbitrary set-
valued mappings, and it is used for subgradient ones in this paper to guarantee the
convergence; see Sect. 5. Note also the calculus rules developed for the ∂B∇ϕ aremore
limited in comparison with full calculus available for ∂2ϕ.

5 Coderivative-based Newtonmethods in composite optimization

In this section, we consider a broad and highly important class of optimization prob-
lems given by

minimize ϕ(x) := f (x) + g(x), x ∈ IRn, (5.1)

where f : IRn → IR is a convex and smooth function, while the regularizer g : IRn →
IR is a convex and extended-real-valued one. This class is known as problems of convex
composite optimization.

Problems written in format (5.1) frequently arise in many applied areas including
machine learning, compressed sensing, imageprocessing, etc. Since the regularizer g is
generally extended-real-valued, the unconstrained format (5.1) encompasses problems
of constrained optimization. If, in particular, g is the indicator function of a closed
and convex set, then (5.1) becomes a constrained optimization problems studied, e.g.,
in the book [72] with numerous applications.

One of the most well-recognized and applied algorithms to solve problems (5.1) is
the forward–backward splitting (FBS), or proximal splitting, method [14, 52]. Since
thismethod is offirst order, its rate of convergence is atmost linear.Another approach to
solve (5.1) is to use second-ordermethods such as proximalNewtonmethods, proximal
quasi-Newton methods, etc.; see, e.g., [5, 49, 69]. Although the latter approach has
several benefits over first-order methods (as fast convergence and high accuracy), a
severe limitation of these methods is the cost of solving subproblems.

To develop here new globally convergent Newtonmethods to solve convex compos-
ite optimization problems of type (5.1), we first recall the classical notions of convex
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and variational analysis; see, e.g., [88]. Given an extended-real-valued, proper, l.s.c.
functionϕ : IRn → IR and a number γ > 0, theMoreau envelope eγ ϕ and the proximal
mapping Proxγ ϕ are defined by, respectively,

eγ ϕ(x) := inf
y∈IRn

{
ϕ(y) + 1

2γ
‖y − x‖2

}
, (5.2)

Proxγ ϕ(x) := argmin
y∈IRn

{
ϕ(y) + 1

2γ
‖y − x‖2

}
. (5.3)

If λ = 1, we use the notation eϕ(x) and Proxϕ(x) in (5.2) and (5.3), respectively.
These notions have been well investigated in variational analysis and optimization as
efficient tools of regularization and approximation of nonsmooth functions. Given a
closed set ∅ �= C ⊂ IRn , the orthogonal projection mapping PC : IRn ⇒ IRn is

PC (x) := argminy∈C ‖y − x‖ for all x ∈ IRn .

It is clear that if g : IRn → (−∞,∞] be defined by g(x) := δC (x), we have

Proxγ g(x) = PC (x) for all x ∈ IRn, γ > 0.

More recently, the following extended notion, known now as the forward-backward
envelope, has been introduced by Patrinos and Bemporad [76] for problems of convex
composite optimization.

Definition 4 (forward-backward envelope) Let ϕ = f +g be as in (5.1), and let γ > 0.
The forward- backward envelope (FBE) of ϕ with parameter γ is

ϕγ (x) := inf
y∈IRn

{
f (x) + 〈∇ f (x), y − x〉 + g(y) + 1

2γ
‖y − x‖2

}
, (5.4)

which, by construction (5.2) of the Moreau envelope, is represented by

ϕγ (x) = f (x) − γ

2
‖∇ f (x)‖2 + eγ g

(
x − γ∇ f (x)

)
. (5.5)

The FBE has already been used for developing some efficient algorithms to solve non-
smooth optimization problems; see, e.g., [76, 90, 91] with further references therein.
The following results taken from [76, 90] list those properties of the forward-backward
envelope for convex composite extended-real-valued functions that are needed to
derive the main results of this section.

Proposition 3 (basic properties of FBE) Let ϕ = f + g be as in (5.1), and let γ > 0.
Suppose that f is C2-smooth on IRn, and that ∇ f is Lipschitz continuous on IRn with
modulus 
 > 0. Then we have:

(i) The FBE ϕγ of ϕ is C1-smooth on IRn with the gradient

∇ϕγ (x) = γ −1(I − γ∇2 f (x)
)(

x − Proxγ g(x − γ∇ f (x))
)
, x ∈ IRn . (5.6)
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Moreover, the set of optimal solutions to (5.1) agrees with the stationary points of ϕγ

by

argmin ϕ := zer∇ϕγ = {x ∈ IRn
∣∣ ∇ϕγ (x) = 0

}
for all γ ∈ (0, 1/
).

(ii) Let f (x) := 1
2 〈Ax, x〉+ 〈b, x〉+α, where A ∈ IRn×n is a positive-semidefinite

symmetric matrix, b ∈ IRn, and α ∈ IR. Define the numbers

L : = 2
(
1 − γ λmin(A)

)
/γ and

K : = min
{
(1 − γ λmin(A))λmin(A), (1 − γ λmax(A))λmax(A)

}
.

Then for all γ ∈ (0, 1/
), the FBE ϕγ is convex and its gradient ∇ϕγ is globally
Lipschitzian on IRn with modulus L. If A is positive-definite, then ϕγ is strongly
convex with modulus K .

It follows fromProposition 3 that using the forward-backward envelope (5.4)makes
it possible to pass from the nonsmooth composite optimization problem (5.1) to the
unconstrained one:

minimize ϕγ (x) subject to x ∈ IRn (5.7)

with a smooth cost function. Thanks to the explicit calculations of ϕγ in (5.5) and its
gradient (5.6), we can extend Algorithm 1 and Algorithm 2 to cover problem (5.1) via
passing to (5.7). The implementation of this procedure requires revealing appropriate
assumptions on ϕ in (5.1), which ensure the fulfillment of those for ϕγ and thus allow
us to apply the results of Sects. 3, 4 to the class of nondifferentiable convex problems
(5.7).

Note that (5.7) is not generally a problemofC1,1 optimization, since Proposition 3(i)
does not ensure the Lipschitz continuity of ∇ϕγ . The latter property is guaranteed by
Proposition 3(ii) when f is a quadratic function and thus problem (5.1) is written as

minimize ϕ(x) := 1

2
〈Ax, x〉 + 〈b, x〉 + α + g(x), x ∈ IRn, (5.8)

where A ∈ IRn×n is a positive-semidefinite symmetric matrix, b ∈ IRn , and α ∈ IR.
From now on, this is our standing framework for the rest of the section.

Let us highlight that problems of type (5.8) are important for their own sake, while
they also arise frequently as subproblems for various efficient numerical algorithms
including sequential quadratic programming methods (SQP) [7, 44], augmented
Lagrangian methods [38, 51, 81], proximal Newton methods [49, 69], etc. Observe
furthermore that optimization problems of this type often appear in practical models
related, e.g., to machine learning and statistics. In particular, Lasso problems consid-
ered in Sect. 6 can be written in form (5.8). Moreover, there are some other important
classes of problems that are modeled as (5.8). They include problems in support vector
machine [43], convex clustering [78, 89], constrained quadratic optimization [72], etc.

123



P. D. Khanh et al.

Now we start the procedure of designing and justifying globally convergent gener-
alized Newton algorithms to solve the convex composite problem (5.8) by applying
the corresponding results for the C1,1 optimization problem (5.7) obtained in Sects. 3
and 4. The first step is to express the generalized Hessian of the FBE ϕγ from (5.7) in
terms of the given data of (5.8).

Proposition 4 (calculating the generalized Hessian of FBE) Let ϕ = f + g be as in
(5.8), and let γ > 0 be such that B := I − γ A is positive-definite. Then we have the
calculation formula

z̄ ∈ ∂2ϕγ (x̄)(w) ⇐⇒ B−1 z̄ − Aw ∈ ∂2g

(
Proxγ g(ū),

1

γ

(
ū − Proxγ g(ū)

)) (
w − γ B−1 z̄

)

(5.9)

for any x̄ ∈ IRn, w ∈ IRn, and ū := x̄ − γ (Ax̄ + b).

Proof Fix x, w, and ū as above and define the function h : IRn → IR by

h(x) := eγ g
(
x − γ (Ax + b)

)
for all x ∈ IRn .

It is clear that h is continuously differentiable with

∇h(x̄) = (I − γ A)∗∇eγ g(ū) = B∇eγ g(ū).

It follows from the definition of FBE (5.5) and the second-order sum rule from [59,
Proposition 1.121] that

∂2ϕγ (x̄)(w) = (A − γ A∗ A)w + ∂2h(x̄)(w) = B Aw + ∂2h(x̄)(w). (5.10)

By using the second-order chain rule from [59, Theorem 1.127], we have

∂2h(x̄)(w) = B∂2eγ g(ū)(Bw). (5.11)

Combining (5.10) and (5.11) gives us the relationship

∂2ϕγ (x̄)(w) = B Aw + B∂2eγ g(ū)(Bw),

which in turn yields the equivalencies

z̄ ∈ ∂2ϕγ (x̄)(w) ⇐⇒ z̄ − B Aw ∈ B∂2eγ g(ū)(Bw) ⇐⇒ B−1 z̄ − Aw ∈ ∂2eγ g(ū)(Bw).

Employing finally [46, Lemma 6.2], we arrive at the inclusion

B−1 z̄ − Aw ∈ ∂2g

(
Proxγ g(ū),

1

γ

(
ū − Proxγ g(ū)

))
(Bw − γ B−1 z̄ + γ Aw),

which completes the proof of the proposition due to Bw + γ Aw = w. ��
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The next proposition shows that themetric regularity and tilt stability of the original
objective ϕ in (5.8) is equivalent to the corresponding properties of its FBE ϕγ in (5.7).
Moreover, we get a useful estimate of the inverse mapping of ∂2ϕγ in terms of the
given data of (5.8).

Proposition 5 (metric regularity and tilt-stability of FBE) Let ϕ = f + g be as in
(5.8), and let γ > 0 be such that B := I − γ A is positive-definite. Then for any
x̄ ∈ IRn satisfying 0 ∈ ∂ϕ(x̄) we have:

(i) ‖∂2ϕγ (x̄)−1‖ ≤ ‖∂2ϕ(x̄, 0)−1‖ + γ ‖B−1‖.
(ii) ∂ϕ is metrically regular around (x̄, 0) if and only if ∇ϕγ is metrically regular

around x̄.
(iii) x̄ is a tilt-stable local minimizer of ϕ if and only if x̄ is a tilt-stable local minimizer

of ϕγ .

Proof It follows from Proposition 4 that

z ∈ ∂2ϕγ (x̄)(w) ⇐⇒ 0 ∈ Aw + ∂2g

(
Proxγ g(ū),

1

γ

(
ū − Proxγ g(ū)

)) (
w − γ B−1z

)

(5.12)

with ū defined therein. The convexity of ϕ ensures that x̄ is an optimal solution to (5.8),
and thus x̄ − Proxγ g(ū) = 0 by [1, Theorem 27.2]. Therefore, (5.12) is equivalent to

z ∈ Aw + ∂2g(x̄,−Ax̄ − b)(w − γ B−1z)

= A(w − γ B−1z) + ∂2g(x̄,−Ax̄ − b)(w − γ B−1z) + γ AB−1z.

(5.13)

The second-order subdifferential sum rule from [59, Proposition 1.121] yields

A(w − γ B−1z) + ∂2g(x̄,−Ax̄ − b)(w − γ B−1z) = ∂2( f + g)(x̄, 0)(w − γ B−1z)

= ∂2ϕ(x̄, 0)(w − γ B−1z).

(5.14)

Combining (5.12), (5.13), and (5.14) gives us the equivalence

z ∈ ∂2ϕγ (x̄)(w) ⇐⇒ z ∈ ∂2ϕ(x̄, 0)(w − γ B−1z), (5.15)

which verifies (i). It follows from the coderivative criterion (2.4) and the equivalence
(5.15) that ∂ϕ is metrically regular around (x̄, 0) if and only if ∇ϕγ is metrically
regular around x̄ , which justifies assertion (ii). Finally, [22, Proposition 4.5] tells us
that a stationary point x̄ is a tilt-stable local minimizer of an l.s.c. convex function
if and only if its subgradient mapping is metrically regular around (x̄, 0). Using this
observation together with (ii), we obtain (iii) and complete the proof of the proposition.

��
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Now we recall some other notions of variational analysis that are used to establish
the superlinear convergence of both algorithms developed in this section to solve
problem (5.8). These notions, introduced by Rockafellar, are taken from the book
[88]. A set-valued mapping S : IRn ⇒ IRm is proto-differentiable at (x̄, ȳ) ∈ gph S if
for any w̄ ∈ IRn , z̄ ∈ Lim, sup

t↓0
w→w̄

(S(x̄ + tw)− ȳ)/t , and tk ↓ 0 there exist wk → w̄ and

zk → z̄ such that zk ∈ (S(x̄ + tkwk) − ȳ)/tk whenever k ∈ IN. Given ϕ : IRn → IR
with x̄ ∈ dom ϕ, consider the family of second-order finite differences

�2
τ ϕ(x̄, v)(u) := ϕ(x̄ + τu) − ϕ(x̄) − τ 〈v, u〉

1
2τ

2

and define the second subderivative of ϕ at x̄ for v ∈ IRn and w ∈ IRn by

d2ϕ(x̄, v)(w) := lim inf
τ↓0u→w

�2
τ ϕ(x̄, v)(u).

Then ϕ is said to be twice epi-differentiable at x̄ for v if for every w ∈ IRn and every
choice of τk ↓ 0 there exists a sequence wk → w such that

ϕ(x̄ + τkw
k) − ϕ(x̄) − τk〈v,wk〉

1
2τ

2
k

→ d2ϕ(x̄, v)(w) as k → ∞.

Twice epi-differentiability has been recognized as an important concept of second-
order variational analysis with numerous applications to optimization; see the
aforementioned monograph by Rockafellar and Wets and the recent papers [54–56]
developing a systematic approach to verify epi-differentiability via parabolic regular-
ity, which is a major second-order property of sets and functions.

The next proposition expresses the properties of the FBE ϕγ in (5.7), which are
needed for the superlinear convergence of our algorithms, in terms of the given data of
(5.8). Recall that the sign ‘>’ before amatrix indicates thematrix positive-definiteness.

Proposition 6 (semismoothness∗ and directional differentiability of FBE derivatives)
Let ϕ = f + g be as in (5.8), and let γ > 0 be such that B := I − γ A is positive-
definite. Then for any x̄ ∈ IRn satisfying the stationary condition 0 ∈ ∂ϕ(x̄) the
following assertions hold:

(i) ∇ϕγ is semismooth∗ at x̄ if ∂g is semismooth∗ at (x̄, v̄), where v̄ := −Ax̄ − b.
(ii) ∇ϕγ is directionally differentiable at x̄ if g is twice epi-differentiable at x̄

for v̄.

Proof Denote hγ (x) := Proxγ g(x−γ (Ax+b)) for all x ∈ IRn andget byProposition 3
that

∇ϕγ (x) = γ −1(I − γ A)
(
x − hγ (x)

) = γ −1Bx − γ Bh−1
γ (x), x ∈ IRn .

(5.16)

Since the stationary point x̄ is an optimal solution to (5.8) due the convexity of ϕ, we
have that x̄ = hγ (x̄) by [1, Theorem 27.2]. Since ∂g is semismooth∗ at (x̄, v̄), we
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have that Proxγ g is semismooth∗ at x̄ − γ (Ax̄ + b) by using [27, Proposition 6]. It
follows from Lemma 5 in the Appendix that hγ is semismooth∗ at x̄ . Employing now
(5.16) and [32, Proposition 3.6] tells us that ∇ϕγ is semismooth∗ at x̄ . This verifies
assertion (i).

To proceed with the proof of (ii), observe by [88, Theorem 13.40] that the twice
epi-differentiability of g at x̄ for v̄ amounts to saying that the subgradient mapping
∂g is proto-differentiable at (x̄, v̄). Using [27, Corollary 8], we conclude that Proxγ g

is directionally differentiable at x̄ − γ (Ax̄ + b), which yields in turn the directional
differentiability of hγ at x̄ . Thus the mapping ∇ϕγ is directionally differentiable at x̄
due to (5.16). This verifies (ii) and completes the proof of the proposition. ��

Now we are ready to describe and then justify the proposed globally coderivative-
based dampedNewtonmethod for solving the convex composite optimization problem
(5.8).

Algorithm 3 Coderivative-based damped Newton algorithm for convex composite
optimization

Input: x0 ∈ IRn , γ > 0 such that B := I − γ A > 0, σ ∈
(
0, 1

2

)
, β ∈ (0, 1), and ϕγ as in (5.4)

1: for k = 0, 1, . . . do
2: If ∇ϕγ (xk ) = 0, stop. Otherwise set uk := xk − γ (Axk + b), vk := Proxγ g(uk )

3: Find dk ∈ IRn st − 1
γ (xk − vk ) − Adk ∈ ∂2g

(
vk , 1

γ (uk − vk )
)

(xk − vk + dk )

4: Set τk = 1
5: while ϕγ (xk + τkdk ) > ϕγ (xk ) + στk 〈∇ϕγ (xk ), dk 〉 do
6: set τk := βτk
7: end while
8: Set xk+1 := xk + τkdk

9: end for

Explicit expressions for the sequences {vk} and {dk} inAlgorithm3 depend on given
structures of the regularizers g, which are efficiently specified in applied models of
machine learning and statistics; see, e.g., Sect. 6. The next theorem provides explicit
sufficient conditions to run Algorithm 3 for solving the class of convex composite
optimization problems (5.8).

Theorem 5 (global convergence of coderivative-based damped Newton algorithm
in convex composite optimization) Consider problem (5.8), where the matrix A is
positive-definite. Then Algorithm 3 either stops after finitely many iterations, or
produces a sequence {xk} such that it globally R-linearly converges to x̄ , which is
the unique solution to (5.8) being a tilt-stable local minimizer of ϕ with modulus
κ := 1/λmin(A). Furthermore, the convergence rate of {xk} is at least Q-superlinear
if the subgradient mapping ∂g is semismooth∗ at (x̄, v̄), where v̄ := −Ax̄ − b, and if
either one of two following conditions is satisfied:

(i) σ ∈ (0, 1/(2 L K )), where L := 2
(
1 − γ λmin(A)

)
/γ and K := κ + γ ‖B−1‖.

(ii) g is twice epi-differentiable at x̄ for v̄.
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Proof We deduce from Propositions 3(ii) and 4 that solving the convex composite
optimization problem (5.8) by Algorithm 3 reduces to solving the C1,1 optimization
problem (5.7) by using Algorithm 1. The rest of the proof is split into the following
two claims.

Claim 1Algorithm 3 either stops after finitely many iterations, or produces a sequence
sequence {xk} that globally R-linearly converges to the unique solution x̄ of (5.8),
which is a tilt-stable local minimizer of ϕ. Indeed, we get from Proposition 3(ii) that
ϕγ is a strongly convex function, and its gradient is globally Lipschitz continuous with
modulus L . It follows from [10, Theorem 5.1] that ∂2ϕγ (x) is positive-definite for all
x ∈ IRn . Then Theorem 1 tells us that Algorithm 3 either stops after finitely many
iterations, or produces a sequence {xk} that globally R-linearly converges to x̄ , which
is a stationary point of ϕγ . Employing again Proposition 3(ii) confirms that x̄ is an
optimal solution to (5.8). Furthermore, the strong convexity of ϕ with modulus λmin(A)

and Lemma 6 from the Appendix yield the uniqueness and tilt stability conclusions
for x̄ .

Claim2The Q-superlinear convergence of xk → x̄ holds under the assumptions of the
theorem. The imposed semismooth∗ property of ∂g at (x̄, v̄) ensures the fulfillment
of this property for ∇ϕγ at x̄ by Lemma 6. Assume now that condition (i) of the
theorem is satisfied. Then we get from Claim 1 that L is a Lipschitz constant of
∇ϕγ around x̄ . As follows from [22, Proposition 4.5], the modulus of tilt-stability
of the l.s.c. convex function ϕ under consideration at x̄ is the same as the modulus
of metric regularity of ϕ around this point. Combining the latter with the statement
of Proposition 5(i) and the precise calculation in (2.5) of the exact bound of metric
regularity, we conclude that x̄ is tilt-stable local minimizer of ϕγ with modulus K .
Thus the claimed assertion on the superlinear convergence in this case follows directly
from Theorem 2. Assuming finally by (ii) that g is twice epi-differentiable at x̄ for v̄,
we deduce from Proposition 6(ii) that the mapping ∇ϕγ is directionally differentiable
at x̄ . Thus the claimed superlinear convergence of {xk} follows in this case from the
corresponding statement of Theorem 2. This completes the proof of the theorem. ��

Theorem 5 and the results of numerical experiments in Sect. 6 show that Algo-
rithm 3, designed in terms of the computable data of (5.8), exhibits an excellent
performance when A is positive-definite, i.e., in the strongly convex setting of
(5.8). Otherwise, this algorithm is not even well-defined. To relax this positive-
definiteness/strong convex assumption,wenowpropose and justify a newcoderivative-
based algorithm of the regularized Newton type, which is well-defined and globally
convergent to solutions of (5.8) for merely positive-semidefinitematrices A with linear
and superlinear convergence rates under some additional assumptions that include the
metric regularity of the subgradient mapping ∂ϕ. Observe that the latter assumption
is weaker than the strong convexity assumption on f in problems of composite opti-
mization (5.1), including those with quadratic functions f as in (5.8). A simple class
of functions ϕ illustrating this observation is given by ϕ = f + |x |. In particular, for
f ≡ 0 we clearly have that

∂2ϕ(0, 0)(v) = {w ∈ IR
∣∣ (w,−v) ∈ IR × {0}},
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and thus 0 ∈ ∂2ϕ(0, 0)(v) �⇒ v = 0, which tells us by (2.4) that ∂ϕ is metrically
regular around (0, 0).

Here is the aforementioned algorithm,which ismore complicated thanAlgorithm3,
while being applied for problems (5.8) with positive-semidefinite matrices A. Note
that the new algorithm does not require performing operations like computing inverse
matrices that are expensive in large dimensions.

Algorithm 4 Coderivative-based regularized Newton algorithm for convex composite
optimization
Input: x0 ∈ IRn , γ > 0 such that B := I − γ A > 0, λ > 0, σ ∈ (0, 1

2

)
, β ∈ (0, 1), and ϕγ as in (5.4)

1: for k = 0, 1, . . . do
2: If ∇ϕγ (xk) = 0, stop. Otherwise set uk := xk − γ (Axk + b), vk := Proxγ g(uk), μk := λ‖∇ϕγ (xk)‖
3: Find zk ∈ IRn st − 1

γ
(xk − vk) − (μk I + AB)zk ∈ ∂2g

(
vk , 1

γ
(uk − vk)

) (
xk − vk + (B + γμk I )zk

)

4: Set dk = Bzk

5: Set τk = 1
6: while ϕγ (xk + τk dk) > ϕγ (xk ) + στk 〈∇ϕγ (xk), dk 〉 do
7: set τk := βτk

8: end while
9: Set xk+1 := xk + τk dk

10: end for

The next theorem fully describes the well-posedness and performance of Algo-
rithm 4.

Theorem 6 (global convergence of coderivative-based regularized Newton algorithm
in convex composite optimization) Consider problem (5.8) of convex composite opti-
mization, where the matrix A is positive-semidefinite. Then we have the assertions:

(i) Algorithm 4 either stops after finitely many iterations, or produces a sequence
{xk} for which all the accumulation points of this sequence are optimal solutions
to (5.8).

(ii) If in addition the subgradient mapping ∂ϕ is metrically regular around (x̄, 0)
with modulus κ > 0, where x̄ is an accumulation point of {xk}, then the sequence
{xk} globally R-linearly converges to x̄ , and x̄ is a tilt-stable local minimizer of
ϕ with modulus κ .

(iii) The rate of convergence of {xk} is at least Q-superlinear if the subgradient
mapping ∂g is semismooth∗ at (x̄, v̄), where v̄ := −Ax̄ − b, and if one of two
following conditions holds:

(a) σ ∈ (0, 1/(2L K )), where L := 2
(
1 − γ λmin(A)

)
/γ and K := κ + γ ‖B−1‖.

(b) g is twice epi-differentiable at x̄ for v̄.

Proof UsingPropositions 3(ii) and 4,we can reduceAlgorithm4 for solving the convex
composite optimization problem (5.8) to Algorithm 2 for solving the C1,1 optimization
problem (5.7). Let us now proceed with the justification of this procedure by verifying
each claim of the theorem.

Claim 1 Assertion (i) holds. Indeed, we have from Proposition 3(ii) that the gradient
mapping ∇ϕγ is globally Lipschitz continuous with modulus L and ϕγ is a convex
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function; thus the generalized Hessian ∂2ϕγ (x) is positive-semidefinite for all x ∈ IRn

by [10, Theorem 3.2]. Therefore, it follows from Theorem 3 that Algorithm 4 either
stops after finitely many iterations, or produces a sequence {xk} whose accumulation
points are solutions to (5.7). This verifies assertion (i).

Claim 2 Assertion (ii) holds. Under the assumptions made in (ii), it follows from
the established relationships between problems (5.8) and (5.7) and the application of
Theorem 4 to the latter that the sequence {xk} globally R-linearly converges to x̄ as
k → ∞. Then we get by [22, Proposition 4.5] that the tilt-stability of ϕ at x̄ with
modulus κ follows from the metric regularity of ∂ϕ and the convexity of ϕ, which
therefore verifies (ii).

Claim 3 Assertion (iii) holds. We deduce from Proposition 6(i) that the
semismoothness∗ of ∂g at (x̄, v̄) yields this property for ∇ϕγ at x̄ . Assuming first
that condition (a) is satisfied, we deduce from Proposition 3(ii) that L is a Lipschitz
constant of ∇ϕγ around x̄ . It follows from [22, Proposition 4.5] that the modulus
of tilt-stability of the l.s.c. convex function ϕ at x̄ is equal to the modulus of metric
regularity of ϕ around this point. Combining the latter with Proposition 5(i) and the
calculation formula for the exact regularity bound in (2.5) tells us that x̄ is a tilt-stable
local minimizer of ϕγ with modulus K . Hence assertion (iii) in case (a) follows from
Theorem 4(a). Assuming now (b) implies by Proposition 6(ii) that ∇ϕγ is direction-
ally differentiable at x̄ . Applying finally Theorem 4(b) to problem (5.7) ensures the
Q-superlinear convergence of sequence xk → x̄ as k → ∞ and therefore completes
the proof of the theorem. ��
Remark 6 (second-order subdifferential computations for regularizers) One of the
crucial steps in implementing Algorithms 3 and 4 is deriving explicit second-order
subdifferential computations for the regularizers g : IRn → IR in the quadratic com-
posite optimization problem (5.8). This has been accomplished in many publications,
some of which we mention below for the reader’s convenience and further applica-
tions. When g is the indicator function of general polyhedral sets, explicit formulas of
different types for ∂2g are derived in [19, 35, 36, 95]. In the case of moving polyhedra,
such computations are provided in [13, 70, 84] with applications to optimal control of
sweeping processes in [13] among other publications. When g is described by non-
linear inequality systems, ∂2g is efficiently evaluated in [37], and for various types of
maximum functions the computations ∂2g are achieved in [23, 67]. Furthermore, in
[67], the reader can find explicit computation formulas for ∂2g addressing the general
class of extended-real-valued convex piecewise linear functions, while papers [65, 66]
contain second-order subdifferential computations for some different subclasses of
piecewise linear-quadratic functions. Complete computations of ∂2g for the indica-
tor function of the Lorentz cone in second-order cone programming are provided in
[64, 73]. Finally in this list, we mention the most involved second-order subdiffer-
ential computations accomplished in [17] for general classes of the general class of
nonpolyhedral systems including semidefinite cone complementarity constraints.

123



Globally convergent coderivative-based...

6 Applications and numerical experiments

This section provides numerical experiments for our methods and their comparison
with the classical semismooth Newton methods in C1,1 optimization. Furthermore, we
also provide applications of the developed generalizedNewton algorithms to problems
of nonsmooth convex composite optimization and their comparison with some well-
recognized methods of nonsmooth optimization in some classes of practical models.

6.1 Testing C1,1 optimization problems

The first subsection here is devoted to comparing our approach with the well-
recognized semismooth Newton method (SNM) to solve the testing optimization
problem:

minimize ϕ(x) := e f (x) + 1

2
‖x‖2 subject to x ∈ IRn, (6.1)

where e f (x) is the Moreau envelope with the parameter λ = 1 of the maximum
function given by

f (x) := max
{

x1, . . . , xn
}

for all x = (x1, . . . , xn) ∈ IRn . (6.2)

Due to [1, Proposition 12.30], e f (x) is continuously differentiable with the Lips-
chitzian gradient, and (6.1) belongs to the class of C1,1 optimization problems (5.8).

The following lemma is needed for implementing our generalized damped Newton
algorithm (GDNM) to solve the formulated optimization problem (6.1).

Lemma 2 (proximal mapping and second-order subdifferentials of maximum func-
tions) Let f : IRn → IR be taken from (6.2). Then the proximal mapping of f is
calculated by

Prox f (x) = (min{x1, s}, . . . ,min{xn, s}), (6.3)

where the number s ∈ IR is such that

n∑

i=1

max
{
0, xn − s

} = 1. (6.4)

For each x ∈ IRn and y ∈ ∂ f (x), define the index sets

J (x) := {i ∈ {1, . . . , n} ∣∣ xi = f (x)
}

and L(x) := {i ∈ J (x)
∣∣ yi > 0

}
.

The calculation formula for the generalized Hessian of f is

w ∈ ∂2 f (x, y)(v) ⇐⇒ vi = c ∀i ∈ L(x),
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n∑

i=1

wi = 0, wi ≥ 0 ∀i ∈ J>(x), wi = 0 ∀i ∈ J c(x) ∪ J<(x), (6.5)

where c ∈ IR is an arbitrary constant, and where

J>(x) := {i ∈ J (x)
∣∣ vi > c

}
, J<(x) := {i ∈ J (x)

∣∣ vi < c
}
.

Proof The proof for the proximal mapping formula (6.3) can be found in [3, Exam-
ple 6.49]. The calculation formula for the second-order subdifferential of themaximum
function (6.5) is obtained in [23, Theorem 3.1]. ��

We start implementing Algorithms 1 to solve (6.1) with the explicit computation of
their ingredients (gradient and second-order subdifferential of ϕ) given entirely via the
problem data. More specifically, we need to explicitly determine the gradient ∇ϕ(x)

and the coderivative-based Newton direction d ∈ IRn generated by the inclusion

− ∇ϕ(x) ∈ ∂2ϕ(x)(d). (6.6)

The expressions for the gradient follows directly from formula (6.3) telling us that

∇ϕ(x) = ∇e f (x) + x = 2x − Prox f (x). (6.7)

Nowwe show how to construct d ∈ IRn satisfying inclusion (6.6). For each x ∈ IRn ,
define the vector d by

di :=
{

1
2

(
cx − (∇ϕ(x)

)
i

)
if i ∈ L(x),

(− ∇ϕ(x)
)

i otherwise,
(6.8)

where the index set L(x) and the number cx are given by

L(x) := {
i ∈ {1, . . . , n} ∣∣ (Prox f (x)

)
i = f

(
Prox f (x)

)
,
(
x − Prox f (x)

)
i > 0

}
,

cx := − 1

|L(x)|
∑

i∈L(x)

(∇ϕ(x)
)

i .

The next proposition verifies that the vector d constructed in (6.8) indeed satisfies
inclusion (6.6).

Proposition 7 Let ϕ : IRn → IR be given in (6.1). For each x ∈ IRn, consider the
vector d ∈ IRn defined in (6.8). Then inclusion (6.6) holds for this vector d.

Proof Applying the second-order subdifferential sum rule from [59, Proposition1.121]
to ϕ in (6.1) gives us

∂2ϕ(x)(w) = ∂2e f (x)(w) + w for all w ∈ IRn .
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This tells us that the inclusion −∇ϕ(x) ∈ ∂2ϕ(x)(w) is equivalent to

−∇ϕ(x) − w ∈ ∂2e f (x)(w).

It follows from [46, Lemma 6.4] that the latter inclusion can be equivalently rewritten
as

− ∇ϕ(x) − w ∈ ∂2 f
(
Prox f (x), x − Prox f (x)

)(∇ϕ(x) + 2w
)
. (6.9)

We only need to show that w := d, for d defined in (6.8), solves (6.9). Indeed, fixing
any indices i ∈ L(x) and j ∈ {1, . . . , n} \ L(x) gives us the equalities

(∇ϕ(x) + 2d
)

i = cx ,
(− ∇ϕ(x) − d

)
j = 0, and (6.10)

n∑

i=1

(− ∇ϕ(x) − d
)

i =
∑

i∈L(x)

(− ∇ϕ(x) − d
)

i +
∑

i∈{1,...,n}\L(x)

(− ∇ϕ(x) − d
)

i

= −1

2

∑

i∈L(x)

(
cx + (∇ϕ(x))i

) = 0.

(6.11)

Combining (6.10) and (6.11), we deduce from Lemma 2 that d solves (6.9) and thus
complete the proof. ��

Nextwe present specifications ofAlgorithm1 andTheorems 5, 6 on its performance
for the case of the testing optimization problem (6.1).

Theorem 7 (solving the testing C1,1 optimization problem by GDNM) Consider the
testing optimization problem (6.1). Then Algorithm 1, with all its ingredients calculated
in (6.7) and (6.8), either stops after finitely many iterations, or produces a sequence
{xk} such that it globally Q-superlinearly converges to x̄ , which is the unique solution
to problem (6.1), while being also a tilt-stable local minimizer of the function ϕ from
(6.1). Furthermore, the sequences {ϕ(xk)} and {∇ϕ(xk)} Q-superlinearly converge to
min ϕ and 0, respectively.

Proof It is clear that the cost function ϕ in (6.1) is strongly convex, and thus the
generalized Hessian ∂2ϕ(x) is positive-definite for all x ∈ IRn . Furthermore, it follows
from (6.7) and [26, Proposition 7.4.6] that the mapping ∇ϕ is semismooth on IRn due
to its piecewise linearity. Applying nowTheorems 1, 2 and Proposition 7 to this setting,
we arrive at all the conclusions of the theorem. ��

Due to Remark 3(i), the underlying difference between our approach and the con-
ventional semismooth Newtonmethod is in finding the generalized Newton directions.
To be more specific, the semismooth Newton method to solve (6.1) is based on using
generalized Jacobian of ∇ϕ to determine the Newton directions d as solutions to the
system of linear equations

− ∇ϕ(x) = Ad, where A ∈ ∂C∇ϕ(x). (6.12)
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We have therefore in the setting of (6.1) that

∂C∇ϕ(x) = 2I − ∂CProx f (x)

Consider further the index sets

J (x) := {i ∈ {1, . . . , n} ∣∣ max{0, xi − s} = 0
}
, and J c(x) := {1, . . . , n

} \ J (x),

where s ∈ IR is such that (6.4) holds. It follows from [77, Example 5.4] that an element
of ∂CProx f (x) is the matrix P with the entries

Pi j :=

⎧
⎪⎨

⎪⎩

1 + 1/(n − |J |) if i �= j, i, j ∈ J c(x),

1/(n − |J |) if i = j, i, j ∈ J c(x),

1 if i, j ∈ J (x).

This tells us that finding a Newton direction d in SNM requires solving the following
system of linear equation:

− ∇ϕ(x) = (2I − P)d. (6.13)

Now we are ready to conduct numerical experiments to solve the testing problem
(6.1) by using our algorithmGDNMand the semismoothNewtonmethodSNM.All the
numerical experiments are conducted on a desktop with 10th Gen Intel(R) Core(TM)
i5-10,400 processor (6-Core, 12M Cache, 2.9 GHz to 4.3 GHz) and 16 GB memory.
All the codes are written in MATLAB 2016a. We test with different dimensions n
ranging from 200 to 2000. The stopping criterion

∥∥∇ϕ(xk)
∥∥ ≤ 10−6 is used in all the

tests. The initial points for GDNM and SNM are the same being chosen as a randomly
generated vector in IRn with i.i.d. (identically and independent distributed) standard
Gaussian entries. The results are shown in Fig. 1. As we can see from the results
presented in this figure, our algorithm GDNM is highly efficient in solving problem
(6.1).

A clear explanation for this is that in the setting under consideration, we can find a
precise formula for generalized Newton directions from the second-order subdifferen-
tial inclusion (6.6) while SNM requires solving the system of linear equation (6.13).
Typically, although solving the inclusion (6.6) might be more difficult than solving
the system of linear equation (6.12), observe that calculus rules for the second-order
subdifferential ∂2ϕ are much more developed than in the generalized Jacobian case
∂C∇ϕ of the semismooth Newton method (6.12).

6.2 Solving Lasso problems

This subsection is devoted to specifying both Algorithms 3 and 4 for the case of the
basic Lasso problem stated below, and then to conducting numerical experiments for
this problem and comparing themwith the performances of somemajor first-order and
second-order algorithms. The basic Lasso problem, known also as the 
1-regularized
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Fig. 1 CPU time for GDNM and SNM in the C1,1 optimization problem (6.1)

least square optimization problem, was introduced by Tibshirani [92], and since then
it has been largely investigated and applied to various issues in statistics, machine
learning, image processing, etc. This problem is formulated as follows:

minimize ϕ(x) := 1

2
‖Ax − b‖22 + μ‖x‖1 subject to x ∈ IRn, (6.14)

where A is an m × n matrix, μ > 0, and b ∈ IRm , and where ‖ · ‖1 and ‖ · ‖2 stand for
the standard p-norms on IRn . It is easy to see that the Lasso problem (6.14) belongs to
the class of convex composite optimization problems (5.8). Indeed, we can represent
(6.14) as minimizing the nonsmooth convex function ϕ(x) := f (x) + g(x), where

f (x) := 1

2
〈 Ãx, x〉 + 〈̃b, x〉 + α̃ and g(x) := μ‖x‖1 (6.15)

with Ã := A∗ A, b̃ := −A∗b, and α̃ := 1
2‖b‖2, and where the matrix Ã = A∗ A is

symmetric and positive-semidefinite. Observe that the Lasso problem (6.14) always
admits an optimal solution [92].

We start implementing Algorithms 3 and 4 to solve (6.14) with the explicit compu-
tation of their ingredients (proximal and subgradient mappings, generalized Hessian
of g) given entirely via the problem data.

Proposition 8 (explicit computations for the Lasso problem) Let g(x) = μ‖x‖1 be
the regularizer in the Lasso problem (6.14). Then we have the calculation formulas:

(
Proxγ g(x)

)
i =

⎧
⎪⎨

⎪⎩

xi − μγ if xi > μγ,

0 if − μγ ≤ xi ≤ μγ,

xi + μγ if xi < −μγ.

(6.16)

∂g(x) =
{
v ∈ IRn

∣∣∣∣
vi = μ.sgn(xi ), xi �= 0,
vi ∈ [−μ,μ], xi = 0

}
whenever x ∈ IRn . (6.17)

123



P. D. Khanh et al.

The generalized Hessian of g is calculated by

∂2g(x, y)(v) =
{
w ∈ IRn

∣∣∣
( 1
μ

wi ,−vi

)
∈ G

(
xi ,

1

μ
yi

)
, i = 1, . . . , n

}
(6.18)

for each (x, y) ∈ gph ∂g and v = (v1, . . . , vn) ∈ IRn, where the mapping
G : IR2 ⇒ IR2 is defined by

G(t, p) :=

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

{0} × IR if t �= 0, p ∈ {−1, 1},
IR × {0} if t = 0, p ∈ (−1, 1),

(IR+ × IR−) ∪ ({0} × IR) ∪ (IR × {0}) if t = 0, p = −1,

(IR− × IR+) ∪ ({0} × IR) ∪ (IR × {0}) if t = 0, p = 1,

∅ otherwise.

(6.19)

Proof The formula for the proximal mapping (6.16) follows from definition (5.3)
and the form of g(·) = ‖ · ‖1. The calculations of ∂g and ∂2 g are taken from [46,
Propositions 7.1 and 7.2], respectively. ��

Let us present specifications of Algorithms 3 and 4 as well as Theorems 5 and 6 on
their performances, respectively, for the Lasso problem (6.14).

Theorem 8 (solving Lasso) Considering the Lasso problem (6.14), we have the fol-
lowing:

(i) Algorithm 3, with all its ingredients calculated in Proposition 8, either stops after
finitely many iterations, or produces a sequence {xk} such that it globally Q-
superlinearly converges to x̄ , which is the unique solution to (6.14) and a tilt-stable
local minimizer of ϕ with modulus κ := 1/λmin(A∗ A), provided that the matrix A∗ A
is positive-definite.

(ii) Algorithm 4, with the positive-semidefinite matrix A∗ A and the ingredients calcu-
lated in Proposition 8, either stops after finitely many steps, or produces a sequence
{xk} such that any accumulation point x̄ of it is a solution to (6.14). If in addition
∂ϕ is metrically regular around (x̄, 0) with modulus κ > 0, then the sequence {xk}
globally Q-superlinearly converges to x̄ , which is a tilt-stable local minimizer of
ϕ with the same modulus.

Proof Observe by (6.17) that the graph of ∂g is the union of finitely many closed
convex sets, and hence ∂g is semismooth∗ on its graph; see [32]. Furthermore, g is
a proper, convex, and piecewise linear function on IRn . Then it follows from [88,
Proposition 13.9] that g is twice epi-differentiable on IRn . Applying Theorems 5 and
6, we arrive at all the conclusions in (i) and (ii) of this theorem, respectively. ��

To run Algorithms 3 and 4, we need to explicitly determine the sequences {vk}
and {dk} generated by these algorithms. The expressions for vk follows directly from
formula (6.16) telling us that

(
vk
)

i
=

⎧
⎪⎨

⎪⎩

(uk)i − μγ if (uk)i > μγ,

0 if − μγ ≤ (uk)i ≤ μγ,

(uk)i + μγ if (uk)i < −μγ,

where uk = xk − γ (A∗ Axk + b).
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Using further the formulas in (6.17)–(6.19), we express dk in Algorithm 3 via the
conditions

{(− 1
γ
(xk − vk) − A∗ Adk

)
i = 0 if

(
vk
)

i �= 0,
(
xk − vk + dk

)
i = 0 if

(
vk
)

i = 0.

Thusdk can be computed for each k ∈ IN by solving the linear equation Xkd = vk−xk ,
where

(Xk)i :=
{

γ (A∗ A)i if (vk)i �= 0,

Ii if (vk)i = 0.
(6.20)

Similarly, by employing the calculations of Proposition 8 in the framework of
Algorithm4 and by performing elementary transformations, we get the linear equation

(B Xk + γμk I )dk = B(vk − xk)

to find the direction dk , where Xk is computed in (6.20), and B := I − γ A∗ A.
Now we are ready to conduct numerical experiments for solving the Lasso prob-

lem (6.14) by using our globally convergent coderivative-based Generalized Damped
NewtonMethod (GDNM) viaAlgorithm3 and globally convergent coderivative-based
Generalized Regularized Newton Method (GRNM) via Algorithm 4. The obtained
calculations are compared with those obtained by implementing the following highly
recognized first-order and second-order algorithms:

(i) The Alternating Direction Methods of Multipliers 1 (ADMM); see [8, 28, 29].
(ii) The Fast Iterative Shrinkage-Thresholing Algorithm2 (FISTA) with the code

presented in [4].
(iii) The Semismooth Newton Augmented Lagrangian Method3 (SSNAL) recently

developed in [51].

All the numerical experiments are conducted in the same desktop and software
described in Sect. 6.1. All the codes are written in MATLAB 2016a. In our numerical
experiment, A is generated randomly with i.i.d. (independent and identically dis-
tributed) standard Gaussian entries, where b is generated randomly with values of
components are from 0 to 1. In some particular tests, we normalize each column of
A so that A∗ A is close to singular and mark them with symbol ∗ for identification. In
summary, A∗ A is nonsingular in Tests 3, 4, 7, 8, and it is singular or close to singular
in all the other tests. Table 1 contains 2 tests where n > m and the matrix A∗ A is non-
singular, 2 tests where n > m and the matrix A∗ A is singular, 2 tests where n = m and
the matrix A∗ A is nonsingular, 2 tests where n = m and the matrix A∗ A is singular,
and 2 tests when m > n. To simplify the numerical implementations for solving the
Lasso problem (6.14), we set μ := 10−3 as the tuning parameter for all the tests. If

1 https://web.stanford.edu/ boyd/papers/admm/lasso/lasso.html.
2 https://github.com/he9180/FISTA-lasso.
3 https://www.polyu.edu.hk/ama/profile/dfsun/.
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an algorithm cannot start iterating in the first step, it is marked by ‘Error’ word; this
concerns only some cases of GDNM when the matrix A∗ A is not positive-definite. In
our numerical experiments, x0 := 0 is the starting point for each algorithm, and the
following relative KKT residual ηk in (6.21) suggested in [51] is used to measure the
accuracy of an approximate optimal solution xk for (6.14):

ηk := ‖xk − Proxμ‖·‖1(xk − A∗(Axk − b))‖
1 + ‖xk‖ + ‖Axk − b‖ . (6.21)

We stop the algorithms when either the condition ηk < 10−6 is satisfied, or the
maximum computation time of 10,000s is reached. The results of computations for
this part are displayed in Table 1. There ‘TN’ stands for the test number, ‘iter’ indicates
the number of performed iterations, and ‘CPU time’ stands for the time needed to
achieve the prescribed accuracy of approximate solutions (the smaller the better).

As we can see from the results presented in Table 1, our algorithms GDNM and
GRNM are highly efficient when A∗ A is nonsingular, where the Q-superlinear con-
vergence is guaranteed by Theorem 8. They may behave even better than the other
compared algorithms when m ≥ n, which is the setting of various practically impor-
tant models; see, e.g., [24] for Lasso applications to diabetes studies where m is much
larger than n, and [4] for m = n with applications to image processing.

When the matrix A∗ A is singular (or close to be singular), our theoretical results
do not guarantee the fast convergence of GDNM and GRNM, while the conducted
numerical experiments show that GRNM performs better than GDNM and better than
FISTA andADMM in Table 1, while usually worse than SSNAL. A partial explanation
for this is that SSNAL is actually a hybrid algorithm, which combines the first-order
augmented Lagrangian method to solve dual subproblems, which are strongly con-
vex and of lower dimensions, with the subsequent applications of the second-order
semismooth Newton method. Such a combination exhibits a high efficiency in solving
Lasso problems in the singular case.
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6.3 Box constrained quadratic programming

This subsection is devoted to specifyingAlgorithms 3 and 4 for quadratic programming
problems of the form

minimize ϕ(x) := 1

2
〈Ax, x〉 + 〈b, x〉 (6.22)

subject to li ≤ xi ≤ Li for all i = 1, . . . , n

where A is an n × n positive-semidefinite matrix, and where b, l, L ∈ IRn are such
that li ≤ Li as i = 1, . . . , n.

Proposition 9 Considering the indicator function δ� : IRn → IR of the set

� := {x ∈ IRn
∣∣ 
 ≤ x ≤ L

}
, (6.23)

we have the precise calculation formulas

Proxγ g(x) = P�(x) = (min{max
{

xi , 
i
}
, Li
})n

i=1 for x ∈ IRn, γ > 0,

(6.24)

∂δ�(x) = N�(x) = F1(x1) × . . . × Fn(xn) for x ∈ �, where (6.25)

Fi (t) =

⎧
⎪⎨

⎪⎩

(−∞, 0] if t = 
i ,

[0,∞) if t = Li ,

{0} if t ∈ (
i , Li ).

The generalized Hessian of δ� is calculated by

∂2δ�(x, y)(v) = {w ∈ IRn
∣∣ (wi ,−vi

) ∈ Gi
(
xi , yi

)
, i = 1, . . . , n

}
, (6.26)

where the mappings Gi : IR2 ⇒ IR2, i = 1, . . . , n, are defined by

Gi (t, p) :=

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

IR × {0} if t = 
i , p < 0,

(IR− × IR+) ∪ (IR × {0}) ∪ ({0} × IR) if t = 
i , p = 0,

{0} × IR if t ∈ (
i , Li ), p = 0,

(IR+ × IR−) ∪ ({0} × IR) ∪ (IR × {0}) if t = Li , p = 0,

IR × {0} if t = Li , p > 0,

∅ otherwise.

(6.27)

Proof The formula for the proximal mapping (6.24) follows from [3, Lemma 6.26].
Note that

δ�(x) = δ�1(x1) + . . . + δ�n (xn) for all x = (x1, . . . , xn) ∈ IRn,
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where �i := [
i , Li ] = {t ∈ IR | 
i ≤ t ≤ Li }, i = 1, . . . , n. Using
[88, Exercise 8.14 and Example 6.10], we obtain (6.25). It remains to verify the
second-order subdifferential formula (6.26) for δ� at (x, y) ∈ gph ∂δ�. Observe that
Ngph ∂δ�i

= Gi for all i = 1, . . . , n. This allows us to deduce from [63, Theo-
rem 4.3] the representation

∂2δ�(x, y)(v) = {w ∈ IRn
∣∣ (wi ,−vi

) ∈ Ngph ∂δ�i
(xi , yi ), i = 1, . . . , n

}
,

which therefore justifies the fulfillment of (6.26) and completes the proof of the propo-
sition. ��

Next we obtain specifications of Algorithms 3 and 4 together with Theorem 5
and 6 on their performances, respectively, for the case of box constrained quadratic
programming in (6.22).

Theorem 9 (solving box constrained quadratic programs) Considering the quadratic
programming problem (6.22), we have the following assertions:

(i) Assume that the matrix A is positive-definite. Then Algorithm 3, with all its ingre-
dients calculated in Proposition 9, either stops after finitely many iterations, or
produces a sequence {xk} such that it globally Q-superlinearly converges to x̄ ,
which is the unique solution to (6.22) and a tilt-stable local minimizer of ϕ with
modulus κ := 1/λmin(A∗ A).

(ii) Assume that the matrix A is positive-semidefinite. Then Algorithm 4, with all its
ingredients calculated in Proposition 9, either stops after finitely many iterations,
or produces a sequence {xk} such that any accumulation point x̄ of it is a solution
to (6.22). If in addition ∂ϕ is metrically regular around (x̄, 0) with some modulus
κ > 0, then the sequence {xk} globally Q-superlinearly converges to x̄ , which is
a tilt-stable local minimizer of ϕ with the same modulus.

Proof Reduce (6.22) to the equivalent form of convex composite optimization:

minimize f (x) + g(x) subject to x ∈ IRn, where

f (x) := 1

2
〈Ax, x〉 + 〈b, x〉, g(x) := δ�(x), � := {x ∈ IRn

∣∣ 
 ≤ x ≤ L
}
.

Observe by (6.25) that the graph of ∂g is the union of finitely many closed convex sets,
and hence ∂g is semismooth∗ on its graph by [32]. Since � is polyhedral, it follows
from [88, Example 10.24] that g is fully amenable on IRn in the sense of [88]. Then
using [88, Corollary 13.15] tells us that g is twice epi-differentiable on IRn . Applying
now Theorems 5 and 6, we verify both assertions of this theorem. ��

To run Algorithms 3 and 4, we need to explicitly determine the sequences {vk}
and {dk} generated by these algorithms. The expressions for vk follows directly from
(6.24), which tells us that

vk = (min
{
max{ui , 
i

}
, Li
})n

i=1.
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Using further the formulas in (6.25)–(6.27), we express dk in Algorithm 3 via the
conditions

{(− 1
γ
(xk − vk) − Adk

)
i = 0 if

(
uk − vk

)
i = 0,

(− xk − vk + dk
)

i = 0 if
(
uk − vk

)
i �= 0.

Thusdk can be computed for each k ∈ IN by solving the linear equation Xkd = vk−xk ,
where

(Xk)i :=
{

γ Ai if (uk − vk)i = 0,

Ii if (uk − vk)i �= 0.
(6.28)

Similarly, by employing the calculations of Proposition 9 in the framework of Algo-
rithm 4 and by performing elementary transformations, we get the linear equation

(B Xk + γμk I )dk = B(vk − xk)

to find the direction dk , where Xk is computed in (6.28), and B := I −γ A. Nowwe are
ready to conduct numerical experiments for solving quadratic programming problems
with box constraints by using our GDNM via Algorithm 3 and GRNM via Algorithm
4. Our methods are compared with the trust region reflective algorithm in MATLAB’s
quadratic programming solver. All the numerical experiments are conducted in the
same desktop and software described in Sect. 6.1.

To get the positive-semidefinite matrix A, we generate a random n × n matrix C
with i.i.d. standard uniform entries and then define A := C∗C . In some particular
tests, we put A := C∗C/107 so that A is close to be singular and mark these tests
by ∗. Then the vectors b and l are generated randomly with i.i.d. standard uniform
entries. To get the vector L ∈ IRn such that li ≤ Li for all i = 1, . . . , n, entries of
L are generated independently with uniform distribution on the interval (1, 2). The
initial points are all ones vector for all the tests and all the algorithms. As suggested
in the MATLAB built in quadratic programming solver, the stopping criterion used is
the function tolerance, i.e.,

| f (xk) − f (xk+1)|
1 + | f (xk)| ≤ ε.

The tolerance ε is chosen to be 10−9 for all the tests and all the algorithms. The results
of numerical experiments in this part are shown in Table 2. In this table, ‘TR’ refers to
the trust region reflective method while other information is the same as in Sect. 6.2.

The obtained results show that our algorithmsGDNMandGRNMaremore efficient
when the size of the problem is rather small; see, e.g., Tests 1, 2, 3 and 5, 6. It can
also be seen that GRNM is more stable than GDNM when the size of the problems is
increasing. Tests 4, 7 and 8 indicate that our methods should be further improved to
solve problems in high-dimensional spaces.
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Table 2 Solving box constrained quadratic programming on random instances

TN and size Iter CPU time

TN Size TR GDNM GRNM TR GDNM GRNM

1 200 6 4 6 0.16 0.07 0.02

2 500 7 7 6 0.08 0.05 0.04

3 2000 7 7 6 1.38 1.30 2.40

4 5000 9 8 6 8.03 9.06 18.33

5* 200 7 2 5 0.61 0.08 0.02

6* 500 9 3 5 0.11 0.03 0.04

7* 2000 10 10 8 1.61 2.00 2.97

8* 5000 15 39 6 14.58 54.89 21.54

7 Conclusions and future research

In this paper we propose and develop two globally convergent generalized Newton
methods to solve problems of C1,1 optimization and of convex composite optimiza-
tion with extended-real-valued regularizers, which include nonsmooth problems of
constrained optimization. The developed algorithms are far-going extensions of the
classical damped Newton method and of the regularized Newton algorithm with the
replacement of the standard Hessian by its generalized version applied to nonsmooth
(of the secondorder) functions. The latter construction is coderivative generated,which
coins the names of our generalizedNewtonmethods. The obtained results demonstrate
the efficiently of both algorithms, their global superlinear convergence under appro-
priate assumptions, and their applications to the solution of Lasso problems and of
box constrained problem of quadratic programming with conducting numerical exper-
iments.

Our future research includes developinghybrid generalizedNewtonmethods,which
contain subproblems that can be efficiently solved by using first-order algorithms,
and then combining them with the advanced second-order Newton-type techniques.
We intend to establish the global superlinear convergence of iterates under relaxed
assumptions that do not involve the positive-definiteness of the generalized Hessian in
C1,1 optimization as well as the strong convexity requirement for problems of convex
composite optimization, which will go beyond those with quadratic smooth parts. The
obtained results would allow us to develop new applications to Lasso problems as
well as to other important classes of models in machine learning, statistic, and related
disciplines.

Acknowledgements The authors are very grateful to three anonymous referees for their helpful remarks
and suggestions, which allowed us to significantly improve the original presentation.

Appendix: Some technical lemmas

This section contains four technical lemmas used in the text.
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The first lemma is a local version of [44, Lemma 2.20]. The proof of this result is
similar to the original one, and thus it is omitted.

Lemma 3 Let � ⊂ IRn be an open set, and let ϕ : � → IR be a continuously
differentiable function such that ∇ϕ is Lipschitz continuous with modulus L > 0.
Then for any σ > 0, x ∈ �, and d ∈ IRn satisfying 〈∇ϕ(x), d〉 < 0, the following
inequality

ϕ(x + τd) ≤ ϕ(x) + στ 〈∇ϕ(x), d〉 (7.1)

holds whenever τ ∈ (0, τ ] and x + τd ∈ �, where

τ := 2(σ − 1)〈∇ϕ(x), d〉
L‖d‖2 > 0.

The next lemma provides conditions for the R-linear and Q-linear convergence of
sequences.

Lemma 4 (estimates for convergence rates) Let {αk}, {βk}, and {γk} be sequences of
positive numbers. Assume that there exist numbers ci > 0, i = 1, 2, 3, and k0 ∈ IN
such that for all k ≥ k0 we have the estimates:

(i) αk − αk+1 ≥ c1β2
k .

(ii) βk ≥ c2γk .
(iii) c3γ 2

k ≥ αk .

Then the sequence {αk} Q-linearly converges to zero, and the sequences {βk} and {γk}
R-linearly converge to zero as k → ∞.

Proof Combining (i), (ii), and (iii) yields the inequalities

αk − αk+1 ≥ c1β
2
k ≥ c1c22γ

2
k ≥ c1c22

c3
αk for all k ≥ k0,

which imply that αk+1 ≤ qαk , where q := 1 − (c1c22)/c3 ∈ (0, 1). This verifies
that the sequence {αk} Q-linearly converges to zero. Using the latter and the assumed
condition (i) ensures that

β2
k ≤ 1

c1
(αk − αk+1) ≤ 1

c1
αk ≤ 1

c1
qαk−1 ≤ . . . ≤ 1

c1
qkα0 for all k ≥ k0,

which tells us that βk ≤ cμk , where c := √
α0/c1 and μ := √

q . This justifies the
R-linear convergence of the sequence {βk} to zero. Furthermore, it easily follows from
(ii) that the sequence {γk} R-linearly converge to zero, and thus we are done with the
proof. ��

Now we obtain a useful result on the semismooth∗ property of compositions.
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Lemma 5 (semismooth∗ property of composition mappings) Let A ∈ IRn×n be a
symmetric nonsingular matrix, b ∈ IRn, x̄ ∈ IRn, and f : IRn → IRn be continuous
and semismooth∗ at ȳ := Ax̄ + b. Then the mapping g : IRn → IRn defined by
g(x) := f (Ax + b) is semismooth∗ at x̄ .

Proof Using the coderivative chain rule from [59, Theorem 1.66], we get

D∗g(x)(w) = A∗ D∗ f (Ax + b)(w) for all w ∈ IRn . (7.2)

Denoteμ := √max{1, ‖A‖2} · max{1, ‖A−1‖2} > 0. Picking any ε > 0 and employ-
ing the semismooth∗ property of f at ȳ, we find δ > 0 such that

|〈x∗, y − ȳ〉 − 〈y∗, f (y) − f (ȳ)〉| ≤ ε

μ

∥∥(y − ȳ, f (y) − f (ȳ))
∥∥ · ‖(x∗, y∗)‖

(7.3)

for all y ∈ Bδ(ȳ) and all (x∗, y∗) ∈ gph D∗ f (y). Denoting r := δ/‖A‖ > 0 gives us
y := Ax + b ∈ Bδ(ȳ) whenever x ∈ Br (x̄). Picking now x ∈ Br (x̄) and (z∗, w∗) ∈
gph D∗g(x), we get (A−1z∗, w∗) ∈ gph D∗ f (Ax + b) due to (7.2). It follows from
(7.3) that

|〈z∗, x − x̄〉 − 〈w∗, g(x) − g(x̄)〉| = |〈A−1z∗, y − ȳ〉 − 〈w∗, f (y) − f (ȳ)〉|
≤ ε

μ

∥∥(y − ȳ, f (y) − f (ȳ))‖ · ∥∥(A−1z∗, w∗)
∥∥

= ε

μ

∥∥(Ax − Ax̄, g(x) − g(x̄))
∥∥ · ∥∥(A−1z∗, w∗)

∥∥

≤ ε‖(x − x̄, g(x) − g(x̄))‖ · ‖(z∗, w∗)‖,

which verifies the semismooth∗ property of g at x̄ . ��

The final lemma establishes tilt stability of strongly convex functions at stationary
points.

Lemma 6 (strong convexity and tilt-stability) Let ϕ : IRn → IR be an l.s.c. and
strongly convex function with modulus κ > 0, and let x̄ ∈ dom ϕ such that 0 ∈ ∂ϕ(x̄).
Then x̄ is a tilt-stable local minimizer of ϕ with modulus κ−1.

Proof By the second-order characterization of strongly convex functions [10, Theo-
rem 5.1], we have

〈z, w〉 ≥ κ‖w‖2 for all z ∈ ∂2ϕ(x, y)(w), (x, y) ∈ gph ∂ϕ, and w ∈ IRn .

This implies in turn that x̄ is a tilt-stable local minimizer with modulus κ−1 by second-
order characterization of tilt stability taken from [61, Theorem 3.5]. ��
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