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Prisms and prismatic cohomology

By BHARGAV BHATT and PETER SCHOLZE

In the memory of Jean-Marc Fontaine

Abstract

We introduce the notion of a prism, which may be regarded as a “de-
perfection” of the notion of a perfectoid ring. Using prisms, we attach a
ringed site — the prismatic site — to a p-adic formal scheme. The resulting
cohomology theory specializes to (and often refines) most known integral
p-adic cohomology theories.

As applications, we prove an improved version of the almost purity the-
orem allowing ramification along arbitrary closed subsets (without using
adic spaces), give a co-ordinate free description of ¢g-de Rham cohomol-
ogy as conjectured by the second author, and settle a vanishing conjecture
for the p-adic Tate twists Z,(n) introduced in our previous joint work
with Morrow.
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1. Introduction

Fix a prime p. In this article, we give a new and unified construction of
various p-adic cohomology theories, including étale, de Rham and crystalline
cohomology, as well as the more recent constructions in [BMS18|], [BMS19| and
the so far conjectural g-de Rham cohomology from [Sch17]. The key innovation
is the following definition, which is a “deperfection” of perfectoid rings.

Definition 1.1. A prism is a pair (A, I), where A is a J-ring (see Re-
mark 1.2) and I C A is an ideal defining a Cartier divisor in Spec(A), satisfying
the following two conditions:

(1) The ring A is (p, I)-adically complete.!

(2) The ideal T 4 ¢4(I)A contains p; here ¢4 refers to the lift of Frobenius on
A induced by its d-structure (Remark 1.2).

A map (A,I) — (B, J) of prisms is given by a map of A — B of §-rings carrying

I into J.

Before giving examples, we briefly comment on the notion of d-rings used
above.

Remark 1.2. The notion of d-rings was introduced by Joyal [Joy85] and
studied extensively by Buium [Bui97] under the name of “p-derivations”; see
also [Borl6]. This notion provides a convenient language for discussing rings
with a lift of the Frobenius, and it is reviewed in depth in Section 2. Roughly,
a d-ring structure on a commutative ring A is a map 4 : A — A satisfying
certain identities ensuring that the associated map ¢4 : A — A given by
da(z) = 2P + pda(x) is a ring homomorphism (which then necessarily lifts
the Frobenius on A/p). In particular, if A is a p-torsionfree commutative
ring, then a d-ring structure on A is equivalent to the datum of a ring map
¢4 A — Alifting the Frobenius on A/p. The name “p-derivation” is explained
by observing that § lowers the p-adic order of vanishing by 1 in a suitable sense.
(See Remark 2.6 for an example.)

"We actually allow A to be merely derived (p, I)-adically complete below, although we
will usually restrict to situations where the subtle difference between these notions does not
come up.
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Let us give some examples of prisms. In the following examples (and,
in fact, all known examples), the ideal I = (d) is actually principal. Under
Definition 1.1(1), condition (2) is then equivalent to the condition that d(d) € A
is a unit; we call such an element d € A a distinguished element of A.

Example 1.3. The choice of names below is largely dictated by the com-
parison theorems for the associated prismatic cohomology theory.
(1) (Crystalline Prisms). Let A be any p-torsionfree and p-complete ring with
a Frobenius lift ¢ : A — A; this induces a unique dé-ring structure on A.

Then (A, (p)) is a prism.

(2) (Perfect Prisms). A prism (A, ) is called perfect if A is perfect, i.e., ¢ :
A — A is an isomorphism. The category of perfect prisms is equivalent
to the category of perfectoid rings (as defined in say [BMS19, Def. 4.18])
via the functors (A,I) — A/I and R — (Aius(R),ker(0)) (Theorem 3.10).

)

Any prism admits a “perfection,” so a general prism can be regarded as a

“not necessarily perfect” analog of a perfectoid ring.
(3) (Breuil-Kisin-type Prisms). Let K/Q, be a complete discretely valued
extension with perfect residue field k and uniformizer 7 € K. Let A =
S = W(k)[[u]], regarded as a d-ring via the Frobenius lift that extends
the Frobenius on W (k) and sends u to uP. Let I C A be the kernel of the
surjective map A = W (k)[[u]] = Ok sending u to w. Then (A, I) is a prism.
(4) (g-crystalline Prism). Let A = Zy|[q — 1]], the (p, [p]¢)-adic completion of
Z[q], regarded as a d-ring via the Frobenius lift that sends ¢ to ¢P. Let
I = ([plq), where [p]; = q;%ll =1+4+¢q+---+¢”!is the g-analog of p. Then
(A, ) is a prism.
In particular, combining the first example with any of the other examples shows
that a given J-ring A may support many different prism structures. At the
opposite extreme, one can show that the local ring W (F[z]/(z?)) is naturally
a p-adically complete 0-ring (see Remark 2.7 for the d-structure on the ring of
Witt vectors) that does not underlie any prism (A, I): one can show that any
nonzerodivisor d € W (F,[z]/(z?)) must be a unit.?

Our constructions with prisms will often require us to contemplate very
large algebras and modules. For technical reasons pertaining to the behavior
of completions in highly nonnoetherian situations (and, relatedly, to avoid in-
troducing derived analogs of prisms), we will restrict attention to the following
class of prisms, which includes all the ones in Example 1.3.

Definition 1.4. A prism (A, I) is bounded if A/I has bounded p®-torsion,
i.e., there is some integer n such that A/I[p>] = A/I[p"].

2The maximal ideal of W (F,[z]/(2?)) is generated by [z] and VW (F,[z]/(2?)) and is
annihilated by multiplication by the nonzero element [z]: we have [z] - [z] = [¢*] = 0 and
[z]V(=) = V(F([z]) - =) = 0 as F([z]) = [«"] = 0.
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Given a bounded prism (A, I) and a smooth p-adic formal scheme X over
A/I, our next goal is to describe a ringed site ((X/A)p,O)) that we call the
prismatic site of X. Roughly, this category is defined by “probing” X using
prisms over (A, I). Before giving the formal definition, it is very useful to note
the following rigidity property of prisms over (A, I).

PROPOSITION 1.5 (Proposition 3.5). If(A,I) — (B, J) is a map of prisms,
then J = IB.

In other words, when working over a fixed base prism, the ideal I is not
varying anymore. We can now give the promised definition.

Definition 1.6. Fix a bounded prism (A,I) and a smooth p-adic formal

scheme X over A/I.

(1) A map (A,I) — (B,J) of prisms is called (faithfully) flat if A — B is
(p, I)-completely (faithfully) flat. (See Section 1.2 for a definition of the
latter.)

(2) The prismatic site (X/A)) is the opposite of the category of prisms (5, .J)
with a map (A4,I) — (B,J) and a map Spf(B/J) — X over Spf(A/I),
endowed with the faithfully flat covers as defined in (1).

(3) The structure sheaf O) on (X/A)) is the sheaf taking a pair (B,.J) (with
maps (4, I)— (B, J) and Spf(B/J)— X) to B. This is a sheaf of I-torsion-
free 0- A-algebras.

(4) There is also another sheaf O of rings on (X/A) ) taking a pair (B, J) to
B/J. This is naturally a sheaf of O(X)-algebras, and we have O, ®4A/I =
6& by Proposition 1.5.

Remark 1.7. There are many variants of Definition 1.6. For example, one
might use the étale or quasisyntomic topologies instead of the flat topology.
More interestingly, one can define an “absolute” prismatic site (X)) for any
p-adic formal scheme X by simply discarding the base (A, I) in Definition 1.6,
i.e., as the category of prisms (B,J) together with a map Spf(B/J) — X.
While important in arithmetic considerations, this notion does not play a sig-
nificant role in this paper and is only used in our study of algebras over a
perfectoid ring in an auxiliary way to make certain functorialities transparent.
Another variant is the perfect prismatic site (X /A)Zerf, which is obtained from
(X/A) ) by restricting attention to perfect prisms (B, J); this variant plays an
important role in our results on perfectoid rings, such as Theorem 1.17.

A major goal of this paper is to explain why prismatic cohomology recovers
(and often refines) most known integral p-adic cohomology theories:

THEOREM 1.8. Let (A,I) be a bounded prism, and let X be a smooth
p-adic formal scheme over A/I. Let

RI')\(X/A) := RT((X/A)p, Op),
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which is a commutative algebra in the derived category D(A) of A-modules, and
which comes equipped with a ¢ o-linear endomorphism ¢.

(1) Crystalline Comparison (Theorem 5.2): If I = (p), then there is a canonical
o-equivariant isomorphism
~L
RU¢ys(X/A) = RU)(X/A)®4 4, A
of commutative algebras in D(A).
(2) Hodge-Tate Comparison (Theorem 6.3): If X is affine, say X = SpfR,
there is a canonical R-module isomorphism
Vi yayn{—i} = H' (R \(X/A) ©% A/T).
Here we write M{i} = M ® 41 (I/I*)®" for any A/I-module M.
(3) de Rham Comparison (Theorem 6.4, Corollary 15.4): There is a canonical
isomorphism
~L
RUqr(X/(A/1)) = RT)(X/A)®4 4, A/T
of commutative algberas in D(A). Moreover, it can be upgraded naturally
to an isomorphism of commutative differential graded algebras.

(4) Etale Comparison (Theorem 9.1): Assume A is perfect. Let Xga be the
generic fibre of X over Qp, as a (pre-)adic space. For any n > 0, there is
a canonical isomorphism

n ~ n =1

RUa(Xea, Z/p"Z) = (R (X/A)p"[}])°
of commutative algebras in D(Z/p™).

(5) Base Change (Corollary 4.12): Let (A,I) — (B,J) be a map of bounded
prisms, and let Y = X Xgpeca/ry Spf(B/J). Then the natural map induces
an isomorphism

~L .,
RPA(X/A)@)AB = RFA(Y/B),

where the completion on the left is the derived (p,J)-adic completion.

(6) Image of ¢ (Corollary 15.5): The linearization
¢aRLp(X/A) = RI)(X/A)

of ¢ becomes an isomorphism after inverting I. More precisely, if I = (d)

is principal, there is a map V; : H?A(X/A) — H'(¢% RT ) (X/A)) such that

Vio = oV = d'.

In particular, it follows from the Hodge-Tate comparison that RI'p(X/A)
is a perfect complex of A-modules if X is proper.

Let us discuss the consequences of Theorem 1.8 over the prisms discussed
in Example 1.3.
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Ezxample 1.9.

(1) (Crystalline). Assume that I = (p). In this case, prismatic cohomology
gives a canonical Frobenius descent of crystalline cohomology by Theo-
rem 1.8(1). Note that this is no extra information when A is perfect,
while it is interesting extra information in the common case that A is a
p-completely smooth lift? of a smooth k-algebra equipped with a Frobenius
lift for some perfect field k. This yields restrictions on the possible struc-
ture of the torsion in crystalline cohomology (e.g., its length, when finite,
has to be a multiple of pdi™(4/pA)),

(2) (BMS1). Let C/Q, be an algebraically closed complete extension with the
ring of integers O¢, and let A := Ajnr = Ain(O¢) be Fontaine’s ring with
I =ker(0 : Ajns — O¢). The pair (A, I) is a perfect prism corresponding to
the perfectoid ring O¢. In [BMS18|, we defined a complex of Ajs-modules
RT 4

Section 17 that there exists a canonical ¢-equivariant isomorphism

(X) equipped with a “Frobenius” operator ¢. We shall prove in

inf

RI'4 (X) = ij.}RFA(X/Ainf)-

inf
Note that in this case ¢4 is an isomorphism, so the pullback appearing
above merely twists the A-module structure. The comparison results from
[BMS18] are then immediate consequences of the comparison results above
(except for the results on de Rham-Witt theory in [BMS18| that we have
not taken up here); note that the A ys-comparison theorem from [BMS18|
follows from Theorem 1.8(1) thanks to Theorem 1.8(5) applied to the map
(Aint, ker(0)) — (Acrys, (p)) of bounded prisms.

Remark 1.10. Our search for the prismatic site was substantially mo-
tivated by a desire to obtain a site-theoretic construction of the Aj.s-
cohomology. The “Frobenius” operator on this cohomology had slightly
mysterious origins: it came, rather indirectly, via the tilting equivalence
for perfectoids. Thanks to the relation to prismatic cohomology, the ori-
gins of this operator are now clear: it comes from the Frobenius lift on O).

(3) (Breuil-Kisin, BMS2). Let K/Q, be a complete discretely valued field with
perfect residue field k& and uniformizer 7, and let A = & = W (k)][[u]] with
I C A the kernel of the map A — O sending u to w. Then in [BMS19] we
defined a complex of A-modules RI'g(X) equipped with a Frobenius, using
topological Hochschild homology. In Section 15, we construct a canonical
¢-equivariant isomorphism

3In this special case where A/p is a smooth k-algebra, the extra Frobenius descent provided
by Theorem 1.8(1), at the level of cohomology groups, can also be deduced from Ogus-
Vologodsky’s description [OV07, Th. 2.8(3)] of their local Cartier transform.
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RI's(X) = BT (X/6).

The above comparison results recover the results of [BMS19]| on Breuil-
Kisin cohomology.

(4) (g-crystalline) Let A = Z,[[q — 1]] with I = ([p],) as above, so that A/I =
Z,(¢p). If R is a p-completely smooth Z,-algebra, R .= R®z, Z,[(p] and
X = SpfRW, then for any choice of a p-completely étale map

O:Z,(T1,...,Tq) — R,
we construct in Section 16 a canonical isomorphism
¢ = RT\(X/A)

with the ¢-de Rham complexes from [Sch17|, proving [Sch17, Conj. 1.1]
on the independence (up to canonical quasi-isomorphism) of qQ% from the
choice of [.

Remark 1.11. In Theorem 1.8(2), we have formulated the Hodge-Tate com-
parison solely in the affine case. There are several reasons for this choice. First,
it is simpler to formulate the result in the affine case as we can avoid introduc-
ing excessive formalism necessary to formulate the appropriate analog for non-
affine formal schemes, e.g., the non-affine version of the Hodge-Tate comparison
in Theorem 6.3 needs the introduction of the functor Ruv, : Shv((X/A),) —
Shv(Xe) from Construction 4.4 for general X. Secondly, there is no loss of
generality: our constructions are functorial in the co-categorical sense, so the
affine statement in Theorem 1.8(2) immediately implies the generalization to
non-affine formal schemes in Theorem 6.3 (once the latter has been formulated).
Relatedly, the statement for affines immediately yields analogs of interest be-
yond formal schemes, e.g., for formal stacks. Thus, in Theorem 1.8(2) — and
in fact for several other analogous results elsewhere in the paper — we have re-
stricted ourselves to the affine case when it leads to cleaner statements without
sacrificing generality.

In [FM87]|, Fontaine-Messing gave a description of crystalline cohomology
in terms of syntomic cohomology of a sheaf of divided power envelopes. The
corresponding idea in mixed characteristic was taken up in [BMS19|, where it
was rephrased in terms of quasisyntomic descent from a class of semiperfectoid
rings. To adapt these results to the prismatic context, we prove the following
result about the prismatic site of semiperfectoid rings; we note that part (2)
below says that there is a notion of “perfection” even in mixed characteristic.
(See also Theorem 1.17(2) for a more general statement.)

THEOREM 1.12. Let S be a semiperfectoid ring; that is, S is a (derived)
p-adically complete quotient of a perfectoid ring.
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(1) Existence of universal prisms (Proposition 7.2): The category (S)) of
prisms (A, I) with a map S — A/I admits an initial object (MY T), and
I = (d) is principal.

(2) The perfectoidization of S (Corollary 7.3, Theorem 7.4): Let (AT) er be
the (p, I)-completed perfection of A, and let Sperta = (AF)pere/I. Then
Sperfd 18 a perfectoid ring and the map S — Sperta @5 the universal map to
a perfectoid ring from S. Moreover, the map S — Spertd 15 surjective.

The surjectivity of S — Spereq in Theorem 1.12(2) implies that the notions
of “Zariski closed” and “strongly Zariski closed” subsets of affinoid perfectoid
spaces agree, contrary to a claim made by the second author in [Sch15, §II.2].
The proof of this result uses an important flatness lemma of André [And18a] for
perfectoid rings (for which we offer a direct prismatic proof in Theorem 7.14).

Remark 1.13 (Almost mathematics with respect to any closed set). Theo-
rem 1.12(2) implies that there is a good notion of “almost mathematics” with
respect to any ideal of a perfectoid ring, and not merely v/pR as in the classical
setup. More precisely, if J C R is any p-complete ideal in a perfectoid ring,
then Theorem 1.12(2) implies that R — (R/J)pertd is a surjective map of per-
fectoid rings. General properties of perfectoid rings then show that the kernel
Jpertd = ker(R — (R/J)perta) satisfies Jperfd®éjperfd ~ Jpertd, Which leads to
a notion of “J-almost mathematics” for p-complete R-modules and p-complete
objects of the derived category D(R) (see Section 10.1).

The prism Aijl’it from Theorem 1.12 is poorly behaved in general, and we do
not know any explicit description. However, if S has a well-behaved cotangent
complex, then one can do better, as this prism can be described as the derived
prismatic cohomology of S itself.

THEOREM 1.14. Let S be a semiperfectoid ring. Assume now that S is
quasireqular; that is, S has bounded p>-torsion and the cotangent complex
Lgyz,[—1] is p-completely flat. Write* hg = AT for the object from Theo-
rem 1.12.

(1) The conjugate filtration (Proposition 7.10, Construction 7.6): The S-algebra
As /I is p-completely flat. Moreover, for any choice of a perfectoid R map-
ping to S, the S-algebra Ag/I admits an increasing (‘conjugate”) filtration
Fil;onjAS/I by S-modules together with isomorphisms

gr{™ g /T = (N'Lg)p[—i]) M —i},

4We have switched from AP to the more evocative Ag in Theorem 1.14 as this object is
well behaved for S quasiregular semiperfectoid (by Theorem 1.14!).
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where the Breuil-Kisin twist appearing on the right is defined using the
perfect prism attached to R as in Theorem 1.8(2).

(2) The Nygaard filtration (Section 12.1): The ring Ag admits a natural de-
creasing (“Nygaard”) filtration

FilyAs = {z € As | p(x) € I Ag}.

For a generator d € I coming from a generator of ker 6 : Ajns(R) — R for
R as in (1), the composite map

. d'
Filgvﬁs W—J> AS — AS/I
has image Fil;.onjﬁs/[, mducing an isomorphism
griyhs = FilS™Ag /1.

(3) Comparison with the topological theory (Section 13): The ring hg =
moTP(S;Zy) defined in [BMS19| is ¢-equivariantly isomorphic to the com-
pletion of Ag with respect to its Nygaard filtration and, in particular, admits
a functorial 6-ring structure.

Remark 1.15. By S we denote a quasiregular semiperfectoid ring (see Theo-
rem 1.12). The formalism of topological Hochschild homology endows the com-
mutative ring moTP(S; Z,) with an endomorphism ¢g often called the “Frobe-
nius” (see [NS18]). Despite the name, it is not clear from the definitions that
¢g lifts the Frobenius on myTP(S;Z,)/p. Thanks to Theorem 1.14(3), an even
better statement is now available: ¢g is the Frobenius lift attached to a -
structure. (Note that this assertion need not be true for more general S.)

We give three applications of the above results on semiperfectoid rings.
Our first application concerns the Nygaard filtration on prismatic cohomology
in the smooth case; the relevance of semiperfectoid rings to this question is that
the quasiregular semiperfectoid rings form a basis for the quasisyntomic site.
Note that part (3) below implies the result on the image of ¢ in Theorem 1.8.

THEOREM 1.16 (Theorem 15.3). Let (A,I) be a bounded prism, and let
X = Spf(R) be an affine smooth p-adic formal scheme over A/I.

(1) (Existence of the Nygaard filtration). On the quasisyntomic site Xsyn, one
can define a sheaf of (p, I)-completely flat 5-A-algebras b_ ;4 equipped with
a Nygaard filtration on its Frobenius twist

~L
A(—1)A = A—/A®A7¢A

given by
Filh s, = {z € &), | ¢(x) € I'D_4}.
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(2) (Quasisyntomic descent). There is a canonical isomorphism
RT ) (X/A) = RT(Xqsyn: b j4),
and we endow prismatic cohomology with the Nygaard filtration
:11 -1 1
Filly RT(X/A)") = RT (X gsyn, Fil A ).
(3) (Graded pieces of the Nygaard filtration). There are natural isomorphisms
gy RU (X/A)V = 7508 (i)

for all i > 0.
(4) (Frobenius is an isogeny). The Frobenius ¢ on RI')(X/A) factors as

$RT ) (X/A) = RT ,(X/A)D & Ly RT , (X/A) — RT 5 (X/A),
using the décalage functor Lnr as, e.g., in [BMS18|. The map
¢ : g5 RTp(X/A) — Ly RT p(X/A)
18 an isomorphism.

Our second application is to the study of perfectoid rings. Generalizing
Theorem 1.12(2), we prove that there is a “perfectoidization” for any finite
algebra over a perfectoid ring, and this operation behaves like the perfection in
characteristic p in many ways.

THEOREM 1.17. Let R be a perfectoid ring, and let S be an integral R-
algebra.

(1) Perfectoidizing integral algebras (Theorem 10.11): There is a perfectoid
ring Spertd With a map S — Sperta such that any map from S to a perfectoid
ring factors uniquely over Spertd .-

(2) Almost purity (Theorem 10.9): Assume R — S is finite étale away from
V(J) C Spec(R), where J C R is a finitely generated ideal. Then R —
Spertd 45 J-almost finite étale. (See Remark 1.13 for the terminology, and
Section 10 for a precise formulation.)

Theorem 1.17(2) reduces to the usual almost purity theorem for perfectoid
algebras when J = (p), and it improves on the perfectoid Abhyankar lemma
[And18b| when J = (g) for some g € R; moreover, our proof avoids adic spaces
(and thus perfectoid spaces), so we get a new proof of both results. As a
corollary, we deduce that for a perfectoid ring R, the Fj-étale cohomological
dimension of Spec(R[1/p]) is <1 (Theorem 11.1).

The third application of our results on semiperfectoid rings is a resolu-
tion of the vanishing conjecture on the complexes Z,(n) made in [BMSI19,
Conj. 7.18|. By the main results of [BMS19] and [CMM21], these are related
to p-adic algebraic K-theory.
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THEOREM 1.18 (Theorem 14.1). The quasisyntomic sheaves of complexes
Z,(n) of [BMS19] are concentrated in degree O and p-torsionfree. In particular,
locally in the quasisyntomic topology of any quasisyntomic Zpy-algebra, the mod
p algebraic K-theory K(—)/p functor is concentrated in even degrees.

Theorem 1.18 (or, rather, its proof) yields vanishing results in concrete
situations. For instance, if C'//Q, is a complete and algebraically closed field,
then 7, K (Oc¢/p™; Zy) vanishes in odd degrees for any n > 0 (Corollary 14.3).

1.1. Leitfaden of the paper. We begin with the theory of §-rings in Sec-
tion 2. Having established enough language, we introduce prisms in Section 3
and the prismatic site in Section 4. The crystalline and Hodge-Tate compar-
ison results in characteristic p are proven next in Section 5. From this, we
deduce the Hodge-Tate comparison in general in Section 6, which implies the
compatibility with base change, and the de Rham comparison (under a small
technical hypothesis).

We then proceed in Section 7 to study semiperfectoid rings S via derived
prismatic cohomology (i.e., using simplicial resolution by smooth algebras) to
prove Theorem 1.12. These results are then applied in Sections 8-11 to studying
the “generic fibre.” In particular, we prove the étale comparison theorem for
prismatic cohomology in Section 9, and Theorem 1.17 in Section 10.

In Section 12, we analyze the Nygaard filtration explicitly for quasiregu-
lar semiperfectoid rings. This analysis is used to prove the comparison with
[BMS19] in Section 13 and Theorem 1.18 in Section 14. Descending back to
the smooth case, we deduce Theorem 1.16 in Section 15, which also implies the
results on the image of ¢ and the general version of the de Rham comparison
in Theorem 1.8.

Finally, in Section 16, we introduce g-crystalline cohomology; this theory
is computed by ¢-de Rham complexes in the presence of co-ordinates, which
resolves some conjectures from [Sch17]. This theory is also identified with pris-
matic cohomology in certain situations, which leads to concrete representatives
computing prismatic cohomology. These concrete representatives are used in
Section 17 to relate prismatic cohomology to the AQ-complexes from [BMS18].
We end in Section 18 by proving a strong uniqueness result for comparison
isomorphisms (so any diagram chase involving such comparison isomorphisms
necessarily commutes).

1.2. Notation. Given an abelian group M equipped with a set of com-
muting endomorphisms {f; : M — M},er, we may regard M as a module
over the polynomial algebra Z[f;|i € I] by letting the variable f; act as the
endomorphism f;. If we are further given a total ordering of I, we define the
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(homological) Koszul complex

(1) Kos(M; (fi)ier) = = DM - @ M L ar 50

1<J i€l
with usual differentials (see, for example, [Stacks, Tag 0621]) that represents
M ®é[ liel] Z in the derived category, and dually the cohomological Koszul
complex

2) Koso(M; (fi)ier) = 0 — M L T = [ M — -

1€l 1<J
representing RHomZ[me[](Z,M) in the derived category. Note that if I is
finite, then these two complexes are isomorphic up to shift.

We will often take various completions. These are taken in the derived
sense unless otherwise specified. We refer to [Stacks, Tag 091N] for the following
assertions about derived completion; other relevant references are [BS15, §3.4,
3.5] as well as [Lurl8, §§7, 8, and App. D] (especially for the oco-categorical
aspects). Recall that if A is a ring with a finitely generated ideal I C A, then
a complex M of A-modules is derived I-adically complete (often abbreviated
to derived I-complete) if the natural map

M — M := RlimKos(M; f7, ..., ")

is an isomorphism, where fi,..., f, € I are generators of I; the object M e
D(A) and the map M — M (and thus the condition of derived I-completeness)
are independent of the choice of generators of I.> We shall write Di_comp(A)
for the full subcategory of D(A) spanned by I-complete complexes; if the ideal
I is clear from context, we shall simply write Deomp(A) instead.

A complex M of A-modules is derived I-complete if and only if each
H'(M) is derived I-complete. In particular, the category of derived I-complete
A-modules is an abelian category stable under passage to kernels, cokernels, im-
ages and extensions in the category of all A-modules. Any classically I-adically
complete A-module M is derived I-complete, and conversely if M is derived I-
complete and [-adically separated, then M is classically I-adically complete. In
general, for an A-module M, it can happen that its derived I-completion M is
not concentrated in degree zero. However, if [ is principal and M has bounded
I*°-torsion, i.e., there is some integer n such that M[[*°] = M[I"], then M
is concentrated in degree zero and agrees with the classical I-adic completion
lim,, M/I™"M of M. More generally, for I = (f1,..., fr) and an A-module M,
the derived I-completion of M and the classical I-adic completion of M agree
if the projective system {H;(Kos(M; f1', ..., f?')}n>1 is pro-zero for i > 0. In

®Beware that in general the completion of M is not given by Rlim, M ®% A /I™; however,
this happens if I is generated by a regular sequence, or if A is noetherian (by Artin-Rees).
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such cases, we shall simply write “I-adic completion” for either the classical or
the derived completion of M.

A complex M of A-modules is I-completely flat if for every I-torsion
A-module N, the derived tensor product M ®ﬁ N is concentrated in degree
0. This implies, in particular, that M ®£‘ A/I is concentrated in degree 0
and is a flat A/I-module. Moreover, if M is I-completely flat, then it is J-
completely flat for any ideal J that contains 1™ for some n. Note that if M is a
flat A-module, then the derived I-completion M is still T -completely flat. More
generally, we say that M has finite I-complete Tor amplitude if M ®£1 A/I has
finite Tor amplitude in D(A/I); this is equivalent to requiring that there exist a
constant ¢ > 0 such that M ®f‘ — carries I-power torsion A-modules to Dled
(with ¢ = 0 corresponding to I-complete flatness).

A complex M of A-modules is I-completely faithfully flat if it is I-com-
pletely flat and M @& A/I (which is automatically a flat A/I-module concen-
trated in degree zero by I-complete flatness) is a faithfully flat A/I-module.

A derived I-complete A-algebra R is called I-completely étale (resp. I-com-
pletely smooth, I-completely ind-smooth) if R ®% A/I is étale (resp. smooth,
ind-smooth) over A/I, i.e., that R ®% A/I is concentrated in degree 0, where
it is given by an étale (resp. smooth, ind-smooth) A/I-algebra. We note that
by Elkik’s algebraization results,® R is I-completely étale (resp. smooth) if and
only if it is the derived I-completion of an étale (resp. smooth) A-algebra, which
is the condition that we have used in [BMS18|, [BMS19].

We will sometimes use simplicial commutative rings, e.g., to resolve arbi-
trary algebras by ind-smooth algebras as in the definition of the cotangent

5 As Elkik’s exposition assumes noetherianness, we sketch a direct explanation of the rele-
vant algebraization result via derived deformation theory. Given a commutative ring A with
finitely generated ideal I C A, we shall show that any I-completely smooth and I-complete
simplicial commutative A-algebra R is the derived I-completion of a smooth A-algebra. Using
[Stacks, Tag 07MS8|, choose a smooth A-algebra R’ lifting the smooth A/I-algebra R®% A/I.
We shall show that the derived I-completion S of R’ is isomorphic to R. Choose f1,..., fr € I
generators, and write A, = Kos(4; f1*,..., f*), so A ~ lim, A, is the derived I-completion
of A and A/I = my(A1). Each A, is a simplicial commutative ring, and (by reduction to
A=1Z[f1,...,fr]) each map An+1 — A, is also a finite composition of square-zero extension
where the “ideals” of the extension lie in D*<° at each step. Moreover, via the canonical fil-
tration, the map A; — mo(A1) = A/I is a finite composition of square-zero extensions where
the “ideals” of the extension lie in D»<° at each step. The A-algebras R and S are isomor-
phic and smooth after derived base change to A/I by construction. By derived deformation
theory, any such isomorphism can then be lifted successively to yield a compatible system
{S ®% A, ~ R®5% An}n>1 of isomorphisms of smooth algebras over {An}n>1. Indeed, the
obstruction to lifting across each square-zero extension encountered lies in a group of the form
Extg (P, M), where B is a simplicial commutative ring, P is a finite projective B-module (i.e.,
P € D(B) with P ®% m(B) being finite projective over mo(B)) and M € D>=°(B); filtering
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complex. (All our rings, including the simplicial ones, are assumed to be
commutative.) Following topological terminology, we say that a simplicial ring
A is discrete if it is concentrated in degree 0, i.e., m;A = 0 for ¢ > 0; in other
words, a discrete simplicial ring is equivalent to the usual ring mgA. Occasion-
ally, we use the same terminology more generally for any object of the derived
category: A complex M is discrete if H'(M) = 0 for i # 0, in which case
M is isomorphic to the module H°(M); likewise, a complex M is connective
(resp. coconnective) if H (M) = 0 for i > 0 (resp. i < 0). Given a simplicial
commutative ring A and M € D(A), recall that one calls M (faithfully) flat if
M @% m(A) € D(mo(A)) is (faithfully) flat in the usual sense; similarly, one
can define the notion of I-complete (faithful) flatness given a finitely generated
ideal I C mo(A).

Finally, we occasionally use oo-categorical techniques (especially when con-
structing and using derived prismatic cohomology, and when talking about
descent in the derived category). We shall follow the following standard con-
vention in these situations: given a commutative (or Foo-) ring A, we write
D(A) for its derived oo-category. Similarly, given a finitely generated ideal
I C mo(A), we write D_comp(A) (or simply Deomp(A) if I is clear) for the full
oo-subcategory of D(A) spanned by I-complete objects. The following variant
of faithfully flat descent will be used often: for a commutative ring A with a
finitely generated ideal I C A, the functor Dr_comp(—) on simplicial commu-
tative A-algebras is a sheaf for the topology defined by I-completely faithfully
flat maps.”
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2. 0-rings

Fix a prime p. In this section, we discuss the theory of §-rings. In Sec-
tions 2.1 and 2.2, which are essentially review, we discuss the definitions and ba-
sic properties of 0-rings [Joy85]; a good reference for this material is [Bor16]. In
Section 2.3, we introduce distinguished elements, which are essential to defining
prisms. Basic properties of perfect d-rings are then the subject of Section 2.4.
In Section 2.5, we establish a relationship between divided power envelopes and
d-structures; this relationship plays an important role in many subsequent com-
putations in this paper, thanks in large part to the nice commutative algebra
properties of divided power envelopes of regular sequences, which are reviewed
in Section 2.6.

All our rings are Z,)-algebras. We write rad(A) for the Jacobson radical
of a ring A. In the following, note that the expression

a? +yf — (x+y)’
p

€ Zlx,y|
can be evaluated in any ring.
2.1. Definition and basic properties.

Definition 2.1. A §-ring is a pair (R, ), where R is a commutative ring
and § : R — R is a map of sets with §(0) = §(1) = 0, satisfying the following
two identities:

6(zy) = 2P6(y) + y"6(x) + pé(x)d(y) and

o +yP — (v +y)P
N y—(e+y)

6(z+y)=46(z) +d(y) ’
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There is an evident category of d-rings. (In the literature, a §-structure is often
called a p-derivation.)

Remark 2.2 (0-structures give Frobenius lifts). Given a é-ring (R,d), we
write ¢ : R — R for the map defined by ¢(z) = aP + pd(z); the identities
on ¢ ensure that this is a ring homomorphism that lifts Frobenius on R/p. In
fact, the identities on & are reverse engineered from this requirement: if R is a
p-torsionfree ring, then any lift ¢ : R — R of the Frobenius on R/p comes from
a unique J0-structure on R, given by the formula §(z) = W. Note that as
the condition of being a lift of Frobenius is vacuous if p is invertible, a §-ring
over QQ is the same thing as a Q-algebra with an endomorphism. In general,
given a J-ring R, we shall write ¢ : R — R for its Frobenius endomorphism; if
there is potential for confusion, we shall denote this map by ¢g instead.

Remark 2.3 (-structures and A-structures). By a theorem of Wilkerson
[Wil82, Prop. 1.2|, giving a A-ring structure on a flat Z-algebra R is equivalent
to specifying commuting Frobenius lifts ¢, on R for all primes p. Borger has
extended this in [Borll]| in multiple ways (including allowing all Z-algebras).
In particular, it follows from his work that a J-structure on a ring R is the
same as a p-typical A-structure. This motivates the following terminology: an
element x in a d-ring B has rank 1 if §(z) = 0; such elements satisfy ¢(x) = aP
(and the converse holds true if B is p-torsionfree).

Remark 2.4 (§-rings via Ws(—), following Rezk |Rez14]). For any ring R,
the ring Wa(R) of p-typical length 2 Witt vectors is defined as follows: we have
W3(R) = R X R as sets, and addition and multiplication are defined via

P + (:L")pp— (3:+x’)p>

(z,y) + (2',y) = (fv +2y+y +

and

(z,y) - (&', y) = (22, 2Py + 2Py + pyy/).
Ignoring the second component gives a ring homomorphism € : W5(R) — R.
It is immediate from the definitions that specifying a d-structure on R is the
same as specifying a ring map w : R — Ws(R) such that € o w = id; the
correspondence attaches the map w(x) = (z,0(z)) to a d-structure 6 : R — R
on R.

Remark 2.5 (Derived Frobenius lifts give d-structures). Let R be any Z,)-
algebra. Then specifying a d-structure on R is the same as specifying a map ¢ :
R — R and a path in the space Endscry, (R®LF,), between the points defined
by ¢ and the Frobenius; here SCRy, denotes the oo-category of simplicial
commutative Fj-algebras. In other words, giving a d-structure on R is the
same as specifying a lift of Frobenius in the derived sense. To prove this, first
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note that for a p-torsionfree ring R, the square

Wa(R) R
I

R/p

is a pullback square of rings, where the right map is the canonical projection,
the lower map is the composite of the projection R — R/p with the Frobenius
of R/p, and the top map is the Witt vector Frobenius (defined on Witt co-
ordinates by F(z,y) = 2P + py). Passing to simplicial resolutions, this implies
that for any simplicial ring, there is a functorial pullback square

Wa(R) —— R
I
R R®LF,

of simplicial rings. Using this pullback square, Remark 2.4 translates into the
desired description of d-rings.

Ezample 2.6 (The initial d-ring). The identity map on the p-torsionfree
ring Z,) is its unique endomorphism and lifts the Frobenius modulo p, so Z,
carries a unique d-structure given by 0(x) = I_Tfp. In fact, this is the initial
object in the category of J-rings (as we work with Z,-algebras). One checks
that § on Z, lowers the p-adic valuation by 1 for non-units. In particular,
6" (p™) is a umit for all n. As Z(, is the initial d-ring, it follows that there is
no nonzero §-ring where p"™ = 0 for some n > 0.

Remark 2.7 (Limits and colimits of d-rings, and Witt vectors). One can
show that the category of §-rings admits all limits and colimits, and these
are computed at the level of underlying rings: this is easy for limits, and for
colimits it follows via the characterization in Remark 2.4 as there is a natural
map colim; Wa(—) — Wa(colim; —) of functors. It follows by general nonsense
that the forgetful functor from é-rings to rings has both left and right adjoints,
since it commutes with both colimits and limits. The left adjoint provides one
with a notion of “free objects” and is studied in Lemma 2.11 below. The right
adjoint is given by the (always p-typical) Witt vector functor W (—) by a result
of Joyal [Joy85]. Thus, for each é-ring R, we have a natural map R —% W (R)
of d-rings by adjunction; the first two components of this map (in standard
Witt co-ordinates) are given by = — (z,d(x)), as in Remark 2.4.

Notation 2.8. We shall use the symbols {} and ()5 to denote the adjoining
and killing of elements in the theory of é-rings. Thus, Z,{x} is the free d-ring
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on one generator ¥, Z,){x,y}/(f)s is defined by a pushout square

Zp{ty ——=Zp){z,y}

-

Zy) — Zpy{z,y}/(f)s,

etcetera.
Regarding the quotients that one takes here, we note the following lemma:

LEMMA 2.9 (Quotients). Let A be a §-ring. Let I C A be an ideal. Then
I is stable under § if and only if there exists a (necessarily unique) §-structure
on A/I compatible with the one on A.

Proof. The “if” direction is clear. For the “only if” direction, we must
show that if a € A and f € I, then d(a) = d(a + f) mod I; but this follows
immediately from the additivity formula. ([

Ezample 2.10 (Quotients in 0-rings). Let A be a d-ring, and let I C A be
an ideal. Then the universal §-A-algebra B with IB = 0 is given by B = A/ J,
where J is the J-stabilization of I, i.e., the ideal generated by U,d"(I).

LEMMA 2.11 (Free d-rings). The ring Zy{z} is a polynomial ring on the
set {x,8(x),0%(x),...} and its Frobenius endomorphism is faithfully flat. The
ring Q{z} = Z(p){x}[%] is also a polynomial ring on the set {x, ¢(z), $*(x),...}.

Proof. Consider the polynomial ring A = Z[xo, 1,72, ...] on countably
many generators. The assignment z; — 2! + pz; 41 gives an endomorphism ¢
of A that lifts the Frobenius on A/p. As A is p-torsionfree, there is a unique
d-structure on A described by §(z;) = z;41. Given any §-ring R with an element
f € R, thanks to the universal property of the polynomial ring, there is a unique
ring homomorphism 7y : A — R defined by n¢(z;) = 6(f). By construction, we
have n(0(z;)) = 6(ns(wxi)), so 1y is a map of o-rings, as the relations imposed
on § in Definition 2.1 determine the behavior on the Z,-algebra generated by
the x; from the behavior on the x;. It is then also clear that 7y is uniquely
determined as a map of d-rings by the requirement n¢(xo) = f. It follows that
setting Z, {r} = A with & = z¢ gives the free §-ring on a generator x, so this
ring is indeed a polynomial ring on {z,§(x), 6%(z), ...} as asserted. Inverting p
easily gives the desired assertion for Q{z} as well.

We explain the faithful flatness assertion. The map ¢ : A — A can be
written as the filtered colimit of the maps

bi : Ly [w,0(x), ..., 5Z(x)] = Zylz,6(z), ..., 5i+1(x)],
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S0 it is enough to prove that each ¢; is faithfully flat. By the fibrewise criterion
for flatness, it suffices to see that ¢;[1/p] and ¢;/p are faithfully flat. But
oi[1/p] agrees with the map

Qlz, ¢(z), ..., ¢" ()] = Qlz, ¢(x),...,¢" ()]
shifting generators, which is evidently faithfully flat. On the other hand, ¢;/p
agrees with the composite of the Frobenius on Fplx,d(x),...,d"(x)] with the
inclusion

Fylz,0(x),...,8(2)] < Fplz,d(x),..., 0 (x)],
both of which are faithfully flat. O

COROLLARY 2.12 (Frobenius is fpqc locally surjective). Fiz a §-ring A
and an element x € A. Then there exists a faithfully flat map A — B of
d-rings such that the image of x in B has the form ¢(y) for some y € B.

Proof. Set B to be the pushout of the diagram Z,{s} < Z,{t} — A
of d-rings, where the first map sends t to ¢(s) and the second map sends ¢
to z. The resulting map A — B is faithfully flat by Lemma 2.11 (recalling
that pushouts of §-rings can be computed on the level of underlying rings by
Remark 2.7), and the image of z equals that of ¢(s) in B. O

Remark 2.13 (Joyal’s 0,,-operations). As d-rings R admit a natural map w :
R — W(R) to their ring of p-typical Witt vectors, there are natural functorial
operations d,, : R — R for n > 0 on any §-ring R such that

w(x) = (do(x),01(x),02(),...) € W(R)
in Witt vector coordinates; in particular, dp(z) = = and 01(z) = d6(x). These

operations can be characterized by the following universal identity: for each
element z in each J-ring R, we have

9" (@) = do(@)”" +por(@)”" "+ 4 "G (@).
In general, one can express d,,(—) as a monic polynomial of degree n in 6.

Remark 2.14 (The free d-ring via Joyal’s operations). As the operation d,
from Remark 2.13 is a monic degree n polynomial in §, one can reformulate
the first part of Lemma 2.11 as the following assertion: the ring Z(p){x} is a
polynomial ring on the set {0, () }n>0-

2.2. Eztending d-structures.

LEMMA 2.15 (Localizations). Let A be a 6-ring. Let S C A be a mul-
tiplicative subset such that ¢(S) C S. Then the localization S~'A admits a
unique §-structure compatible with the map A — S~Y(A). Moreover, the map
A — ST A is initial amongst all 5-A-algebras B such that each element of S is
invertible in B.
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Proof. We first explain the argument when A is p-torsionfree. In this case,
the localization S~!A is also p-torsionfree. The map ¢4 : A — A carries S to
itself, and hence induces a map ¢g-14 : ST'A — S71A. As A - S~ 'Ais a
localization, it is easy to see that ¢g-14 is a lift of Frobenius as ¢4 is so; this
gives the first part of the lemma. The second part is clear.

In general, given a pair (A,S) as in the lemma, choose a surjection « :
F — A with F being a free d-ring on some set. Then F is p-torsionfree (by
Lemma 2.11). The preimage T := a~!(S) C F is a multiplicative closed subset
of F' (as a is multiplicative) that is ¢-stable (as o commutes with ¢). The
localization T~'F carries a unique é-structure compatible with the one on F
by the preceding paragraph. The formula S~'A = T7'F ®p A, and the fact
that colimits of d-rings coincide with those of the underlying rings, then shows
that S~!A also carries a unique é-structure compatible with the one on A. The
last part is clear. O

Remark 2.16 (Localizations in the p-local world). In a é-ring A with p in
the Jacobson radical rad(A), the formula ¢(f) = fP + pd(f) shows that if f is
a unit, so is ¢(f). Thus, for any d-ring A and any multiplicative subset S C A,
the p-localization (S™'A),) of the localization S™'A of A coincides with the
p-localization of T71A where T = {S,#(95),¢*(S),...}. By Lemma 2.15, it
follows that (SflA)(p) carries a unique d-structure compatible with the one
on A, and it can be characterized as the initial object in the category of all
9-A-algebras B with p € rad(B) where S becomes invertible.

In the paper, we will use the preceding remark mostly with p-localization
replaced with p-completion. Regarding completions, we have the following
general result:

LEMMA 2.17 (Completions). Let A be a §-ring, and let I C A be a finitely
generated ideal containing p. Then the map 6 : A — A is I-adically continuous;
more precisely, for each n, there is some m such that for all x € A, one has
Sz+1I™) Cod(x)+Im.

Moreover, the classical I-adic completion of A acquires a unique d-structures
compatible with the one on A.

The case of derived completions will be handled by the next lemma.

Proof. Once we have proved that § is I-adically continuous, it follows that
0 extends to a continuous map on the classical I-adic completion A of A, which
will by continuity still be a §-structure. This extension is also unique as the
5—structure on A must be JTA- adically continuous by the same result applied
to A.

For continuity, we note that the additivity formula implies that

x4+ 1) —=6(x) Cco(I™)+ 1™,
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so it suffices to see that for any n, there is some m > n such that 6(I™) C I".
Note that the product (and addition) formula for § imply that for any two
ideals Ji, Ja,

§(J1J2) C Ji + Jo + pd(J1)0(J2)A.

In particular, taking J; = Jo = I, we see that §(I%) C I as p € I by assumption.
Taking J; = Jo = I?" then shows inductively that §(12""") c I2", as desired.
O

LEMMA 2.18 (Etale maps). Let A be a 6-ring equipped with a finitely gen-
erated ideal I C A containing p. Assume that B is a derived I-complete and
I-completely étale A-algebra. Then B admits a unique d-structure compatible
with the one on A.

This lemma implies, in particular, that the §-structure on A passes uniquely
to its derived I-completion for any I C A containing a power of p.

Proof. We use the characterization of §-rings in terms of W5 as in Re-
mark 2.4. By Elkik’s algebraization theorem, we can write B as the de-
rived I-completion of some étale A-algebra B’. Then Wa(A) — Wa(B') is
étale by van der Kallen’s theorem; cf. [BMSI18, Th. 10.4]. We claim that
Wy(B) is the derived I-completion of Wa(B’), when regarded as A-algebras
via A 224 Wy(A) — Wo(B'). For this, note that there is a short exact se-
quence

0— ¢B' = Wo(B') = B —0

of A-modules, and derived I-completion agrees with derived ¢(I)-completion
as p € I. In particular, Wy(B) is derived I-complete and I-completely étale
over W (A).

Considering the diagram

A Wo(B)
|
B’ B

and using that A — B’ is étale while W2(B) — B is a pro-infinitesimal thick-
ening, we see that there is a unique lift B’ — W3(B) making the diagram
commute, which then extends to a unique map wpg : B — Wa(B) as Wa(B) is
derived I-complete. This gives the desired unique d-structure on B compatible
with the one on A. O

2.3. Distinguished elements. The following notion plays a central role in
this paper:

Definition 2.19. An element d of a 0-ring A is distinguished if §(d) is a unit.
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Any morphism of §-rings preserves distinguished elements.

Example 2.20. The following examples of distinguished elements are cru-

cial for cohomological purposes.

(1) Crystalline cohomology. Take A=Z,, with d=p. Indeed, §(p)=1—pP~le Z,.

(2) g-de Rham cohomology. Take A = Z,[q — 1], d = [plq :== q;__ll € A, with
0-structure determined by ¢(q) = ¢P. The distinguishedness of d can be
seen directly, or by simply observing that §([p],) = d(p) mod (¢ — 1), so
the claim follows from (1) and (¢ — 1)-adic completeness.

(3) Aing-cohomology. For a perfectoid field C/Q,, take A = Ains(Oc¢) with
d = £ being any generator of the kernel of Fontaine’s map Ay — O¢. The
ring A carries a unique J-structure given by the usual lift of Frobenius.

The distinguishedness of d can be seen as in (2) via specialization along
the d-map Ay,¢ — W(k), where k is the residue field of C.
(4) Breuil-Kisin cohomology. Fix a discretely valued extension K/Q, with
uniformizer 7. Let W C O be the maximal unramified subring. Take A =
W u] with §-structure determined by the canonical one on W and satisfying
¢(u) = uP. There is a W-equivariant surjection A — O determined by
u +— m. Any generator d € A of the kernel of this map is distinguished; this
can be seen as in (2) via specialization along the d-map W u] Kinsg 77
Ezxample 2.21. Consider the initial object in the category J-rings equipped
with a distinguished element d. By Lemmas 2.15 and 2.11, such an object
exists and can be described explicitly as the localization S _1Z(p){d}, where
S = {§(d), #(5(d)), p*(5(d)),...}. In particular, the universal distinguished
element d is a nonzerodivisor modulo p. If no confusion arises, we shall denote

this d-ring by Z(p){d,(S(d)*l}.

Remark 2.22 (Viewing a distinguished element as a deformation of p).
There is a relatively easy way to map any distinguished element to the distin-
guished element p (up to units). Let A be a derived p-complete d-ring equipped
with a distinguished element d. Consider the composite

st A A WA S W(A/d),

where w comes from Remark 2.7. As s is a map of d-rings, the Witt vector
s(d) € W(A/d) has the form F(0,4(d),...) € W(A/d), where F is the Witt
vector Frobenius. Thus, we can write s(d) = F(V(§(d),...)) = p- (6(d),....).
As §(d) is a unit and W (A/d) is complete along the kernel of W(A/d) — A/d
(by the derived p-completeness of A/d and the analogous assertion for Z/p™-
algebras), the Witt vector (6(d),...) € W(A/d) is a unit as well, so s(d) = pu
for a unit u € W(A/d). Thus, s gives the promised map. However, the passage
from A to W(A/d) is fairly drastic, and one often loses control on the algebraic
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properties of this map. A refinement of s that is better behaved homologically
is presented in Construction 6.1 (under some extra hypotheses on A).

LEMMA 2.23. Let A be a 0-ring. Fiz a distinguished element d € A and a
unit u € A*. If d,p € rad(A), then ud is distinguished.

Proof. We want to show that d(ud) is a unit. Expanding, we have
d(ud) = uPé(d) + dPS(u) + pd(u)o(d).

The first term on the right side is a unit and the other two terms lie in rad(A),
so the whole expression is also a unit. O

LEMMA 2.24. Let A be a 6-ring with a distinguished element d € A. As-
sume that we can write d = fh for some f,h € A such that f,p € rad(A).
Then f is distinguished and h is a unit.

Proof. Applying § to d = fh gives
6(d) = fPo(h) + hPo(f) + pd(f)3(h).

The left side is a unit, while the first and last terms of the right side lie in
rad(A), so hP§(f) is a unit, which proves both claims. O

LEMMA 2.25. Fix a 6-ring A and an element d € A such that d,p €
rad(A). Then d is distinguished if and only if p € (d, ¢(d)). In particular, the
property “d is distinguished’ only depends on the ideal (d).

Proof. Assume first that d is distinguished, so (d) is a unit. Then the
formula ¢(d) = dP + pd(d) immediately shows that p € (d, ¢(d)).

Conversely, assume we can write p = ad + bgp(d) for some a,b € A. We
want to show 0(d) is invertible. As d,p € rad(A), it suffices to show that §(d) is
invertible modulo (d, p); equivalently, it suffices to show that A/(p,d,d(d))=0.
To prove this, we may replace A with its (p,d, §(d))-adic completion (or just
a suitable ind-Zariski localization) to assume that p,d,d(d) € rad(A4). Sim-
plifying the equation p = ad + bop(d) using the definition of ¢ then yields an
equation of the form p(1 —bd(d)) = cd for suitable ¢ € A. As p is distinguished
and d(d) € rad(A), the left-hand side is distinguished by Lemma 2.23. But
then Lemma 2.24 implies that d is distinguished, as desired. U

2.4. Perfect 0-rings.
Definition 2.26. A é-ring A is perfect if ¢ is an isomorphism.

Remark 2.27 (Perfection). The inclusion of perfect §-rings into all d-rings
has left and right adjoints given by the perfection functors A +— Apes =
colimy A and A — Aperf — limy A respectively.

A pleasant feature of this theory is that Frobenius kills the p-torsion.
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LEMMA 2.28 (p-torsion in d-rings). Fiz a §-ring A. Then A is p-torsionfree
if at least one of the following holds true:

(1) The Frobenius ¢ is injective (e.g., A is perfect).
(2) A is reduced.

Proof. For (1), we shall prove a stronger statement: given x € A with
pr = 0, we have ¢(z) = 0. To see this, apply ¢ to pz = 0 to get

0= pPé(z) + 2P5(p) + pd(x)d(p) = P (z) + (z)d(p).

As §(p) is a unit, it is enough to show that pPd(z) = 0. But we have

pPo(x) = pP~H((x) — aP) = ¢~ 'w) — pPla?,

and this vanishes as px = 0 and p > 2.

For (2), say A is a reduced d-ring and = € A with px = 0. We have seen
above that ¢(x) = 0 and that p?d(x) = 0. The latter implies that pd(xz) = 0
as A is reduced. On the other hand, since ¢(x) = 0, we have 2P = —pd(x), so
zP = 0, whence z = 0 by reducedness of A. O

Remark 2.29. A ring R of characteristic p is reduced if and only if its
Frobenius endomorphism is injective. Thus, one might wonder if assumptions
(1) and (2) in Lemma 2.28 are equivalent. In fact, they are mutually non-
comparable, i.e., neither implies the other. For example, the reduced ring
A =7Z,[x]/ (2P —1) supports a unique d-structure ¢(z) = P = 1; the Frobenius
lift ¢ on A is not injective since ¢(x — 1) = 0. Conversely, the non-reduced
ring B = Z,[z]/(2%) supports a unique d-structure with ¢(z) = pz; since
¢(a + bx) = a + pbx for a,b € Z,,, the map ¢ is injective.

Remark 2.30. Lemma 2.28(1) can also be conceptually understood using
the fact that ¢ is a derived Frobenius lift, as in Remark 2.5. To see this, given
a 0-ring (A,0), write B for the simplicial commutative F,-algebra A ®é F,
obtained by base change from A. Then the map ¢p : B — B induced by base
change from ¢ : A — A coincides with the Frobenius endomorphism of B. Now
it is known that the Frobenius is always zero on m;(B) for i > 0; for example,
cf. [BS17, Prop. 11.6]. In particular, it follows that 71 (¢p) : m1(B) — 71 (B) is
zero. But the standard resolution of F, over Z identifies 71 (B) with A[p] in a
¢-compatible manner, so it follows that ¢(A[p]) = 0, as wanted.

COROLLARY 2.31 (Perfect §-rings). The following categories are equivalent:

(1) The category Cy1 of perfect p-complete 6-rings.

(2) The category Co of p-adically complete and p-torsionfree rings A with A/p
being perfect.

(3) The category Cs of perfect Fp-algebras.
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The functor relating (1) and (2) is the forgetful functor; in particular, any ring
homomorphism between two perfect p-complete d-rings is automatically a §-map.
The functors relating (2) and (3) are A — A/p and R +— W (R); in particular,
there is only one §-structure on W (R) for R perfect of characteristic p.

Proof. Lemma 2.28 ensures that forgetting the §-structure gives a functor
F19 : C1 — Cy, which is then tautologically faithful. The functor Fb3 : Co — C3
is given by reduction modulo p, i.e., by A — A/p. Finally, the functor F3; :
Cs — Cq is given by R +— W(R). It is well known (e.g., by deformation theory)
that the resulting functor F3s := Fio0 F31 is an inverse to Fb3. As Fis is faithful
and the equivalence Fj3o factors over Fio, it formally follows that Fis is also an
equivalence. O

LEMMA 2.32 (Perfect elements have rank 1). Fiz a 6-ring A and some
x € A. Then 6(2P") € p"A for all n. In particular, if A is p-adically separated
and y € A admits a p™-th root for alln > 0, then 6(y) = 0; i.e., y has rank 1.

The conclusion of last part is false if we do not impose some form of p-

1
locality on A: any endomorphism of the ring Q[z?™ | determines a d-structure,
but very few of them make x have rank 1. An explicit example is given by
taking the Frobenius to be the identity.

Proof. The last assertion is automatic from the first one. For the first
one, by reduction to the universal case from Lemma 2.11, we may assume A
is p-torsionfree. Thus, 6(zP") € p"A if and only if pé(zP") € p"t1A. But
showing the latter is equivalent to checking that ¢(zP") = 27" mod p" LA,
For n = 0, this is true by definition. In general, given elements a, b of a ring C
such that ¢ = b mod pFC for some k > 0, we have a? = b mod p**t1C using
the binomial theorem. Applying this inductively to ¢(z) = P mod pA then
gives the desired claim. O

LEMMA 2.33 (Distinguished elements in perfect -rings). Let A be a perfect
p-complete d-ring, and fir d € A. Then d is distinguished if and only if the
coefficient of p in the Teichmiiller expansion of d (defined via Corollary 2.31)
18 a unit.

Proof. Say d = $72,[a;]p" is the Teichmiiller expansion of some d € A =
W (R) for a perfect Fp-algebra R. One then has

1 > . > .
§(d) =~ (Z[af]p’ - (Z[ai]p’)p> :
P \izo i=0
Reducing modulo p, this gives
§(d) =d} mod pA
S0, by p-completeness of A, d is distinguished exactly when a; € R is a unit.
O
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LEMMA 2.34. Let A be a p-torsionfree and p-adically separated §-ring with
A/p reduced. (For example, A could be perfect and p-complete.) Fix d € A that
1s distinguished. Then

(1) The element d € A is a nonzerodivisor.
(2) The ring R = A/d has bounded p>-torsion; in fact, we have R[p] = R[p®°].

Proof. For (1), assume fd = 0 for some f € A. We must show f = 0.
If not, then since A is p-torsionfree and p-adically separated, we may assume
p1 f (by dividing f by a suitable power of p). Applying § to fd = 0 gives

fPo(d) +0(f)o(d) = 0.
Multiplying by ¢(f) and using ¢(fd) = 0 gives fPo(f)d(d) = 0, and hence
fPo(f) = 0 as §(d) is a unit. Reducing modulo p yields f?? = 0 mod pA,
whence f =0 mod pA as A/pA has an injective Frobenius. But we assumed
p1 f, so we get a contradiction.

For (2), it is enough to show that R[p] = R[p?]. Lifting to A, we must show
the following: given f,g € A with p?f = gd, we must have p | g and hence
pf € dA since A is p-torsionfree. Applying & to the containment gd € p*A
gives §(d)g? 4+ (g)¢p(d) € pA. Multiplying by ¢(g), and using that ¢(dg) € pA,
gives 6(d)gPo(g) € pA. As §(d) is a unit, this gives gP¢(g) € pA and hence
g*P € pA. Finally, as Frobenius is injective modulo p, we conclude that g € pA,
as wanted. O

2.5. Relation to divided power algebras. In a p-torsionfree Z,-algebra A,

we let o

n(z) = T € ALY)
be the usual divided powers. '

LEMMA 2.35. Let A be a p-torsionfree §-ring. Fiz z € A with v,(z) € A.
Then ~p(z) € A for alln > 0.

Proof. We first explain why 7,2(z) € A. As val,(p?!) = p+ 1, we must

2
check that :c% € A. As A is a é-ring, we have 5(%) € A. Using the definition
of ¢, we get
2P 1/g(z)p 2P (22 +pb(2))P 2P
5(*):*< _7): 2 — 71 €4
p° P\ P p p pP
Now Zp++ié(z) € A by assumption, which gives (z”ﬂ;ﬂ = pP—2. (zp%é&(z)y S

as well (as p > 2), so the above formula for 5(%) shows that p’fjl €A

We now prove the lemma. For the purposes of solely this lemma, call an
element z € A admissible if v,(z) € A. We shall prove by induction on n that
for any admissible z € A, we have v,(z) € A. The n =1 case is clear. Assume
inductively that for all admissible y € A, we have v,(y) € A for m < n.
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Fix admissible z € A. We must check v,(z) € A. The statement is clear by
induction if n is not divisible by p, so we may assume n = kp, whence k < n.
But, by induction on k, one checks the general identity v,(—) = w- v (vp(—))
for a unit u € Z,). Using this identity for k¥ = p, the previous paragraph shows
that v,(2) is admissible. As k < n, induction shows that vx(y,(2)) € A, so the
claim follows. O

LEMMA 2.36. The ring C := Z,){z, @} defined by the pushout square

Zp){y} Z,){z}

y—=>d(z) l l

Zp{at —= Zy){z, 2}/ (6(x) — p2)s = C
of 6-rings identifies with the PD-envelope D := Dy (Z,{x}).

Proof. The left vertical map in the pushout square defining C' identifies ab-
stractly with the map ¢ on Z, {z}, and is thus faithfully flat by Lemma 2.11.
The right vertical map is then also faithfully flat, so C has no p-torsion. More-

Yy—pz

over, as the top horizontal map is an isomorphism after inverting p, the same
is true for the bottom horizontal map. We may thus view C' as the small-
est d-subring of Z(p){x}[%] that contains Z,{r} and @.
@ = % +d(z), we can also view C' as the smallest -subring of Z,{z}[ ]

1
p
containing Z,){z} and %.

Equivalently, as

Now consider the PDenvelope D of Z,{z} along (z). As z is a free
variable, it is standard that D is p-torsionfree, and it may thus be viewed as

the smallest subring of Z(p){w}[%] that contains Z, {z} and - for all n > 1.
We shall check D = C' as subrings of Z(p){:x}[%].

The containment D C C'is immediate from Lemma 2.35. To show C' C D,
% € D, it is enough to show that ¢ preserves D and that the resulting

endomorphism of D gives a d-structure (or, equivalently, that ¢ restricts to a
Frobenius lift on D). Observe that

2 @ p@)" S (e @)
n! ol
_ S () - (pi)t-pnt (:CTZ;;' 5(z)n

n!

since

To prove ¢ preserves D, it suffices to prove that the coefficient
(3) - i)t - p
n!

is p-integral. But we have
()@l )
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Both terms lie in Z,), and the first factor is divisible by p for i > 0, while the
second factor is divisible by p if ¢ < n (as it is a divided power of p). This
proves that ¢ preserves D, and that

‘,ET'L

¢(—|) =0 mod pD
n!
for n > 0. We also have
$n P x?’l
(W) = fyp(ﬁ) -pl =0 mod pD

for n > 0. In particular, the endomorphism ¢ of D reduces modulo p to
Frobenius on all generators, and hence all elements, of D, as wanted. O

Remark 2.37. The proof of Lemma 2.36 shows also that the simplicial
commutative ring obtained by freely adjoining @ to Z){z} is discrete (i.e.,

that the pushout square in Lemma 2.36 is also a pushout square in the oo-
category of simplicial commutative rings) and thus coincides with the ring
Zy (. 7} = Doy (Z

»)) above.

LEMMA 2.38 (Divided power envelopes for regular sequences). Let B be
a p-torsionfree ring. Fix fi,..., fr € B that give a Koszul-regular sequence on
B/p. Consider the simplicial commutative ring D' defined by the pushout square

i fi

Z(p)[:cl,... ,l‘r] —> B

| |

D(Jrl,...,:cr)(z(p) [xla ce 7377"}) — D'

in the oo-category of simplicial commutative rings. Then D' is discrete, p-
torsionfree, and identified with the PD-envelope Dy, . ;(B). In particular, the
latter is also p-torsionfree, and its formation from B commutes with base change
along maps B — B’ of p-torsionfree rings with the property that f1,..., fr give
a Koszul-regular sequence on B’ /p.

Proof. We first prove that D’ is discrete and p-torsionfree. As the left ver-
tical map is an isomorphism after inverting p, the same is true for the right one,
so B[1/p| = D'[1/p]. To show that D’ is discrete and p-torsionfree, it then suf-
fices to show that D’ ®éFp is discrete. Now recall the standard calculation that
the map Fylr1, .., 2] = Dy, 2)(Fplz1,...,7]) expresses the target as a
free module over Fy[z1,...,z,]/(d}, ..., 2f) = Kos(Fp[z1,...,x s 2}, ... 2f).
Applying — ®% F, to the above square, we learn that D’ ®é F, is a free
module over Kos(B/p; ff,..., fF). Our assumption on the f;’s shows that
Kos(B/p; fi,..., fr) is concentrated in degree 0. By induction on Y ;n,, it
then follows that Kos(B/p; fi"*,..., f;") is concentrated in degree 0 for all
r-tuples (n1,...,n,) of positive integers. In particular, Kos(B/p; f{,..., f¥) is
concentrated in degree 0, and thus the free module D’ ®éFp is also concentrated
in degree 0.
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In the p-torsionfree B-algebra D’, the images of the f;’s admit divided pow-
ers (as the images of the divided powers of the x;’s on the bottom left in the
square above). The universal property then gives amap a : Dy, . )(B) = D'
of B-algebras. On the other hand, the description of D’ as a pushout and
functoriality of divided power envelopes also gives a natural map b : D' —
Dy,.....1,)(B) of B-algebras. The composition aob : D’ — D’ must be the iden-
tity: it induces the identity on D’[1/p] = B[1/p] by virtue of being a B-algebra
map. On the other hand, the composition boa : Dy, . f)(B) = Dy, .. 1.)(B)
is a B-algebra map that sends each divided power v,(f;) € Dy, . 1)(B) to

the image under the functoriality map Dy, . .. (Zp[®1,...,2:]) — D’ LA
Dy, g (B) of yu(wi) € Dy, 2y (Zplz1,...,2]). As this image is ex-
actly v, (fi), it follows that b o a is the identity on all B-algebra generators
of Dy, ... 1 (B), and must thus be the identity. Thus, a and b give mutually
inverse isomorphisms between D’ and Dy, 1(B).

The last part is clear as the formation of D’ from B commutes with all
base changes. O

COROLLARY 2.39. Let A be a p-torsionfree §-ring. Fix f1,..., f. € A that
define a regular sequence in A/p. Consider the simplicial commutative d-ring
A{@, el %} obtained by freely adjoining @ to A for1 <i<r,ie.,
the simplicial commutative d-ring defined by the derived pushout square

TPy
Z(p){:cl, e ,[ET} —_— Z(p){yl, . -yr}
i ¢(fi) l
#(f1) o(fr)
A AR 2y
in the oo-category of simplicial commutative -rings. Then A{@, ey ¢(1];7')}

is discrete, p-torsionfree, and identifies with the PDenvelope Di(A) of I =
(fi,---s fr) € A. In particular, Di(A) is a 6-ring and is finitely presented
(over A) as such.

Proof. We can write the pushout square in the statement as a composition
of two pushout squares in the co-category of simplicial commutative d-rings:

Ti—PYi

Zipy{ry,. .. 20} Ziy{yr,---yr}

<
-

#(z1) o(zr) }

Zip{r, .20} ——=Zgy{zr1,- - 20, IR
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where the second and third vertex of the second column are defined by virtue
of the pushout property. Using Lemma 2.36 and Remark 2.36, the middle row
can be identified with the map Z,{z1,..., 2} = D(y, . 2 (Zpiz1, .- 520 })
that formally adjoins divided powers of the z;’s. Lemma 2.38 (and the fact
that the formation of PD-envelopes commutes with flat base change along
Zy[r1, ..., = L {71, ..., 2, }) then imply the bottom right vertex of the
above square is indeed discrete, p-torsionfree, and identified with D;(A), as
wanted. O

Remark 2.40. Corollary 2.39 shows that the PDenvelope Dj(A) is the
¢-pullback of A{%, R %} This last ring only depends on the ideal I =
(f1, . fr), and not on the specific sequence chosen: it can be characterized
as the universal p-torsionfree d-A-algebra B where p | I. In particular, the
PDenvelopes that arise in this fashion have a canonical ¢-descent.

Warning 2.41. Corollary 2.39 shows that the subring A{@, ey %{*)} C

A[%], which also equals A{%), cee fé}, is independent of the d-structure on A.
The Frobenius appearing in the preceding sentence is crucial, and the claim
does not hold without the ¢-twist. For example, consider the ring A = Z,[7]
with f = x. If we use the Frobenius lift  +— 2P to define a d-structure 6y,
then Ry := A{Z} C A[%] contains 01(%) = pﬁfL - (pP~! — 1). On the other
hand, if we use the Frobenius lift  — 2P + p to define a d-structure d9, then

Ry = A{7} C A[%] contains d2(}) = pﬁl (Pl —1)+ %. Any subring of A[%]
that contains both d1(7) and d2(}) must then also contain %. On the other

hand, it is easy to see using Corollary 2.39 that neither R; nor Ry contain %.

In particular, we have Ry ¢ Ro and Ry ¢ R;.

2.6. Flatness for certain PDenvelopes and prismatic-envelopes. For future
reference, we record some well-known facts about divided power envelopes as
well as their consequences for prismatic envelopes. We formulate these in the
generality of simplicial commutative rings as it will be convenient for applica-
tions.

Fix a simplicial commutative ring A and a finitely generated ideal I =
(f1,---sfn) C mo(A). Let B be a derived I-complete simplicial commutative
A-algebra. Then it follows from the definitions that B is I-completely flat over
A if and only if the map Kos(A4; fi, .., fn) — Kos(B; fi1, ..., fn) is a flat map of
simplicial commutative rings. Here the Koszul complexes are defined by

Kos(A; fi, s fa) = A®G o Elfiyeeey fal /(1o fo).

We shall need a variant.

Definition 2.42. Fix a simplicial commutative ring A and a finitely gener-
ated ideal I = (f1,..., fn) C mo(A). Let B be a derived I-complete simplicial
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commutative A-algebra. A sequence x1,...,x, € mo(B) is I-completely reqular
relative to A if the map Kos(4; f1, .., fn) — Kos(B; fi,..., fn,T1,...,2,) is a
flat map of simplicial commutative rings.

In the above setup, it is immediate that these notions are stable under
I-complete base changes on A. Moreover, the condition of I-complete regularity
on a sequence I, ..., T, is insensitive to perturbing each x; by an element of
(f1,--, fr)mo(B). Using this notion, we obtain a relative variant of a slight
strengthening of Lemma 2.38 with a similar proof:

LEMMA 2.43. Let A be a simplicial commutative ring, and let B be a
p-complete simplicial commutative A-algebra equipped with a sequence x1,. .., x,
€ mo(B) such that the sequence ¥, ...zl € mo(B) is p-completely regular rel-
ative to A. Let D be the simplicial commutative ring obtained defined by the

pushout square
B

Zp[ylv s 7y7’];{)\

lcan

D(yl,...,yr)(zp[yla s 73/7“]);{)\ —D

in the co-category of derived p-complete simplicial commutative rings, where
the top horizontal map is any map of simplicial commutative rings sending y;
to x; on mg; there is a unique such map up to homotopy. Then A — D is
p-completely flat.

The condition on the x;’s is implied if we assume that x1,...,x, is itself
p-completely regular relative to A by filtering the Koszul complex on 7, ..., 2%
in terms of that on z1,...,z, (as in the proof of Lemma 2.38).

Proof. To show that A — D is p-completely flat, it suffices to show that
the base change m(A/p) — mo(A/p) ®% D is flat. As the formation of D from
B commutes with base change, and because our hypotheses are stable under
base change, we may base change along A — my(A/p) to reduce to the case
where A is a discrete Fp-algebra. In this case, B is a simplicial commutative
A-algebra, and z1, ..., z, € m(B) is a sequence such that Kos(B;al, ..., 27) is
A-flat. As we are working over F,, one learns from the square defining D that
D is a free Kos(B; Y, ..., zl)-module: this reduces to the analogous statement
for the mod p reduction of the left vertical map, which is classical. Since we
already assume that Kos(B;z!,...,2) is A-flat, the claim follows. U

COROLLARY 2.44. Let A be a p-complete simplicial commutative d-ring.
Let B be a p-complete simplicial commutative 0-A-algebra. Fiz a sequence
Z1,...,xr € mo(B) that is p-completely reqular relative to A. Consider the
p-complete simplicial commutative §-A-algebra C := B{%}A obtained by freely
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adjoining % to B; i.e., C is described by a pushout diagram

Zp{xy,. .. 2}, ——~ B
imi»—mzi
Z{z1,..., 2 1" C

in the oco-category of simplicial commutative d-rings. Then C is p-completely
flat over A.

Proof. Consider the commutative diagram

AHA{xla"wxr}/\ B B{%,,%}A:C
lw L¢B lwc
A / /¢(y) ¢(y7‘) A /
A— Ay, ..y} B p{tw  duehn o,

Here the second vertical map v is the unique d6-A-algebra map defined by
x; — ¢(y;), and B’ and C’ are simplicial commutative d-rings defined by re-
quiring the middle and right squares above to be derived pushout squares in
p-complete simplicial commutative rings. The map v is p-completely faithfully
flat, and hence the same holds for ¥p and 1¢. It is thus enough to show that
C" is p-completely flat over A. Now the images ¢(y1),...,é(y,) € mo(B’) of
Z1,..., o, € mo(B) under ¥p form a p-completely regular sequence on B’ rela-
tive to A by the assumption on z1,...,z, € mo(B) and the p-complete flatness
of ¥p. When checking p-complete regularity, we may perturb the sequence
by multiples of p, so we learn that the sequence y,...,y¥ € m(B’) is also
p-completely regular relative to A. The p-complete flatness of C’ over A now
follows from Lemma 2.43 and Corollary 2.39. ([

3. Prisms

In this section, we define prisms (Definition 3.2) and prove some basic
properties; notably, we establish the equivalence between perfectoid rings and
perfect prisms (Lemma 3.9), and prove a flatness result for certain “prismatic
envelopes” (Proposition 3.13) that plays an important role later.

Before defining prisms, let us record the following criterion for when an
ideal in a J-ring can be generated by a distinguished element.

LEMMA 3.1. Fiz a pair (A,I), where A is a §-ring and I C A is an ideal
that is locally principal. Assume that p and I lie in rad(A). The following are
equivalent:

(1) We have p € IP + ¢(I)A.
(2) We have p € I + ¢(I)A.
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(3) There exists a faithfully flat map A — A’ of 6-rings that is an ind-(Zariski
localization)® such that IA’ is generated by a distinguished element d and

d,p € rad(A").

Proof. We trivially have (1) = (2).
For (2) = (3), choose a sequence g1, ..., g, € A of elements generating the

P

unit ideal of A such that I A[1/g;] is principal. Write A" = []iL; A[1/gi], where

A[1/g;] denotes the Zariski localization of A[1/g;] along V (p, I), so p and I A’ lie
in rad(A4’). By Remark 2.16, the ring A" admits a unique d-A-algebra structure.
As p and I lie in rad(A), it trivially follows that A — A’ is faithfully flat. By
construction, TA" = (d) for some d € A’, and this element is distinguished by
Lemma 2.25.

For (3) = (1), under the hypothesis of (3), we must check that p = 0 in
A/(IP+¢(I)A). This can be checked after base change to A’, so it is enough to
show that p = 0 in A’/(dP, ¢(d)), where d € TA" is a distinguished generator.
But this follows immediately: §(d) is a unit by the distinguishedness of d, and
we have ¢(d) = dP + pd(d). O

Definition 3.2 (The category of prisms). Fix a pair (A, I) comprising a
d-ring A and an ideal I C A; the collection of all such pairs forms a category
called the category of d-pairs.

(1) The pair (A,I) is a prism if I C A defines a Cartier divisor on Spec(A)
such that A is derived (p, I)-complete, and p € I + ¢(I)A. The category of
prisms is the corresponding full subcategory of all J-pairs.

(2) A prism (A, I) is called

- perfect if A is a perfect d-ring, i.e., ¢ : A — A is an isomorphism;
bounded if A/I has bounded p®°-torsion;

orientable if the ideal I is principal, and the choice of a generator of 1

is called an orientation;
- crystalline if I = (p) — any such prism is bounded and orientable.
(3) A map (A,I) — (B,J) of prisms is (faithfully) flat if the map A — B is
(p, I)-completely (faithfully) flat.

FEzample 3.3. For any p-torsionfree and p-complete d-ring A, the pair
(A, (p)) is a crystalline prism, and conversely any crystalline prism is of this
form.

8By definition, an A-algebra B is called an ind-(Zariski localization) if it can be presented
as a filtered colimit of maps of A-algebras of the form B; := 221 Ay, for f1,..., fn; € A
Note that such an A-algebra B is faithfully flat over A exactly when each tuple (fi,..., fn;)
generates the unit ideal in some (or equivalently any) presentation of B as such a filtered
colimit.
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Erample 3.4. Let Ay = Z,{d,6(d)~'} be the displayed localization of
the free d-ring on a variable d. Let A be the (p,d)-completion of Ay, and let
I = (d) C A. Then the pair (A, I) is a bounded prism, and the element d € I
is a distinguished generator (and thus defines an orientation). In fact, this
pair is the universal oriented prism (but not the universal orientable prism).
For future reference, we note the following: in this prism, the sequence p,d is
regular and the Frobenius map ¢ : A/p — A/p is d-completely flat.

An important property of prisms is the rigidity of the ideal I.

LemMA 3.5 (Rigidity of maps). If (A,I) — (B,J) is a map of prisms,
then the natural map induces an isomorphism I @4 B =2 J. In particular,
IB=J.

Conversely, if A — B is a map of §-rings with B being derived (p,I)-
complete, then (B,IB) is a prism exactly when B[I] = 0.

Proof. We use Lemma 3.1 to choose faithfully flat maps A — A’ and
B — B’ such that TA’ = (d) and JB’ = (e) are principal and d,p € rad(A4’),
p,e € rad(B’). Note that necessarily d and e are nonzerodivisors, as I and J
define Cartier divisors. We may also assume that the map A — B extends to
a map A" — B’ (replacing B’ by a localization of A’ ® 4 B’ if necessary). To
see that I ® 4 B — J is an isomorphism, it suffices to see that the similar claim
holds for the map of §-pairs (A, (d)) — (B, (e)), by faithfully flat descent. But
now d = ef for some f € B’ and p, e € rad(B’) by assumption, so Lemma 2.24
says that f is a unit, and thus (d) = (e) in B’.

For the second, note that B[I] = 0 if and only if I ®4 B ~ IB via the
natural map. It then follows from the first part that if (B,IB) is a prism,
then B[I] = 0. Conversely, if I ®4 B ~ IB, then IB C B is an invertible
B-module, so it defines a Cartier divisor on Spec(B). Also, the containment
p € IB + ¢(I)B comes from the corresponding containment on A and B is
derived (p, I)-complete by hypothesis, so (B, IB) is indeed a prism. O

One can get close to proving that the ideal I is necessarily principal:

LEMMA 3.6. Let (A,I) be a prism. Then the ideal ¢(I)A C A is prin-
cipal and any generator is a distinguished element. Moreover, the invertible
A-modules ¢*(I) =1 ®4,4 A and IP are trivial, i.e., isomorphic to A.

Proof. Once we know one generator of ¢(I)A is distinguished, it follows
from Lemma 2.24 that all generators are distinguished. So for the first part
it suffices to show that ¢(I)A is generated by a distinguished element. By
Lemma 3.1, we can write p = a + b, where a € I” and b € ¢(I)A. We claim
that b generates ¢(I)A; i.e., the map A — ¢(I)A defined by 1 +— b is surjective.
Choose a faithfully flat map A — B as in Proposition 3.1(3). It is enough to
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show that the map B — ¢(I)B induced by 1 — b is surjective and that b is
distinguished. We have IB = (d) for a distinguished element d € B. Since
a € IP and b € ¢(I), we can write a = zdP and b = y¢(d) for suitable z,y € B.
Our task is to show that y is a unit. As d, p € rad(B), it suffices to show that y
is a unit modulo (d, p) or equivalently that B/(d,p,y) = 0. If not, by localizing
along Spec(B/(d,p,y)) C Spec(B), we may assume that d,p,y € rad(B). The
equation p = a + b = xdP + y¢(d) simplifies to show

p(1 = yd(d)) = d’(x +y) = d- (' (z +y))

Now 1 — yd(d) is a unit as y € rad(B), so the left side is distinguished by
Lemma 2.23. Lemma 2.24 then implies that d?~!(z + y) is a unit, whence d is
a unit, which contradicts d € rad(B).

Note that ¢*(I) and I? become isomorphic over A/p as in characteristic
p Frobenius pullback of a line bundle is its p-th power. As p € rad(A), it
follows that ¢*(I) and IP are isomorphic, so it suffices to prove that ¢*(I) is
isomorphic to A. There is a natural surjection ¢*(I) — ¢(I)A C A, and we
proved that ¢(I)A is principal. Let f € ¢*(I) be any element mapping to a
generator of ¢(I)A. We claim that the induced map A — ¢*(I),1 — f is an
isomorphism. As it is a map of invertible modules, it suffices to prove that it
induces a surjection on fibres at all closed points of Spec(A) (all of which lie
in Spec(A/p) as p € rad(A)). In particular, letting B be the p-adic completion
of Aper, it suffices to see that the map B — ¢*(I) ®4 B, 1 — f is surjective.
But now the natural map ¢*(I) ® 4 B — ¢(I)B is an isomorphism (as any
distinguished element in a perfect d-algebra is a nonzerodivisor by Lemma 2.34)
and evidently B — ¢(I)B, 1+ f is surjective as we chose f to be a generator
of ¢(I)A. O

LEMMA 3.7 (Properties of bounded prisms). Let (A, I) be a bounded prism.

(1) The ring A is classically (p, I)-complete.

(2) Fiz a (p,I)-completely flat A-complex M € D(A). Then M 1is discrete and
classically (p, I)-complete. For anyn > 0, we have M[I"] =0 and M/I" M
has bounded p°°-torsion.

(3) The category of (faithfully) flat maps (A,I) — (B, J) of prisms identifies
with the category of (p, I)-completely (faithfully) flat 6-A-algebras B by the
functor sending such an A-algebra B to (B,IB).

(4) (Bounded prisms are locally orientable). There ezists a (p,I)-completely
faithfully flat map A — B of 6-rings such that IB = (d) for a distinguished
element d € B that is a nonzerodivisor. In fact, we may choose A — B
to be the derived (p,I)-completion of an ind-Zariski localization of A. In
particular, (A, 1) — (B, (d)) is a faithfully flat map of bounded prisms.
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Observe that, by (p, I)-completely faithfully flat descent, the functor that
carries (A, I) to the full subcategory of D(A) spanned by derived (p, I')-complete
(p, I)-completely flat A-complexes is a sheaf on the category of all prisms. Part
(2) shows that the restriction of this functor to the category of bounded prisms
coincides with the assignment carrying (A, I) to derived (p, I)-complete (p, I)-
completely flat A-modules; in particular, the latter assignment is functorial
under derived (p, I)-completed derived base changes, and it forms a sheaf.

Proof. For (1), we must show that A ~ limy A/(I*,p*). Given finitely
many invertible A-modules Ji, ..., J,, equipped with maps a; : J; — A, we write
Kos(A; Ji, ..., Jm) for the Koszul complex attached to the map & J; DNy
(see [Stacks, Tag 0622]; note that if J; = A for all 4, then this agrees with
Kos(A;a1(1),...,am(1)). We now observe that one has the following sequence

of isomorphisms
A~ Rlim Rlim Kos(A; ", p™)
~ Rlim Rlim Kos(4/I";p™)
~ Rlim Rlim A/(I",p™)
~ lim A/(1*, ),

where the first equality comes from derived (p, I')-completeness of A, the second
from the fact that I™ C A is locally generated by a nonzerodivisor, the third by
virtue of A/I™ having bounded p®-torsion (by devissage and the fact that A/I
has this property by assumption), and the last by a simple cofinality argument.

For (2), note that M ®% A/I™ is a p-completely flat A/I"-complex for any
n > 0. Since A/I has bounded p*>-torsion, the same holds true for A/I™ for any
n > 0. But then [BMS19, Lemma 4.7 implies that M @4 A/I™ ~ M/I"M is
a discrete A/I™-module with bounded p>-torsion; in particular, M[I"] = 0 for
all n > 0. The discreteness of M now follows from the derived I-completeness
of M and the discreteness of M ®ﬁ A/I™. Finally, to prove that M is classically
(p, I)-complete, we may proceed as in (1).

For (3), note that if (A,I) — (B, J) is a (faithfully) flat map of prisms,
then B is a (p,I)-completely flat A-algebra by hypothesis, and J = IB by
Lemma 3.5. Conversely, say B is a (p, I)-completely (faithfully) flat A-algebra.
By Lemma 3.5, it suffices to see that B[I| = 0, which follows from part (2).

For (4), take B to be the derived (p, I)-completion of the ring A’ from
Lemma 3.1(3), so IB = (d) for a distinguished element d € B. By (2), the ring
B is discrete, B/IB has bounded p*-torsion, and B[I| = 0, so (B, IB) defines
a prism by Lemma 3.5. U

LEMMA 3.8 (Properties of perfect prisms). Let (A, I) be a perfect prism.
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(1) The ideal I is principal, and any generator is a distinguished element.
(2) The prism (A, I) is bounded. In particular, the ring A is classically (p,I)-
complete.

Proof. (1) follows from Lemma 3.6 as ¢ : A — A is an isomorphism by
hypothesis. For (2), choose a generator d € I. By Lemma 3.7, it is enough to
check that A/d has bounded p>-torsion. Now A is p-torsionfree by Lemma 2.28.
As A/p is perfect, it follows from Lemma 2.34 that A/d has bounded p*-
torsion. ([

LEMMA 3.9 (Perfection of a prism). Let (A,I) be a prism. Let Ape =
colimg A be the perfection of A. Then IApes = (d) is generated by a dis-
tinguished element, d and p are nonzerodivisors in Aperf, and Apere/d[p™] =
Apert/d[p]. In particular, the derived (p, I)-completion A of Apert agrees with
its classical (p, I)-adic completion, and (A, I)pert := (Ao, [ Aso) is the universal
perfect prism under (A, I).

Proof. As A — Aperr factors over ¢ : A — A, it follows from Lemma 3.6
that I Aper is generated by a distinguished element d € Aperr. As Apers is
perfect, p is a nonzerodivisor, and by Lemma 2.34, d is a nonzerodivisor and
A/d[p>®] = A/d]p]. Passing to p-adic completions first, the derived and clas-
sical completions agree by p-torsionfreeness, and d is still a nonzerodivisor by
Lemma 2.34. Note that as A,e is p-adically complete, any quotient Apers/d"
is derived p-complete, and it also has bounded p®-torsion, so that it is in fact
classically p-complete. This implies that we may now also pass to the d-adic
completion, where again the derived and classical completions agree, and it
is classically (p, d)-adically complete. The universal property of (Ao, [As) is
clear. O

THEOREM 3.10 (Perfectoid rings = perfect prisms). The following two
categories are equivalent:

e the category of perfectoid rings R (in the sense of [BMS18, §3]);
e the category of perfect prisms (A, I).

The functors are R — (Apnt(R), ker(0)) and (A, I) — A/I respectively.

Proof. For a perfectoid ring R in the sense of [BMS18, §3|, the ring Ai,¢(R)
is a perfect o-ring (clear) and ker(6) is generated by a distinguished element
that is a nonzerodivisor by [BMS18, Rem. 3.11]. Moreover, Aj,s(R) is classi-
cally (p,ker(f))-complete by construction, and hence also derived (p, ker(6))-
complete. This gives a functor F' in the forward direction.

Conversely, fix a perfect prism (A, I). Lemma 3.8 shows that I = (d) for a
distinguished element d € A that is a nonzerodivisor, and that A is classically
(p, d)-complete. To get a functor G in the reverse direction, we shall show that
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R = A/d is perfectoid. The perfectness of A ensures that the Frobenius on
R/p is surjective. As A is perfect, we have A = W (S) for a perfect F,-algebra
S by Corollary 2.31. Via this isomorphism, we have d = [ag] 4+ pu for a unit
u € A thanks to Lemma 2.33. If we let 7 € R be the image of [a(l)/p], then
7P | p in R. It remains to show that R is classically p-adically complete. Note

that R is derived p-complete as it is the cokernel of the map A 94 A of derived
p-complete modules. As it has bounded torsion by Lemma 2.34, we conclude
that R is also classically p-adically complete. This proves that R is perfectoid.

It is immediate from the construction that GF ~ id. To prove F'G ~ id, we
must check that if (A, I) is a perfect prism, then (A, ) ~ (Ajns(A/I), ker(0)).
As Aipe(A/I) 4 A/I is the universal pro-infinitesimal thickening of A/I,
there is a unique map Ajy(A/I) — A factoring the map down to A/I on
either side; in particular, we have ker()A C IA. By Corollary 2.31, it is
automatically a map of d-rings. As ker(f) C Apr(A/I) and I C A are
both generated by distinguished elements, it follows from Lemma 2.24 that
if ker(0) = dAing(A/I), then I = dA. Moreover, d is a nonzerodivisor on both
rings by Lemma 2.34 and both rings are d-adically complete. It remains to
simply observe that Aj¢(A/I)/dAins(A/I) — A/d is an isomorphism as both
sides identify with A/I. O

Remark 3.11 (Perfectoid covers of regular local rings via prisms). Let R be
a complete noetherian regular local ring of dimension d with residue field & of
characteristic p > 0. We explain how the formalism of prisms helps understand
the construction of a faithfully flat map R — R., with R, perfectoid that
appeared in [And18b, Ex. 3.4.6 (3)] and [Bhal8a, Prop. 5.2]. We focus on the
essential case of mixed characteristic; i.e., we assume R is p-torsionfree.
Choose a Cohen ring W for k with a Frobenius lift ¢y. Thanks to the
Cohen structure theorem, we may write R = A/(f), where A := W{z1,...,z4]
and f € m — m?, where m = (p,z1,...,74) C A is the maximal ideal. We
first explain how to endow A with the structure of a d-ring that makes f a
distinguished element (and thus (A, (f)) becomes a prism). In the (d + 1)-
dimensional k-vector space m/m?, we can write f = agp + Zf-l:l a;xi, with
ag € k. There are two cases to consider, depending on whether ag = 0 or not.
If ag # 0, then constant coefficient f(0) has p-adic valuation 1. Consider
the Frobenius lift ¢4 on A extending ¢y and satisfying ¢4(z;) = 2¥ for all i.
We claim that the resulting J-structure on A makes f distinguished. Indeed,
the “evaluating at 0” map A Z20 s a d-map with topologically nilpotent
kernel that carries f to a distinguished element, so f must be distinguished.
If ap = 0, then f can be regarded a nonzero W-linear form in the z;’s mod-
ulo m?. We can then change variables to assume that f = z; — p. In this case,
the same é-structure used in the previous paragraph makes f distinguished.
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Thus, we have written R = A/(f), where (A4, (f)) is a prism. As A is a
p-torsionfree d-ring whose mod p reduction A/p = k[z1,...,z4] is regular, the
Frobenius ¢4 : A — A is p-completely faithfully flat by inspection (or by the
easy half of Kunz’s theorem). Write (Ao, (f)) for the perfection of (A, (f))
(Proposition 3.9), and Ry = Ax/(f) for the corresponding perfectoid ring
(Theorem 3.10). As (A, (f)) = (Ao, (f)) is a faithfully flat map of prisms with
perfect target, the map R — R is then p-completely faithfully flat with R
perfectoid. As R is noetherian, one checks that R — R is actually faithfully
flat [Bhal8a, Prop. 5.1, thus providing the requisite perfectoid faithfully flat
cover of R.

COROLLARY 3.12 (The site of all prisms). The category opposite to that
of all bounded prisms (A, I), endowed with the topology where covers are deter-
mined by faithfully flat maps of prisms, forms a site. The functor that carries
(A, I) to A (resp. A/I) forms a sheaf for this topology with vanishing higher
cohomology on any (A, T).

Proof. To check the site axioms, we must show the following: (a) isomor-
phisms are covers, (b) a composition of covers is a cover, and (c¢) the pushout of
a cover along an arbitrary map is a cover. The first two are automatic. For the
last one, using the description from Lemma 3.5, we are reduced to showing the
following: given a diagram (C,IC) <= (A, IA) LN (B, IB) of maps of bounded
prisms with b faithfully flat, the map b admits a pushout along ¢ which is also
faithfully flat. For this, we simply take D to be the derived (p, I')-completion of
B ®ﬁ C'. By standard properties, D is (p, I)-completely faithfully flat over C.
By Lemma 3.7, it follows that (C,IC) — (D, ID) is a faithfully flat map of
bounded prisms; one checks that it serves as a pushout of b along c.

Let us check the sheaf axiom now. Say (A, ) — (B, IB) is a faithfully flat
map of prisms. Let (B®, IB®) be the Cech nerve of this map in the category of
bounded prisms, regarded as a cosimplicial bounded prism over (A, I). By the
previous paragraph, this means that B® is the derived (p, I)-completion of the
derived Cech nerve of A — B, regarded as a cosimplicial object in D(A). In
particular, Kos(A;p™, I") — Kos(B®;p", I") is a limit diagram in D(A) for all
n by faithfully flat descent for maps of simplicial commutative rings. Taking an
inverse limit over n then shows that A — B*® is also a limit diagram in D(A);
this implies the sheaf axiom as well as the vanishing of higher Cech cohomology.
The case of (A, I) — A/I follows by tensoring the equivalence A ~ lim B® in
D(A) with the perfect complex A/I. O

ProposITION 3.13 (Existence of prismatic envelopes for regular ideals).
Let (A, I) be a bounded prism, and let B be a (p, I)-completely flat §-A-algebra.
Let J C B be an ideal containing 1B, so there is an induced map (A,I) —
(B, J) of 0-pairs. Assume that, Zariski locally on Spf(B), we can write J =
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(I,z1,...,2z) for a sequence x1,...,x, € B that is (p,I)-completely regular
relative to A (in the sense of Definition 2.42).

Then there is a uniwversal map (B,J) — (C,IC) of d-pairs to a prism
(C,IC) over (A,I). If there is no potential for confusion, we shall write C' :=
B{%}/\. Moreover, this universal object has the following properties:

(1) (B{LY, IB{$}") is (p, I)-completely flat over (A, I).

(2) The construction (B,J) — (B{Z}",IB{$}") commutes with base change
along arbitrary maps (A, I) — (A’, IA") of bounded prisms.

(3) The construction (B, J) — (B{Z£}",IB{4}") is compatible with flat local-
ization on B: if B — B’ is a (p,I)-completely flat map of 6-A-algebras,

then B{%}/\@ZB’ = B’{JT/}/\, where J' = JB' C B'.

For evident reasons, we shall refer to the map (B, J) — (B{$}",IB{$}")
as the prismatic envelope of the -pair (B, J) over the bounded prism (A4, I).

Proof. We first observe that it suffices to prove the proposition when the
prism (A, I) is orientable, i.e., when [ is principal. Indeed, the base change com-
patibility in part (2) of the proposition in the orientable case coupled with (p, I')-
complete faithfully flat descent for derived (p, I)-complete (p, I)-completely flat
A-modules (see remark following statement of Lemma 3.7) then solve the prob-
lem in general. Thus, assume I = (d) is principal with distinguished generator
del.

Next, we observe that it suffices to prove the proposition when J globally
has the form J = (I,zy,...2,) with z1,...,2, € B being (p, I)-completely
regular relative to A. This follows by a similar argument as in the previous
paragraph using part (3) instead of part (2), and using the sheaf property for
D(p, 1)-comp(—) instead of its restriction to the (p, I)-completely flat objects (as
B{Z}" is typically not (p,I)-completely flat over B). Thus, we may and do
assume that J = (I, z1,...,x,) has this form.

Consider the simplicial commutative 0-A-algebra C' := B{%,... &}/
obtained by freely adjoining % to B in the category of derived (p, I)-complete
simplicial §-A-algebras (i.e., as an appropriate pushout, as in Corollary 2.44).
We shall check that C' is (p,I)-completely flat over A. Granting this, the
proposition follows. Indeed, the (p, I)-complete flatness of C forces C' to be
discrete and d-torsionfree by Lemma 3.7, so (C, (d)) is a bounded prism over
(A, (d)). Moreover, there is a natural map (B, J) — (C,(d)) over (A, (d)) by
construction, and its universality is clear: to specify a map from C to any d-
torsionfree (p, d)-complete d-ring D, we must specify a map B — D that carries
all the x;, and hence the ideal J, into dD. The compatibility with base change
is also clear from the definition of C' as the free derived (p, I)-complete 6-B-
algebra on {%};—1 . Similarly, the last assertion of the proposition — the
flat localization property — is clear either from the universal property, or from
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the definition of C' (and the fact that the sequence z1,...,2z, € B’ is (p,I)-
completely regular relative to A thanks to (p, I)-complete flatness of B — B’).

We have reduced to checking that C' is (p, d)-completely flat over A. Con-
sider the following commutative diagram of derived (p,d)-complete simplicial
commutative J-rings:

Z,{} —=2 A B B{&L,. = C
wlzw(y) l
Z,{y}" A’ B BI{ A, Sy =
— Sy A
D= A{2Wy B" B, = "

Here the first row is our input data, the top left vertical map labelled v ab-
stractly identifies with the Frobenius on the free (p, z)-complete d-ring Z,{z}",
all squares are derived pushout squares of (p, z)-complete simplicial commuta-
tive rings over the top left vertex, and description of the bottom right vertex fol-
lows by observing that ¢(y) = p-u € mo(D) for a unit u € 7o(D) by Lemma 2.24.

The map v is (p, z)-completely faithfully flat, and hence the same holds
true for all the vertical maps relating the first and second rows, so it suf-
fices to show that A" — C’ is (p,z)-completely flat. The map D — C” is
(p, z)-completely flat by Corollary 2.44 (as our hypotheses are stable under
base change). So it is enough to show that (p, z)-complete flatness, or equiv-
alently (p,y)-complete flatness, over A’ can be detected after base change
along A’ — D. But Corollary 2.39 ensures that that D identifies with the
ring obtained by freely adjoining divided powers of y to A’. Since (p,y)-
complete flatness of an A’-algebra is defined as flatness after base change
to A’ — Kos(4’;p,y), it suffices to observe that there is an A’-algebra map
D — Kos(A;p,y) (which easily follows, for instance, by reduction to the uni-
versal case A'=Z,{y}). O

Example 3.14. Let us describe the typical application of Proposition 3.13
for the purposes of this paper. Given a p-completely smooth A/I-algebra R, a
surjection By — R of derived (p, I)-complete A-algebras with By being (p, I)-
completely smooth over A, and a (p, I)-completely flat map By — B with B
being §-A-algebra, let J C B be the derived (p, I)-complete ideal generated by
the image of ker(By — R); equivalently, J is the kernel of B — R@ZOB . Then
the pair (B, J) satisfies the hypothesis of Proposition 3.13. Consequently, one
can form the prismatic envelope (B, J) — (B{$}", IB{$}") satisfying (1), (2)
and (3) in Proposition 3.13.
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4. The prismatic site and formulation of the Hodge-Tate comparison

Fix a bounded prism (A, I'). Unless otherwise specified, all formal schemes
over A are assumed to have the (p, I')-adic topology, and thus formal schemes
over A/I have the p-adic topology. Fix a smooth p-adic formal A/I-scheme X.
In Section 4.1, we introduce the prismatic site (X/A), and discuss its relation
to the étale topology of X. A key comparison theorem for prismatic coho-
mology — the Hodge-Tate comparison — is then formulated in Section 4.2.
We end in Section 4.3 by discussing the Cech-Alexander approach to comput-
ing prismatic cohomology, drawing consequences from the flatness results for
prismatic envelopes established earlier.

4.1. The prismatic site.

Definition 4.1 (The prismatic site and its structure sheaf). Let X be a
p-adic formal scheme over A/I. Let (X/A)) be the category of maps (A, I) —
(B,IB) of bounded prisms together with a map Spf(B/IB) — X over A/I,
the notion of morphism is the obvious one. We shall often denote such an
object by

(Spf(B) <= Spf(B/IB) — X) € (X/A)p
if no confusion arises. A map (Spf(C) « Spf(C/IC) — X) — (Spf(B) +
Spf(B/IB) — X) in (X/A)) is a flat coverif (B,IB) — (C,IC) is a faithfully
flat map of prisms; i.e., C is (p,IB)-completely flat over B. The category
(X/A)) with the topology defined by flat covers is called the prismatic site of
X/A.

The assignment (Spf(B) < Spf(B/IB) — X) — B (resp. B/IB) defines
a presheaf O) (resp. O)) of commutative A-algebras (resp. O(X)-algebras) on
(X/A) ). It follows from Corollary 3.12 that (X/A), with topology as defined
above is indeed a site, and that O) and @A are sheaves. We refer to O) as
the structure sheaf on (X/A) .

Thus, given a formal scheme X as above, the data of an object of the

prismatic site can be summarized by the following diagram:

Spt(B/IB) — Spt(B)

lf
X g
|
Spf(A/I) —— Spf(A),

where f and g are the maps that must be specified (together with the 4-A-
algebra B).



PRISMS AND PRISMATIC COHOMOLOGY 1177

Remark 4.2. In this paper, we shall almost exclusively use the prismatic
site (X/A)) as defined above under the additional assumption that X is a
smooth p-adic formal scheme over A/I: the main theorems (such as the Hodge-
Tate comparison) break down without this assumption. We shall later extend
prismatic cohomology to all p-adic formal A/I-schemes via left Kan extension
from the smooth case; though we do not do so here, it is possible to recover the
same definition using a derived prismatic site, i.e., by working with simplicial
rings throughout.

Unless otherwise specified, assume for the rest of this subsection that X
is a smooth p-adic formal scheme over A/I.

Remark 4.3 (The prismatic topos as a slice topos and its functoriality).
Let (x/A)) be the category of all bounded prisms over (A,I), made into a
site as in Corollary 3.12; this also coincides with the site (Spf(A4/I)/A)) con-
structed above. The smooth p-adic formal scheme X defines a presheaf hx on
(x/A) ) by the formula hx (B, IB) = Homy,;(Spf(B/IB), X). A variant of the
argument used to prove Corollary 3.12 shows that hx is a sheaf on (x/A)).
Unwinding definitions, the prismatic site (X/A), introduced above coincides
with the category of pairs ((B,1B) € (x/A)p,n € hx(B,IB)), with topology
inherited from (x/A),. In particular, we may view Shv((X/A))) as the slice
topos Shv((*/A)p) /-

The slice topos perspective makes the functoriality of the prismatic topos
clear: if f: X — Y is a map of smooth p-adic formal schemes over A/I, there
is an induced natural transformation hxy — hy of sheaves on (*/A),, which
then yields a morphism Shv((X/A),) — Shv((Y/A)) of slice topoi.

Construction 4.4 (Relating prismatic sheaves to étale sheaves). We write
JSchx for the category of p-adic formal schemes U equipped with an adic map
U — X; we endow this category with the étale topology. There is a natural
functor p : (X/A)) — fSch,x given by sending (B, IB) to Spf(B/IB) — X.
This functor is cocontinuous by Lemma 2.18: given a bounded prism (B, IB)
and a p-completely étale map (resp. covering) B/IB — C, there is a unique
(p, I)-completely étale map (resp. covering) B — C of §-rings lifting the previ-
ous map modulo I B. Consequently, this construction defines a morphism

px : Shv((X/A)y) — Shv(fSch/X)

of topoi by [Stacks, Tag 00XO|; we shall simply write p instead of px if no
confusion arises. There is also a natural map Shv(fSch,x) — Shv(X¢;) of topoi
defined by restriction. Composing with px gives a map

vx : Shv((X/A)p) — Shv(X);
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again, we write v instead of vx if no confusion arises. We shall be interested in
the pushforward v, along this map, which is described as follows. For any étale
map U — X, the category (U/A)) is naturally a slice of (X/A), in a manner
that preserves the notion of coverings. Moreover, restriction along this functor
carries sheaves to sheaves. Unwinding definitions then gives that

(F)(U — X) = H(U/A) p, Flwyay,)-

In other words, the functor v allows us to localize the prismatic cohomology
on Xg.

Remark 4.5 (Change of topology). In Definition 4.1, we used the flat topol-
ogy on the category of prisms to define coverings. Replacing the flat topology
with the Zariski, Nisnevich or étale topologies also leads to useful site struc-
tures on the same underlying category. Moreover, one has natural comparison
maps

Shv((X/A)p) = Shv((X/A)p &) = Shv((X/A) p xie) = Shv((X/A) p 700)

relating the corresponding topoi. By Corollary 3.12 as well as the perspective
adopted in Remark 4.3, derived pushforward along every map in the above
composition carries O (resp. (97&) to itself. In particular, we can use any of
these topologies to compute the cohomology of X with coefficients in O) or OZ'
More generally, using (p, I)-completely faithfully flat descent for Dy, 1)_comp (=),
a similar remark applies to cohomology with coefficients in a crystal M in (p, I)-
complete complexes, i.e., an assignment

1= (Spf(B) = Spf(B/IB) = X) € (X/A)p = M(n) € D(p,1)-comp(B)

that is compatible with base change. More precisely, one defines such crystals
as objects in the full subcategory of D(PShv((X/A)p,Op)) spanned by objects
M satisfying these properties. (Note that the notion of crystal only depends
on the category (X/A)) equipped with the presheaf O) of A-algebras; it does
not depend on the topology chosen.)

Given the insensitivity of the notion of prismatic cohomology and crystals
to the choice of topology (as explained in the previous paragraph), it seems
worth explaining why we choose the flat topology (instead of, say, the étale
topology) in our definition of the prismatic site. Besides naturality, the primary
reason is to leave open the possibility of making arguments via quasisyntomic
descent from “perfectoid” situations; see Examples 7.12 and 7.13 for explicit
examples of flat covers that are useful in practice. (For example, such covers
are used in [BS21] to understand F-crystals on the absolute prismatic site of
Ok for finite extension K/Q,.)

Remark 4.6 (The perfect prismatic site). For any p-adic formal A/I-scheme
Y, one can define a version of the prismatic site (Definition 4.1) by restricting
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to the full subcategory of (Y/A)zerf C (Y/A)) of those objects (Spf(B) «
Spf(B/IB) —Y) € (Y/A)) for which B is perfect. Equivalently, this is the
category of perfectoid rings R over A/I together with a map Spf(R) — Y,
and so this admits a description that does not use the notion of prisms. The
cohomology of the perfect prismatic site has a different flavor than that of the
prismatic site, and we will analyze it in Section 8.

Remark 4.7 (The absolute prismatic site). For any p-adic formal scheme X,
we can also consider the absolute prismatic site (X); its objects are bounded
prisms (B, J) equipped with a map Spf(B/J) — X of p-adic formal schemes.
We do not seriously explore this notion in this paper. However, the following
observation shall be useful later:

LEMMA 4.8. Let (A,I) be a perfect prism corresponding to a perfectoid
ring R =A/I. Then for any prism (B, J), any map A/I — B/J of commuta-
tive rings lifts uniquely to a map (A,I) — (B, J) of prisms.

Using suggestive notation, this says that A € (R) is initial (or rather final,
as we pass to opposite categories in order to get a site), so that (R)) = (R/A)).

Proof. Fix a prism (B,J). We must show that any map A/I — B/J of
commutative rings lifts uniquely to map (A, I) — (B, J) of prisms. Now Lz,
vanishes after derived p-completion as A is ring of Witt vectors of a perfect ring
of characteristic p, while both B and B/J are derived p-complete. It follows by
deformation theory that Hom(A, B) ~ Hom(A, B/J) ~ Hom(A, B/(J,p)), so
the composite map A — A/I — B/J lifts uniquely to a map o : A — B. This
argument also proves that « is compatible with the Frobenius lifts on A and B.
Also, by construction, we have «(I) C J. Thus, once we know « is a d-map
(which is not automatic, since B might have p-torsion), we will have found
a unique map (A4,I) — (B, J) of prisms lifting the given map A/I — B/J,
proving the lemma. To check « is a d-map, note that « factors uniquely over
Brerf .= limy B — B by the bijectivity of ¢ on A. As Brerf g a perfect d-ring,
it is p-torsionfree. Thus, the ¢-equivariant map A — BP®! is automatically
a 6-map. Moreover, the map BP*f — B is a é-map by construction, so the
composite o : A — B is indeed a -map, as wanted. U

The “dual” to the above assertion is false: given a prism (A,I) and a
perfect prism (B, J), there might be multiple maps (A, ) — (B,J) inducing
the same map A/I — B/J.

4.2. The Hodge-Tate comparison theorem: formulation. In this subsection,
we fix a smooth p-adic formal scheme X over A/I.

Construction 4.9 (The Hodge-Tate comparison map). Using Construc-
tion 4.4, we can produce some complexes on Xg that will be fundamental
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to this paper. Write
AX/A = RV*OA € D(Xét,A) and KX/A = Rl/*@A S D(Xét,OX).

These are commutative algebra objects of the corresponding derived categories,
and we have the formula

Dxpa~ hyjs @5 AJL

In particular, setting M{i} := M ®4; I'/T*! for an A/I-module M, we have
a Bockstein differential

Br: H'(Ax a){i} = H ™ (Axa){i + 1}
from the triangle
EX/A{i +1} = bxya REIT/TH? — Ax/a{i}.

As ¢ varies, these maps assemble to endow the graded ring H *(EX/ A){*}
with the structure of a differential graded A/I-algebra whose 0-th term is
an Ox-algebra; write n% : Ox — HO(EX/A) for the structure map. By
the universal property of Kéhler differentials, we have an Ox-module map
I Qﬁ(/(A/I) — Hl(KX/A){l} given by sending a local section fdg to f51(g).
To extend this to larger degrees, note that the differential graded algebra
H *(KX/ 4){*} is graded commutative by generalities on cohomology of com-
mutative ring objects in a topos. Moreover, we have the following weak form
of strict graded commutativity

LEMMA 4.10. For any local section f € Ox(U), the differential B1(f) €
H'(Dx/4){1}(U) of the image of f in H°(Ax;4)(U) squares to zero.

This lemma is only non-obvious when p = 2. We do not prove it here; it
follows from Proposition 6.2, which we shall prove later. Assuming Lemma 4.10,
we can use the universal property of the de Rham complex to extend the graded
Ox-module map

% ©nx : Ox © Qxyayn — HO(Bxja) ® H' (hxya){1}
(which is compatible with the differential) as defined above to a map

nx  Uxyayny = H (bxya){*}

of commutative differential graded algebras compatibly with the Ox-module
structure on the terms. When the prism (A, I) is oriented via the choice of a
distinguished element d € I, we have A/I ~ I'/I'*! via d’, so we may drop the
twists appearing above; we typically do this when d = p. For future reference,
we remark that the construction of the map 1% depends functorially on the
commutative algebra object Ay/4 € D(X¢, A) together with the Ox-algebra
structure on Ax,4 oL A/T.
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This map forms our main tool for controlling Ay, 4.

THEOREM 4.11 (Hodge-Tate Comparison). The map
mx : Lyyayn — H (bxya){+}

constructed above is an isomorphism of differential graded A/I-algebras. In par-
ticular, KX/A € D(X¢, Ox) is a perfect complex with Hi(EX/A) = Q&/(A/I){—i}.

Theorem 4.11 will be proven in Section 5 in characteristic p, and then in
Section 6 in general. In the rest of this subsection, we record some consequences.

COROLLARY 4.12. The formation of Ax/a € D(Xe¢t, A) commutes with
base change along a map (A,I) — (B,IB) of bounded prisms; i.e.,if g : Xp :=
X Xgpr(a/n Spf(B/IB) — X denotes the projection, then (g*bx a)" = bx, /B,
where (—)" denotes derwed (p, I)-completion.

Proof. By derived Nakayama [Stacks, Tag 0G1UJ, it suffices to prove the
base change modulo I, i.e., that

(9" Ax/a)" = Ay,

where the completion is the derived p-completion. This follows from the Hodge-
Tate comparison as differentials 2% /A commute with base change. O

Remark 4.13 (A Higgs specialization). Assume A is p-torsionfree. If X
lifts to a (p, I)-completely flat (p, I)-adic formal scheme X/A equipped with
a compatible lift of Frobenius, then the affines in Xg ~ X& naturally yield
objects of (X/A)): for each such affine & — X, the diagram (4 « U x4
A/I — X) is an object of (X/A)). Passing to global sections, this gives a
¢-equivariant map Ay, — Ox of En-A-algebras on X¢;. Reducing modulo I,
this determines an E.-A/I-algebra map Ay /4 — Ox that splits the structure
map Ox — EX/ 4; note that this map, which we call a Higgs specialization,?
depends on the choice of X (including its d-structure).

9The reason for this choice of terminology is that one can show the following: the oo-
category of crystals M of derived p-complete Op-complexes on (X/A), is equivalent (via
sheafified global sections) to Dp_comp(X,Ax,4), which in turn is equivalent, via base change
along a chosen Higgs specialization, to the co-category of quasi-coherent sheaves on the formal
completion T*X of the relative cotangent bundle of X/(A/I) at its O-section. Thus, via base
change along Higgs specializations, one can attach topologically nilpotent Higgs fields on X
(relative to A/I) to crystals of O )-modules on (X/A),. Giving more precise statements and
proofs is beyond the scope of this article as we have not systematically treated prismatic
crystals; related results have been established elsewhere, e.g., [Tia21], [MT20], Ogus (to
appear) and [BL].
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Remark 4.14 (Obstruction to lifting modulo 7?). One can show that the
map Ox — TSIEX/A splits as an Ox-module map if and only if X lifts to
A/I?. To see this, we use the cotangent complex; in this remark, all cotangent
complexes are interpreted in the p-complete sense. By general properties of the
cotangent complex of the quotient of a ring by a nonzerodivisor, lifting X to
A/I? is equivalent to splitting the map L x/A = Lxja/r)- The desired claim
now follows from

PROPOSITION 4.15. There is a natural isomorphism
LX/A = (TSIKX/A){l}[l]-

Proof sketch. When X := Spf(R) is affine, we shall construct a natu-
ral map ng : Lpa — Ag/a{1}[1] in the oo-category D(R) (where we fol-
low Notation 4.16 below in switching from schemes to rings). As both ob-
jects appearing in the statement of the proposition lie in Dpe(X) (by The-
orem 4.11 for the right side), globalizing (i.e., taking limits over all affine
opens) yields a comparison map Lx/4 — EX/A{l}[l] in Dpere(X) and thus
(as Lysa € D=%) a map Lxja — 7= (bx/a{1}[1]) ~ (7='Ax/a){1}[1] in
Dpert(X), as wanted in the proposition. To construct ng, observe that given
any object (R — B/IB < B) € (R/A)), we have a natural map

Lpja = Ly ~ 1/1? ®%,; B/IB[1] ~ B/IB{1}[1].
Taking derived global sections over (R/A) ) then yields the desired comparison
map.

It remains to show that the map p : Lx/4 — (TSIKX/A) {1}[1] constructed
above is an isomorphism. Note that the cohomology sheaves of both sides are
abstractly isomorphic: we get Ox{1} in degree —1 and Qﬁf /A in degree 0 (by
the transitivity triangle for the left side, and by Theorem 4.11 for the right
side). Moreover, the formation of both sides and the map above commutes
with p-completed base change (using Corollary 4.12 for the right side). Using
this property, we reduce to checking the statement when I = (p). Using Theo-
rem 4.11, it is enough to show that the maps H®(u) for i = 0,1 agree with the
maps coming from Construction 4.9 used to produce the maps in Theorem 4.11.
For this compatibility, one reduces to the case where X = A!. By the base
change compatibility of the construction, we may then even assume A = Z,,.
In this case, we leave it to the reader to check the desired compatibility. Alter-
nately, a complete proof can be found in [ALB19, Prop. 3.2.1]. U

The I = (p) case of the preceding discussion is closely related to [DI87,
Th. 3.5] via the de Rham comparison isomorphism (Theorem 15.4); see also
[BMS18, §8.2| for a variant in the Aj,s-cohomology theory, Remark 15.6 for a
variant in the singular case, and |[Illa, Illb] for a more general statement with
applications in the crystalline case.



PRISMS AND PRISMATIC COHOMOLOGY 1183

4.3. Generalities on computing prismatic cohomology.

Notation 4.16. Let (A,I) be a bounded prism, and let X be a smooth
p-adic formal A/I-scheme. When X := Spf(R) is affine, we also write (R/A)p
for (Spf(R)/A)p; a typical object here is seen as a diagram (B — B/IB < R)
where (B, IB) is a prism over (A, I). When we view our objects via rings rather
than schemes, we use the algebraic language to describe categorical properties
of objects in (R/A)y; for instance, if A = R/I, then we refer to (A — A/I «+
A/I = R) € (R/A)) as an initial object rather than a final object. In this affine
situation, set Ap/a := RT(Spec(R), Agpec(r)/a) and Apja == bpja ok A/I.

Construction 4.17 (Weakly initial objects). Let R be a p-completely smooth
A/I-algebra. Let By — R be a surjection of A-algebras with By being the
derived (p, I')-completion of a polynomial A-algebra, and let B = Frees 4(By)"
be the derived (p,I)-completion of the free d-A-algebra Frees 4(Bp) on By.
As A is bounded, one can also use the classical completion to define B by
Lemma 3.7. Let Jy = ker(By — R); as By — B expresses the latter as the
derived (p, I)-completion of a polynomial By-algebra, the same holds true for
R — R := (B/JyB)", where the completion is now p-adic. In particular, R’
is p-completely ind-smooth over A/I, and ker(B — R’) is the derived (p,I)-
complete ideal of B generated by Jy. Applying Proposition 3.13 (see also
Example 3.14) to the pair (B, ker(B — R')) yields an object (C' — C/IC + R)
€ (R/A)), and the construction fits into the following commutative diagram:

A BQ B = FI“GC&A(BQ)A C
A/ R R c/IcC,

with the square in the middle being a pushut square of derived (p, I)-complete
A-algebras. We claim that the resulting object (C' — C/IC < R) € (R/A))p
is weakly initial; i.e., it maps to any other object of (R/A)). To see this, fix
some (D — D/ID < R) € (R/A)). As By is the derived (p, I)-completion
of a polynomial A-algebra and D is derived (p, I)-complete, one can choose an
A-algebra map By — D lifting the A/I-algebra map R — D/ID. As D is a
0-A-algebra, this choice extends uniquely to a §-A-algebra map B — D. By
construction, this extension carries JyB into ID. By the universal property
of C, there is a unique J-A-algebra factorization B — C — D. To finish, we
must check that the resulting map R — C/IC — D/ID agrees with the given
map R — D/ID, but this is immediate as the composite By -+ B — C — D
was the map chosen as the start of the construction and thus compatible with
the given map R — D/ID under the natural quotient maps By — R and
D — D/ID.
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For future use, we remark that the construction above carrying the sur-
jection (By — R) to the weakly final object (C' = C/IC < R) € (R/A)) is
functorial in By in the obvious sense. Moreover, using the universal property of
the construction of B from By and C from B, one checks that the construction
carries tensor products in the By argument to coproducts in (R/A).

Construction 4.18 (Cech-Alexander complexes for prismatic cohomology).
Let R be a p-completely smooth A/I-algebra. Let By — R be a surjection
of A-algebras with By being the derived (p,I)-completion of a polynomial
A-algebra. Write By for the derived (p, I)-completed Cech nerve of A — B,.
Applying Construction 4.17 to the cosimplicial object of surjections (B§ — R)
gives a cosimplicial object (C* — C*/IC® <~ R) € (R/A)). By the last sen-
tence of Construction 4.17, this object is the Cech nerve of (C?— C°/IC%«+ R)
€ (R/A)). As the latter object is weakly initial in (R/A)j, it follows from the
vanishing assertion'® in Corollary 3.12 that C'® (resp. C*/IC*®) computes Ap /A
(resp. Apja)-

In the preceding construction, we may choose the input surjection B® — R
functorially in R; for instance, one may simply set By to be the (p, I')-completion
of the polynomial A-algebra on the set R. Via such a choice, we obtain a
strictly functorial chain complex C*((R/A)p,Op) calculating Ag /4. This com-
plex, however, does not commute with base change on the prism (A, ) as the
choice of By is not base change compatible.

Remark 4.19 (A base change compatible Cech-Alexander complex for the
affine line). Let us explain how to make Construction 4.18 explicit for R =
A/I{X) being the p-adic completion of a polynomial ring. In this case, for
the ring By from Construction 4.18, we may simply take the derived (p,I)-
completion of A[X], with the map By — R being the obvious map. The result-
ing cosimplicial d- A-algebra C'* commutes with base change on the prism (A, I).

Using the complexes from Construction 4.18, we prove two stability prop-
erties for prismatic cohomology that will be useful for the proof of the Hodge-
Tate comparison. We note that both are easy consequences of the Hodge-Tate
comparison; in particular, the first is a special case of Corollary 4.12.

0Given a topos X, a sheaf A of abelian groups, and a weakly final object Xo € X
with Cech nerve Xg, the natural map gives an isomorphism RT(X,A) ~ Rlime RI['(X{, A);
thus, if A has vanishing higher cohomology on each X{, then RT'(X, A) is computed by the
cosimplicial object F'(Xg). To prove this, observe that the map Xo — * in X is surjective by
the weak finality assumption on Xo. The claim now follows from Cech cohomological descent
applied to the surjective map Xo — *; the special case of a presheaf topos is the subject of
[Stacks, Tag 07JM], and the proof of Cech descent given there adapts here.
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LEMMA 4.20 (Base change). Let R be a p-completely smooth A/I-algebra.
Let (A, I) — (A, I') be a map of bounded prisms such that A — A’ has finite
(p, I)-complete Tor amplitude. If we write R' := R®4A’ for the base change,

then the natural map induces an isomorphism AR/A@ﬁA’ = Agrjar, and simi-
larly for ER/A.

Once the Hodge-Tate comparison is proven, the (p,I)-complete Tor am-
plitude assumption above can be dropped; of course, as Lemma 4.20 is used
to prove the Hodge-Tate comparison, we cannot drop the assumption at this
point of the exposition.

Proof. By inspection and the base change property of Proposition 3.13(2),
the formation of the complex in Construction 4.18 commutes with (p, I)-com-
pleted base change along A — A’ in a weak sense; i.e., the cosimplicial ring
C*((R/A)p, Op)@4A" obtained as the termwise derived (p, I)-completed base
change of the cosimplicial ring C*((R/A)yp,Op) computes Api g, It now re-
mains to observe that since A — A’ has finite (p, I)-complete Tor amplitude,
the functor of (p, I')-completed base change along A — A’ commutes with total-
izations of cosimplicial (p, I')-complete A-modules by Lemma 4.22. The result
for A follows by reduction modulo I. O

Second, it localizes for the étale topology.

LEMMA 4.21 (Etale localization). Let R — S be a p-completely étale map

of p-completely smooth A/I-algebras. Then the natural map ZR/A@;}S — ZS/A
18 an isomorphism.

Proof. Let us begin with a general observation. There is an obvious functor
(S/A)p — (R/A)) given by restriction of scalars along R — S. This functor
has a left'! adjoint F': (R/A)) — (S/A), described as follows: given a prism
(B — B/IB «+ R) € (R/A)), the induced p-completely étale map B/IB —
B/IB@ES deforms uniquely to a (p, I)-completely étale -map B — Bg by
Lemma 2.18, giving an object F'(B — B/IB < R) := (Bs — Bg/IBg =~
B/IB@ILDLS < 8) of (S/A)). As F is a left adjoint, it preserves coproducts and
carries weakly initial objects to weakly initial objects.

Now consider the cosimplicial object (C* — C*/IC® <+ R) in (R/A))
given by Construction 4.18, so C*/IC*® computes Ap /4. By construction, this
cosimplicial object is the Cech nerve of its zeroth term (C° — C°/IC° « R),

and this zeroth term is a weakly initial object. Consider the corresponding
cosimplicial object (D®* — D*/ID®* « S) := F(C* — C*/IC®* < R) in

"Recall that we are viewing objects in (R/A) A as diagrams of rings rather than affine
schemes.
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(S/A)p. As F preserves both coproducts and weakly initial objects, it follows
that ZS/A is computed by D®/ID®. Our task is thus to show that the natural

map C'/IC”@%S — D*®/ID® is an isomorphism. This is true at the level of
terms by construction of the functor F', so the claim follows from Lemma 4.22.
O

The following purely algebraic lemma was used above.

LEMMA 4.22. Let C be a commutative ring equipped with a finitely gen-
erated ideal J. Let C — C’ be a map of commutative rings that has finite
J-complete Tor amplitude. Then the J-completed base change functor —@éC”
commutes with totalizations in D=0,

Proof. Let M*® be a cosimplicial object in D=9 with totalization M. We

must show that
Tot(M*)SLC" ~ Tot(M*SHC")

via the natural map. If instead of M® one uses the n-skeleton M<=" of M,
then the corresponding assertion is clear. We are thus reduced to showing the
following: there exists some ¢ > 0 such that if K € DZ"(C), then K@é(y €
DE”*C(C’) for all n > 0. Choose generators x1,...,x, € J. It is enough to
find some ¢ > 0 such that the functor

K — (K @k C") @ Kos(C'; x4, ... ., xy)

takes D=" to DZ""¢ indeed, this would imply that for the same constant c
and any integer m > 1, the functor

K (K ®& C") @& Kos(C'; 27", ... 2™
also carries D=" to DZ"~¢, which then implies the desired claim by taking an

inverse limit of m. Now we can write
(K @& ") oL Kos(C; x, ..., ;)
~ (K @5 Kos(C;z1,...,2,)) ®§OS(C;11’M$T) Kos(C's w1, ..., 2;).

Now the operation K — K ®é Kos(C;x1,...,x,) takes D2 to DZ"~", while
the operation NV — N®IL<OS(C;:B1,_“7$T) Kos(C’; 21, . .., 2,) takes D=™ to D=m—¢
for some fixed a by assumption on the Tor amplitude. It follows that taking
¢ = a + r solves the problem. O

5. The characteristic p case:
the Hodge-Tate and crystalline comparisons

In this section, we prove the crystalline comparison for prismatic coho-
mology; the key tool is the relationship between divided power envelopes and
d-structures (Corollary 2.39). Using the Cartier isomorphism, we deduce the
Hodge-Tate comparison over crystalline prisms (Corollary 5.5).
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Notation 5.1. Let (A, (p)) be a crystalline prism, and let I C A be a
PDideal with p € I. In particular, the Frobenius A/p — A/p factors over the
quotient A/p — A/I, inducing a map ¢ : A/I — A/p. Let R be a smooth
A/I-algebra, and let R1) = R ®a/r,p AlP-

THEOREM 5.2 (The crystalline comparison in characteristic p). Write
RTys(R/A) for the crystalline cohomology of Spf(R) relative to the PDthick-
ening Spec(A/I) C Spf(A). Then there is a canonical isomorphism bpa) /4 =~
RT ¢pys(R/A) of Ex-A-algebras compatibly with the Frobenius.

Remark 5.3. We will often apply the theorem when R = R ®4 /p A/ for
some smooth A/p-algebra R. In that case R is the pullback of R under ¢,
and the base change compatibility of prismatic cohomology (Corollary 4.12,
reproduced as part of Corollary 5.5 below) translates the theorem into

$ub s/ = Rlcrys(R/A).
Proof. We first give the proof when I = (p) and then reduce to this case.

The I = (p) case. For I = (p), let us first recall a Cech-Alexander style con-
struction of crystalline cohomology that closely mirrors by Construction 4.18.
Consider an A-algebra surjection By — R where By is the p-completion of a
polynomial A-algebra. Let Jy = ker(By — R), and let B be the free p-complete
d-A-algebra on By. Let R' = B/JyB, so R — R’ is the ind-smooth map of
A/p-algebras obtained via base change from the p-completely ind-smooth map
By — B of p-complete A-algebras. Write Dy (resp. D) for the p-completed
PD-envelope of the ideal Jy C By (resp. JoB C B). Thus, we have a diagram

A By B
D04>D

|

Alp——R——R.

Both the small squares on the right are pushout squares whose horizontal maps
are p-completely flat, the vertical maps on the small square on the bottom
right are PD-thickenings, and both Dy and D are p-torsionfree (Lemma 2.38).
Moreover, for each n > 1, the rings Dy/p" and D/p™ identify with the PD-
envelopes of By/p"™ — R and B/p" — R’ (compatibly with the standard divided
power structure on (p)). In particular, for each n > 1, the object (D/p" —
R’ < R) gives an object of the big crystalline site (R/A)crys as in [Ber74,
§II1.4|, where the base A is equipped with the PD-ideal (p) with its unique
PD-structure. As n varies, we obtain a pro-object {(D/p"™ — R’ < R)},>1
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of (R/A)crys. It is easy to see that this object is weakly initial (i.e., that
each object of (R/A)cRrys receives a map from some term of the pro-object)
and that the construction carrying the initial surjection (By — R) to the pro-
object {(D/p™ — R’ < R)}n>1 commutes with coproducts. Consequently, the
Cech nerve of this object has the form {(D*/p™ — (R')® - R)}n>1, where D*
is obtained by applying the initial construction By — D to the Cech nerve of
A — By. Thus, Rl¢ys(R/A) is computed by the cosimplicial ring D®; here
we implicitly use |Ber74, Prop. I11.4.1.4] to identify crystalline cohomology in
the big and small crystalline sites. Moreover, as the collection of surjections
(Bo — R) is sifted, this recipe is independent of the choice of (By — R) up to
canonical isomorphism.

Next, running Construction 4.18 with the same input data (By — R) as
in the previous paragraph, we obtain a cosimplicial ring C* computing Ag /4.
By base change stability of Cech-Alexander complexes, the cosimplicial ring
¢% C*® (obtained by termwise base change along the Frobenius on A) computes
Apay JA- (Note that we are not claiming yet that ¢% commutes with totalizing
C*.) To prove the isomorphism in the theorem, we shall exhibit a canonical
map ¢%C*® — D*® of cosimplicial A-algebras that gives a quasi-isomorphism on
underlying complexes. We shall do so by explicitly describing both sides as
suitable prismatic envelopes. Write Bj and B*® for the Cech nerves of A — By
and A — B computed in p-complete A-algebras. If JJ C B§ denotes the
kernel of B§ — R, then C*® identifies with the p-completed prismatic enve-
lope B'{@}A, while D*® identifies with the PD-envelope D jepe(B®) of Jg§
inside B®. Via Corollary 2.39, we can then also describe D*® as the prismatic en-

velope B’{W}A. In particular, the relative Frobenius for A — B*® induces
a canonical map
* [ ] *k L] J.B. [ ] ¢ J. B. L]
R R L

of cosimplicial A-algebras that yields the desired comparison map of E..-A-
algebras on passage to the derived category. This description also shows that
D* identifies with the pullback of the cosimplicial B*(®-module ¢*% C*® under
the relative Frobenius B*(1) — B® as the latter map is flat. Moreover, both
source and target of n are p-torsionfree: this is standard for PD envelopes
and then follows for prismatic envelopes (see, e.g., Lemma 2.43 and Corol-
lary 2.44 applied with A = Z,). We may then apply Lemma 5.4 below (with
N = ¢%C*®/p and B*® replaced by its mod p reduction) to conclude that the
derived mod p reduction of n gives a quasi-isomorphism on underlying com-
plexes; derived Nakayama ([Stacks, Tag 0G1U|) then implies that n itself is
a quasi-isomorphism, proving the isomorphism in the theorem in the I = (p)
case.
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To finish the I = (p) case, it remains to prove that the comparison con-
structed above is compatible with the Frobenius. Note that the source and
target of the map 1 constructed above are naturally cosimplicial §-A-algebras
and 7 respects this structure. To finish, it will suffice to show that the Frobenius
lift on D*® coming from its J-structure (ultimately induced by the d-structure
on B*®) coincides with the Frobenius on crystalline cohomology RIcrys(R/A)
under the natural identification RI'¢rys(R/A) ~ lim D*®. This is a statement
entirely on the crystalline side, but we do not know a reference, so we sketch
a proof. Recall the following functoriality statement, immediate from the def-
inition in crystalline cohomology: given any map « : A — A’ of p-torsionfree
rings, a smooth A/p-scheme Y and a smooth A’/p-scheme X, an a-equivariant
map 7 : X — Y, simplicial objects Uy € (X/A")crys and Vo € (Y/A)crys,
and a map fo : Us — V4 of PD-schemes lying over 7 (and thus over «/), one has
an induced commutative diagram

RT ¢y (Y/A) RT pys(X/A)

A

lim Ocrys(Ve) —— lim Ocrys(Us)

of E-A-algebras (where the objects on the right are regarded as A-algebras
via a). Apply this observation with A=A’ X =Y = Spec(R), Uy =V, given
by the PD-thickening (D®/p" — (R')® <+ R) used above, and «, 7 and f, be-
ing the Frobenius maps to conclude that the comparison map Rl ¢ys(R/A) —
limq D*®/p™ is ¢-equivariant; a similar argument with inductive systems of sim-
plicial objects applied to {(D*/p™ — (R')® + R)},>1 then allows us to take
the inverse limit to conclude that the comparison isomorphism RI¢pys(R/A) ~
lime D* is ¢-equivariant.

The general case. We now no longer assume I = (p), so we merely have
a containment p € I. As I admits divided powers, the map A/p — A/I is
a surjection with a locally nilpotent kernel. (Each element is annihilated by
the Frobenius.) By noetherian approximation, we can choose a lift of the
smooth A/I-algebra R to a smooth A/p-algebra R. After making such a
choice, the I = (p) case proven above gives the desired isomorphism Apa) JA

RTys(R/A): the base change of R along the Frobenius A/p — A/p coin-
cides with R(M) as this base change factors over the surjection Alp — A/I.
To conclude the argument, it therefore suffices to exhibit a canonically defined
comparison map Apa) /4 — RT crys(R/A) that agrees with the map coming from
the choice of R. We shall explain the canonical construction of such a map. We
leave the compatibility of the two constructions to the reader as an exercise in
relating distinct Cech-Alexander complexes computing crystalline cohomology.
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To construct the comparison, choose a surjection By — R where By is
a smooth A-algebra equipped with a d-structure; for instance, By could be a
polynomial A-algebra. Forming the PD envelope of the surjection By — R
as well as its Cech nerve yields a p-completely flat p-complete cosimplicial
d-A-algebra D® equipped with a surjection D®* — R whose kernel K*® has
divided powers compatible with those on I and such that the resulting map
RT¢ys(R/A) — lim D*® is an isomorphism. Now observe that the Frobenius on
D* carries K*® into pD*® by the existence of divided powers on K*, thus giving
a map

R~ D*/KD* %2 D*/pD*

of cosimplicial rings that is linear over the corresponding map A/I — A/p
induced by the Frobenius on A. Linearizing over v, we obtain an object (D® —
D*/pD* «+— RW) € (RW/A),, which then gives the desired comparison map
Apayjp — lim D® =~ RT¢pys(R/A). This comparison map, a priori, depends
on the choice of the initial surjection By — R. But the collection of all such
choices is sifted, so the constructed comparison map Apa) 4 — RT ¢rys(R/A)
is independent of the choice of By — R up to contractible ambiguity. (For
example, one may take a colimit over all choices to obtain a canonical map.) O

The following lemma on cosimplicial modules was used in the above proof.

LEMMA 5.4. Let k be a commutative ring of characteristic p. Let B be a
polynomial k-algebra. Let B® be the Cech nerve of k — B, and let B>M) be its
Frobenius twist, so we have the relative Frobenius B*(Y) — B*® over k. For any
cosimplicial B&M -module N, the natural map

N — N®B.,(1> B*

gives a quasi-isomorphism on associated unnormalized chain complexes of k-
modules.

The argument given below is somewhat indirect and relies crucially on
the fact that degeneracy maps may be ignored when passing from cosimplicial
abelian groups to the corresponding object in the derived category. It is desir-
able to have a better proof of this comparison. A similar statement can also be
found in [Niz08, Lemma 3.28| (which we learnt about from [Kos20, App. B]).

Proof. By a filtered colimit argument, we reduce to the case where B is a
polynomial algebra in finitely many variables. We first explain why B*® admits
a “basis” over B*() as a semi-cosimplicial module (i.e., ignoring degeneracy
maps), and then we use the basis to prove the lemma. For ease of notation,
write B = k[M] for the monoid M = N" with suitable r > 0.

For any [n] € A, we have the monoid M®[". As [n] varies, the assignment
[n] — M @Inl agsembles naturally into a cosimplicial object EM: the face maps
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are given by inclusions of finite products of M into larger finite products (and
thus only use the knowedge of M as a set pointed by 0 € M), while the
degeneracies involve the monoid operation. More precisely, FM is the Cech
nerve of the map 0 — M of commutative monoids. The construction M +— EM
is functorial in M, and the map B*() — B* in the question identifies with
the map k[E(pM)] — k[EM] on monoid algebras induced by the inclusion
pM C M by functroriality of E(—).

Let S C M be the standard set of coset representatives for M9 /pMI™P,
i.e., writing M = N, we take S = {0,...,p — 1}" C N". We regard S as a
set pointed by 0 € S, so the composition S — M — M9™P /pM9"P is a pointed
bijection. We then have

(3) |_|(pM)—|—s:M.
seM

Taking products, we obtain subsets S®" ¢ MO for each [n] € A. Note that
a face map M®M — MM in EM carries S into SI™: up to a permutation,
a face map M®M — M®M ig given by the product of the identity map on the
first #[n] factors of the target and the 0 map on the remaining factors, so the
claim follows as 0 € S. Thus, we obtain a semi-cosimplicial set E.S together
with an inclusion ES C EM of semi-cosimplicial sets. The decomposition
(3) yields a similar decomposition of the semi-cosimplicial set EM; i.e., for
each [n] € A, the subset S ¢ MOl gives a set of coset representatives for
(M9 /pM9P)®["] | the natural maps give a decomposition

(@ L] a0y 4 5 arol,

§€S®[n]

and this decomposition is compatible with the face maps of the semi-cosimplicial
sets EM and ES respectively (as the face maps for ES were defined by restric-
tion from EM).

For future use, we remark that if * denotes the constant semi-cosimplicial
set with value a point (i.e., the final object in semi-cosimplicial sets), then there
is a natural map ng : * — E.S of semi-cosimplicial sets determined by the point
0e€S;let

n = klno] : k — k[ES]

be the induced map on semi-cosimplicial k-modules.

Passing to free commutative k-algebras, we learn from (4) that the semi-
cosimplicial k-algebra B® = k[EM] is free when regarded as a module over the
semi-cosimplicial k-algebra B*() = k[E(pM)] with basis ES; i.e., we have a
natural isomorphism

(5) K[E(pM)] @5, k[ES] ~ k[EM)]
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of semi-cosimplicial k[E(pM)]-modules. Moreover, under this isomorphism, the
structure map

k[E(pM)] — k[EM]
of semi-cosimplicial k-modules to the right side of (5) identifies with the map
idpEan) @ n : K[E(PM)] = K[E(pM)] @ k — K[E(pM)] @y, k[ES]

to the left side of (5).
Now we prove the lemma, so let NV be any cosimplicial k[E(pM)]-module.
Our task is to show that the natural map

a:N—>N Sk[E(pM)] k[EM]

of cosimplicial k-modules gives a quasi-isomorphism on associated unnormal-
ized chain complexes of k-modules. As the formation of the unnormalized chain
complex only depends on underlying semi-cosimplicial objects, we can use the
discussion in the previous paragraph to reduce to checking that the natural
map of semi-cosimplicial k-modules

B=idy®n:N =Nk — N @k[ES]

gives a quasi-isomorphism on associated unnormalized chain complexes of k-
modules.We next observe that, using the pointed bijection S ~ M9 /pMI"P,
the semi-cosimplicial k-module k[ES] can also be identified with the semi-
cosimplicial k-module underlying the Cech nerve C* of the k-algebra map k —
CY := k[M9"P /pMIP]. Moreover, under this identification, the map 1 : k —
k[ES] identifies with the structure map « : k — C*®. In our context, this means
that the map

(SZidN@’y:N:N@kk—}N@kC.

of cosimplicial k-modules recovers the map 5 on underlying semi-cosimplicial
k-modules, so it suffices to prove ¢ is a quasi-isomorphism on underlying unnor-
malized complexes. But v is a homotopy equivalence of cosimplicial k-modules
as it is the Cech nerve of the k-algebra map k — C° that admits a section (de-
termined by the map M — 0 via functoriality). As homotopy equivalences of
cosimplicial k-modules are stable under tensor products with arbitrary cosim-
plicial k-modules, the claim follows. O

COROLLARY 5.5 (The Hodge-Tate comparison in characteristic p). For
any smooth A/p-algebra S, the comparison map from Theorem 4.11 yields an
1somorphism

H'(Bs/a) = Qspam{—i}-
In particular, the assigment R — Ag/q commutes with arbitrary p-complete
base change on the prism (A, (p)).
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Proof. By Lemma 4.21, we can assume that S = A/p[Xi,...,X,] is a
polynomial algebra, and then by Lemma 4.20 we can reduce to the case A = Z,,.
Then S = RW for the F,-algebra R = F,[X,..., X,], and the result follows
from Theorem 5.2 and the Cartier isomorphism. O

6. The mixed characteristic case of the Hodge-Tate comparison

To prove the Hodge-Tate comparison in general, we shall need the following
construction to pass from general bounded prisms (A, ) to crystalline ones.

Construction 6.1 (Mapping the universal oriented prism to a crystalline
one). Let (A, (d)) be an oriented prism with the following properties: the Frobe-
nius on A/p is flat, and the ring A/(d) is p-torsionfree. For example, the univer-
sal oriented prism from Example 3.4 has these properties. Let B := A{@}A
be the p-complete simplicial commutative §-A-algebra obtained by freely ad-
joining ¢(d)/p to A; as ¢(d) = pu for a unit u € mp(B) by Lemma 2.24, the
A-algebra B is (p, ¢(d))-complete, and hence (as dP € (p,¢(d))) also (p,d)-
complete Moreover, by Corollary 2.39, the A-algebra B identifies with the
p-completed PDenvelope of (d) C A via the natural map A — B, and it is thus
discrete and p-torsionfree since d is a nonzerodivisor modulo p. Now consider
the map o : A — B determined as the composition of the natural map A — B
with ¢ : A — A. We can regard « as a map of prisms (A, (d)) — (B, (p)) since
a(d) € pB. Modulo p, the map « factors as

(6) Alp =25 Af(p,d) & Af(p,d?) < BJp ~ Diay(A/p)

where the first map has finite Tor amplitude, the second map is faithfully flat
by construction, and the last map is faithfully flat (even free) by the structure
of divided power envelopes. Using this description, one obtains the following
properties of the base change functor

o* : Deomp(A) = Deomp(B)
on derived (p, d)-complete objects of the derived category:

(1) The functor o* is conservative. Indeed, by derived Nakayama ([Stacks, Tag
0G1U]), it suffices to know that derived d-completed base change along the
map A/p — D(q)(A/p) is conservative on derived d-complete objects; this
follows as the same statement is true individually for each map appearing
in the composition (6) (by derived Nakayama for the first, and faithful
flatness for the rest).

(2) The functor a* has finite (p,d)-complete Tor amplitude. Again, this re-
duces to the statement that derived d-completed base change along the
composition in (6) has finite d-complete Tor amplitude, which holds true
individually for each map.
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(3) For any p-completely smooth A/I-algebra R with p-completed base change
Rp to B, by Lemma 4.20 we have a base change isomorphism a\*AR A~
ARB/B .

We shall use these properties to deduce general properties of prismatic coho-

mology from those of crystalline cohomology.

Before proceeding to the proof of the Hodge-Tate comparison, we need to
prove Lemma 4.10, ensuring that we have well-defined Hodge-Tate comparison
maps. For this, we actually prove the Hodge-Tate comparison for the affine line;
the proof below is structured in a way that generalizes to higher dimensions.

PROPOSITION 6.2 (The Hodge-Tate comparison for the affine line). If
R is the p-adic completion A/I(X) of the polynomial ring, then the maps
n% : B — H(Agsa) and np{—1} : Q}%/(A/I){—l} — H'(bgya) coming from
Construction 4.9 (by twisting) are isomorphisms, and Hi(ﬁR/A) =0 fori>1.
In particular, Lemma 4.10 holds true in general.

Proof. The last part follows by functoriality. For the rest, choose a map 7 :
R® Q}R/(A/d){—l}[—l} — Ag/a in D(R) inducing the maps 7% on cohomology
for ¢ = 0, 1; this is possible because R and Q}% J(Ajq) Bre finite free over R. We
will show that 7 is an isomorphism.

First, if I = (p), we are done thanks to the Hodge-Tate comparison in
characteristic p (Corollary 5.5). Next, if (A, I) is the universal oriented prism
(Ao, (d)) from Example 3.4, then the claim follows by base change to the I = (p)
case using the map a and properties (1) and (3) from Construction 6.1.

Next, consider a general bounded oriented prism (A, (d)). The choice of
the generator d € A determines a map Ay — A, where (Ao, (d)) is the universal
oriented prism considered in the previous paragraph. If the map Ay — A had
finite (p, I)-complete Tor-amplitude (or we knew base change for prismatic
cohomology in general already), we would get the claim via Lemma 4.20. We
can, however, argue as follows. Letting a : Ag — Dy denote the map « from
Construction 6.1, we obtain a diagram

Ay A

L

Z, — Dy —> E := A}, Dy

of (p, d)-complete simplicial commutative rings, where the square is a pushout
square of (p,d)-complete simplicial commutative rings. Note that the bottom
left arrow lifts to a map of prisms (Z,, (p)) — (Do, (a(d))) as (p) = (a(d)) by
construction. Write ¢ for the composite map Z,, — E. The base change functor
b* is conservative on (p, d)-complete objects in the derived category (since the



PRISMS AND PRISMATIC COHOMOLOGY 1195

same holds true for a* — see property (1) in Construction 6.1), so it suffices
to show that l;;(n) is an isomorphism. We claim that l/);ER/ T E;EFP[X] /Z,:
this is clear at the level of explicit complexes if one uses the complexes from
Remark 4.19, and the rest follows from Lemma 4.22 together with the obser-
vation that b (resp. ¢) has finite (p,d)-complete (resp. p-complete) Tor am-
plitude. We leave it to the reader to check that the resulting identification
E;ZR JA = cA*EFp[ X]/z, carries the map I;;n to a map realizing the Hodge-Tate
comparison map on cohomology for the target. In particular, our claim now re-
duces to the Hodge-Tate comparison for KFP (x]/z,» Which was already explained
earlier (Corollary 5.5).

Finally, for a general bounded prism (A, I'), we reduce to the case treated
in the previous paragraph by making a faithfully flat base change to a bounded
oriented prism (Lemma 3.7(4)). O

Thus, we now have a well-defined Hodge-Tate comparison map from Con-
struction 4.9.

THEOREM 6.3 (The Hodge-Tate comparison). The Hodge-Tate compari-
son maps
Qxayn = H' (bxya){i}
of sheaves on X¢g from Construction 4.9 are isomorphisms.

Proof. Since the comparison map is globally defined, it is enough to prove
the statement for affines. Thus, we shall check that for any p-completely smooth
A/I-algebra R, the analogous map

Vyamy = H' (bra){i}
is an isomorphism of R-modules. As both differential forms and prismatic co-
homology localize in the étale topology (Lemma 4.21), it is enough to prove the
statement when R = A/I(Xy,...,X,) is the p-adic completion of a polynomial
ring. In this case, we choose a map

n: @ %y an{—it—il = brsa
1=0

in the derived category D(R) lifting the Hodge-Tate comparison maps (up to
twists) on cohomology, and proceed exactly as explained in Lemma 6.2 for
n=1. O

Using base change for prismatic cohomology (proven in Corollary 4.12
using Theorem 6.3), we can now also prove the de Rham comparison, at least
under the technical assumption that W (A/I) is p-torsion free. This is satisfied,
for example, if A/I is p-torsion free or if I = (p) and A/p is reduced. This
technical assumption will be removed later (Corollary 15.4).
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THEOREM 6.4 (The de Rham comparison). Let X be a smooth formal
A/I-scheme, and assume that W (A/I) is p-torsion free. Then there is a natural
isomorphism AX/A@ﬁ@A/IfQ;(/(A/]) of commutative algebras in D(Xeg, A/I),
where the completion is p-adic.

Proof. As before, it is enough to solve the problem in the affine case. Thus,
for a p-completely smooth A/I-algebra R, we must construct a functorial iso-
morphism AR/A@2¢A/I ~ Q% ap) of commutative algebras in D(A/I). We
shall prove a stronger statement that involves relating both sides to crystalline
cohomology.

To formulate this stronger statement, note that the kernel J C W(A/I) of
the canonical composite surjection W(A/I) — A/I — A/(I,p) is a PDideal.
By generalities on crystalline cohomology, the commutative algebra object
RUerys((R/p)/W(A/I)) € D(W(A/I)) lifts the de Rham complex Qp 4y €
D(A/I). On the other hand, the natural map A — A/I refines uniquely to
a 0-map A — W(A/I) by Remark 2.7. It is therefore enough to construct a
functorial isomorphism

Brya®hsW(A/T) = RTrys(R/p) /W (A/ )

of commutative algebras in D(W(A/I)), where ¢ : A — W(A/I) is obtained
by composing the canonical map A — W(A/I) with the Frobenius. We shall
deduce this from the crystalline comparison.

Note that the composite ¢ : A — W(A/I) carries I into (p): the canonical
map A — W(A/I) carries I into VW (A/I), so v carries I into FVW (R) = (p).
By our p-torsionfreeness assumption on W (A/I), the map v thus refines to a
map (A,I) — (W(A/I),(p)) of prisms. Base change for prismatic cohomology
then gives an isomorphism

—~L
Apia®ayWI(A/T) = Drrywayn

for the base change R’ = R@A/[7¢W(A/I)/p. It thus suffices to identify the
right side above with RI¢ys((R/p)/W (A/I)). But this follows by applying
Theorem 5.2 to the PDideal J C W(A/I) and noting that R’ is the base change
of R/p along W(A/I)/J ~ A/(p,I) — W(A/I)/p induced by the Frobenius
on W(A/I). O

7. Semiperfectoid rings and perfection in mixed characteristic

In this section, we study semiperfectoid rings. In Section 7.1, we construct
an initial object of the absolute prismatic site (S5)) of a semiperfectoid ring S
essentially by hand, use it to construct a “perfectoidization” Spertq of S, and
formulate the main theorem of this section: the map S — Sperfq is surjective
(Theorem 7.4). To prove this theorem, we need a better way to access the
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aforementioned initial object; this is provided by the theory of derived prismatic
cohomology, which is the subject of Section 7.2. In Section 7.3, these ideas are
put to use: we give a new proof of a key flatness result of André from [And18a]
and use it to prove the promised surjectivity of S — Sperrg-

7.1. Universal prisms for semiperfectoid rings.

Notation 7.1. Fix a semiperfectoid ring S; i.e., S is a derived p-complete
ring that can be written as a quotient of a perfectoid ring R. We recall that S
is called quasireqular if S has bounded p®-torsion, and the cotangent complex
Lg/z,[—1] is p-completely flat over S (see [BMS19, §4.4]). In that case S is
classically p-adically complete.

PROPOSITION 7.2. The category of prisms (A,I) equipped with a map
S — A/I admits an initial object (A, I), and I = (d) is principal.

In terms of Remark 4.7, the category in question is the absolute prismatic
site (Spf(S)) -

Proof. Choose a surjective map R — S from a perfectoid ring. Using
Lemma 4.8, the category of prisms (A, ) with a map R — A/I admits the
initial object (Ains(R), ker #), and we recall that ker = (d) is always principal.

Let J C Ajnf(R) be the kernel of the surjection Aj,¢(R) % R S. Given any
prism (C, K) with a map S — C/K, we get a unique map (Aint(R), (d)) —
(C,K) making Ajys(R)/d = R - S — C/K commute, and K = dC by
Lemma 3.5. As d is a nonzerodivisor in C, there are unique elements g eC
for each f € J. Let

B = Aii(R){zs|f € J}/(dzy — f|f € J)s.

The preceding arguments show that there is a unique map of d-rings B — C.
As C' is d-torsionfree, this extends to a unique map B/B[d*]s; — C (where
B[d™]s is the smallest d-stable ideal of B containing B[d*°]). As C is also
a derived (p,d)-complete classical ring, this map uniquely extends further to
HY of the derived (p, d)-completion of B/B[d*]s. The latter é-ring may how-
ever contain new d-torsion elements; but after a transfinite induction (using
that completion commutes with wi-filtered colimits), we arrive at a derived
(p, d)-complete 6-Aj¢( R)-algebra AR such that d is a nonzerodivisor. We still
have a unique map (A (d)) — (C,K). Moreover, AT is a prism as d is
distinguished. Finally, the map

R = Aine(R)/d — N¥*/d
factors over the quotient S of R as all elements of J become divisible by d

in A Thus, (AT (d)) with the map S — Ai/d is the desired initial
object. O
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In general, Ag‘it is not particularly well-behaved; for example, it is not
bounded in general. After perfection, this issue disappears.

COROLLARY 7.3. There is a universal perfectoid ring Sperfa equipped with
a map S — Sperta- In fact, Sperta 15 the p-adic completion of (Ag“t)perf/f.

Proof. Note that the category of perfectoid rings Spertq With a map S —
Sperfd is equivalent to the category of perfect prisms (A, ) with a map R —
A/I. Thus, the claim follows from Lemma 3.9. 0

One goal in this section is prove the following theorem.
THEOREM 7.4. The map S — Sperfa 15 surjective.

Remark 7.5 (Zariski closed sets are strongly Zariski closed). In [Sch15,
§11.2], the second author defined notions of “Zariski closed” and “strongly Zariski
closed” subsets of an affinoid perfectoid space X = Spa(R, R"). Here R is a
perfectoid Tate ring, in particular there is some topologically nilpotent unit w €
R, and R C R is an open and integrally closed subring of R°. Then strongly
Zariski closed subsets are in bijection with quotients R — R’ to perfectoid Tate
rings R’, while Zariski closed subsets are those closed subsets of X that are the
vanishing locus of some ideal I C R. It was claimed in [Sch15, Rem. I1.2.4]
that not any Zariski closed subset is strongly Zariski closed. The theorem
implies that this is false and that the notions in fact agree. Indeed, let I C R
be any ideal, and let S be the w-adic completion of RT /I N R*. Then S is a
semiperfectoid ring, and so by the theorem R’ = Sperfa[1/w] is a perfectoid Tate
ring that is a quotient of R and such that any map from R to a perfectoid ring
that vanishes on I factors uniquely over R’. This implies that the vanishing
locus of T is exactly the strongly Zariski closed subset Spa(R', R'"), where
Rt C R’ is the minimal open and integrally closed subring that contains the
image of RT.

For the proof of Theorem 7.4, we will need a different definition of Ag’it
that makes it possible to use the Hodge-Tate comparison result that we proved
for smooth algebras (Theorem 6.3) in order to compute A

7.2. Derived prismatic cohomology. In this section, we explain how to ex-
tend the notion of prismatic cohomology to all p-complete rings via Quillen’s
formalism of non-abelian left derived functors (also known as left Kan exten-
sions), as recast in the oo-categorical language in [Lur09, §5.5.9]. (See also
[BLM21, §9.2| for an exposition closer to our context.) Write D(A) for the
derived oo-category of a commutative ring A.

Construction 7.6 (Constructing derived prismatic cohomology). Fix a
bounded prism (A, I'). Consider the functor R+ Ag 4 on p-completely smooth
A/I-algebras R valued in the category of commutative algebras in the oo-
category of (p,I)-complete objects in D(A) equipped with a ¢4-semilinear
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endomorphism ¢. Write R +— Ap/4 for the left Kan extension of this functor to
all derived p-complete simplicial commutative A/I-algebras, so Ap/4 is a de-
rived (p, I')-complete commutative algebra in D(A) equipped with an endomor-
phism ¢ : Apja — ¢a«bpr/a; we call this theory derived prismatic cohomology.
The Hodge-Tate comparison shows that ER/A = AR/a ®ﬁ A/I admits an
exhaustive increasing N-indexed filtration with gr; given by sending R to the
derived p-completion of AiLR/(A/I){—i}[—i]; we refer to this as the Hodge-Tate
comparison for Ap /- Let us record some immediate consequences:

(1) (The value on smooth algebras). If R is p-completely smooth, then Ag/, is
unchanged, so derived prismatic cohomology extends prismatic cohomology
to all p-complete A/I-algebras.

(2) (The étale sheaf property). The Hodge-Tate comparison for derived pris-
matic cohomology shows that R +— Ag,, is a sheaf for the p-completely
étale topology on the category of derived p-complete A/I-algebras. In
particular, if X is a p-adic formal scheme, then we can naturally define
its derived prismatic cohomology Ax,4 as a commutative algebra in the
oo-category of derived (p, I')-complete objects in D(Xg;, A) (equipped with
a Frobenius).

(3) (The quasisyntomic sheaf property). Assume that (A, I) is a perfect prism.
Then the assignment R +— Ag/4 forms a sheaf for the quasisyntomic topol-
ogy on the category of quasisyntomic A/I-algebras. (See [BMS19, Ex. 5.11]
for a variant involving derived de Rham cohomology in characteristic p.)

(4) (Base change behavior) The formation of Ag/4 commutes with base change
in the sense that for any map of bounded prisms (A4,1) — (B, J), letting
Rp be the derived p-completion of R ®£1 B, one has

L
Aryip = Bria®4B,

where the completion is the derived (p, J)-completion.

(5) (Colimit preservation). The functor A_,4 from p-complete simplicial com-
mutative A/I-algebras to (p, I)-complete F-algebras in D(A) is symmet-
ric monoidal. In fact, it commutes with all colimits (as the same holds
true for the associated graded of the derived Hodge-Tate cohomology A_ /A
functor).

A key advantage of derived prismatic cohomology is that there is a large
supply of rings for which this theory is concentrated in degree 0 (Example 7.9).
In such situations, this theory is also closely related to an initial object of the
prismatic site.

LEMMA 7.7 (Derived prismatic cohomology when it is discrete). Assume
(A, I) is a bounded prism, and assume R is a derived p-complete simplicial
A/I-algebra such that KR/A is concentrated in degree 0.
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(1) The ¢a-linear Frobenius ¢r on Ar;s naturally lifts to a §-A-structure on
the ring Agya -

(2) The pair (Agja, IDR/a) gives a prism over (A, I) equipped with a map R —
DArja = bpja/Ibg)a-

(3) The category of prisms (B, J) over (A, I) equipped with a map R — B/J has
an initial object, and (Arsa, IDR/4) is weakly initial. In particular, the ini-
tial object is the image of some idempotent endomorphism of (A 4, IAR/A).

In part (3), we conjecture that (Agya, [Ag/4) is actually the initial object.

Proof. Using Cech-Alexander complexes and canonical simplicial resolu-
tions, we obtain a functor R +— F4(R) from derived p-complete A/I-algebras
to simplicial cosimplicial derived (p, I)-complete §-A-algebras computing pris-
matic cohomology; i.e., we have a functorial identification colimpaoep lima Fa(R)
>~ Agsa. The 6-A-algebra structure on Fa(R) is classified by a map Fa(R) —
Wo(F4(R)) of simplicial cosimplicial rings (where the target is defined by point-
wise application of Wa(—)). This map lies over the map A — W (A) classify-
ing the d-structure on A and splits the natural restriction map Wa(F4(R)) —
FA(R). This defines a map

Apya ~ cglgrr)nhinFA(R) — cglggnhin Wo(Fa(R))

of Es-rings lying over the map A — W5(A) and splitting the restriction map
lim li F limlim F’ ~Ap/4.
colimlim Wa (F4(R)) — colimlim Fy (R) = Ap/a

Using the functorial pullback square

F

Wa(B) B
B B®LF,

of simplicial commutative (and thus of E«,) rings, as well as the discreteness of
DRya, one can identify colimaop lima Wa(Fa(R)) as Wa(Ag/4). Thus, the above
map defines a §-A-algebra structure on Ag /4 refining the ¢4-linear Frobenius
endomorphism ¢pr, proving part (1).

Part (2) is then immediate from the derived (p, I)-completeness of Ap/4
and our assumption that Ag 4 = Ag/a @k A/T is discrete.

For part (3), we first construct a functorial map (Ag/a, [Ar/a) — (B, J)
for any prism (B, J) over (A, I) equipped with a map R — B/J. Fix a res-
olution Ry — R by p-completely ind-smooth A/I-algebras R;. For each Rj;,
let (R;/A)) be the category of prisms (C, K) over (A, I) equipped with a map
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R; — C/K. Then

ARsa = coli li C
R/A = R0 Ce(Ra) )y

in the category of (p,I)-complete complexes, as Ag, /4 = limee(r,/a), C by
the theory of Cech-Alexander complexes. But now (B, J), like any object of
(R/A) ), defines compatible objects of all (R;/A) ), and so restricting the limit
to this object gives a functorial map
Agja = colim lim  C — colim B = B.
A°P Ce(Re/A)p Aop

Using the argument from part (1), one shows that this is in fact a map of §-rings.
Now part (3) follows from the following general categorical lemma. O

LEMMA 7.8. Let C be an idempotent complete category and X € C an
object. Let Cx\ be the category of objects Y € C equipped with a map X — Y.
Assume that the identity on C factors over the projection Cx\ — C via a functor
F :C — Cx\. Then F(X) is an idempotent endomorphism of X and the
corresponding retract of X is an initial object of C.

Proof. Let F(X) = (X 5 X). Applying F to the morphism (X % X) of
C shows that e is an idempotent. Let X’ be the corresponding retract of X.
Then F(X') = (X — X’) where X — X' is an epimorphism. The functor F is
faithful, so for any Y € C, one has

Home (X', Y) — Home,, (X — X' X =Y).

But X — X’ is an epimorphism, so the right-hand side has at most one element,
so any Y admits at most one map from X’. On the other hand, there is at
least one map X’ — Y as there is a map X’ — X and a map X — Y. Thus,
X' is initial, as desired. O

Ezample 7.9 (Prismatic cohomology of an lci quotient). Fix a bounded
prism (A, I). Let R := A/J, where J = (I, f1,..., fr) with fi,..., f, giving
a Koszul-regular sequence on A/I; assume R has bounded p-torsion. Then
ARy is concentrated in degree 0 and I-torsionfree thanks to the Hodge-Tate
comparison, 80 (Ag/a, [Ag/4) is an object of (R/A)). We claim that this is
the initial object. This assertion can be checked locally on Spf(A), so we may
assume I = (d) is principal. In this case, consider the derived (p, I)-complete
simplicial commutative 0-A-algebra B = A{%, ce %T}/\ obtained by freely
adjoining %. There is a natural map B — Apg/y of simplicial commutative
§-A-algebras since f; =0 € Ap /4. We shall check this map is an isomorphism.
Granting this property, it follows that B is discrete and (B, I B) gives an object
of (R/A)); the universal property describing B then shows immediately that
(B, IB) is the initial object of (RR/A) ), whence (Ar/a, IAR/4) is also initial, as
wanted.
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It remains to check that the map B = A{ﬁ, e %}/\ — Apgya from the
previous paragraph is an isomorphism. As the formation of both sides com-
mutes with arbitrary base change, it is enough to check this in the universal
case where A = Z,{d, f1,..., f-}[6(d)~1]", so A/I and R are both p-torsionfree.
Setting (Ao, Io) = (Zp{d}[6(d)~1",(d)), we see that fi,...,f. € A/I is
p-completely regular relative Ag/Iy. By the construction of the prismatic en-
velope in Proposition 3.13, it follows that B identifies with the prismatic en-
velope A{%}A; this implies that B is concentrated in degree 0 and (B,IB) is
the initial object of (R/A)). The map B — Ag/4 then admits a retraction by
Lemma 7.7; the map B/IB — ZR/A then also admits a retraction, and thus has
a p-torsionfree cokernel as Ap /A is p-torsionfree since R is so. To prove this map
is an isomorphism, it is then enough to see that the map B/IB[%] — KR/A[%]
is surjective. By the Hodge-Tate comparison, KR/ A[%] is generated as a Ba-
nach R[%]-algebra by gry = Liy)a/n{-1}H-1] = J/(J? + I){-1}. Tt thus
suffices to see that the map B = A{%} — AR/4 maps % surjectively onto
gry = J/(J? + I){—1}. This is a standard computation using a free resolution
for R over A/I; see |Bhal2, Claim 3.30] for a variant of this calculation in

crystalline cohomology.

PROPOSITION 7.10. Let S be a quasireqular semiperfectoid ring, let R be
any perfectoid ring with a map R — S, and let (A, I) = (Ains(R), ker0). Then
ES/A is discrete, and Agy is the initial prism Agﬁt with a map S — Agﬂt/I. In
particular, Ag/a = Agﬁt does not depend on R. Moreover, the map S — ES/A
1s p-completely faithfully flat.

In the following, we simply write Ag = Agﬁt = Agy4 for quasiregular
semiperfectoid S.

Proof. If S is quasiregular, then Lg/r[—1] is p-completely flat, and thus
the derived p-completions of all A"Lg, p[—i] are p-completely flat S-modules
and in particular discrete. Thus the Hodge-Tate comparison implies that ZS/ A
is discrete and p-completely faithfully flat over S. It remains to see that Ag,4 is
initial, or equivalently that the idempotent endomorphism from Lemma 7.7(3)
is the identity.

Replacing R by R(Yil/poo |i € I) for some set I and noting that this does
not change the cotangent complexes, and thus not Ag/g, we may assume that
R — S is surjective. Choose a generating set {fj};jcs of the kernel of R — S.
Then the resulting map

S =RX/"jeN)(X; - filie ) =S+ X;0

is surjective and also induces a surjection on cotangent complexes. Thus, by
the Hodge-Tate comparison, Ag/ g — Ag/r is surjective, so it suffices to show
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that the idempotent endomorphism of Ag/4 is the identity. But, by truncat-
ing the set J of generators, we can express S’ as a filtered colimit of regular
semiperfectoid rings of the form

T=RXPT XMV )X = f L X — f),

so it suffices to prove that the idempotent endomorphism of Ar, 4 is the identity

for each such T. Now if A’ = Ainf(R<X11/poo, . .,Xi/poo>), then we also have
Arya =~ bryy compatibly with the idempotent endomorphisms. Example 7.9
then implies that the idempotent endomorphism Ar, 4/ is the identity, proving
the claim. O

7.3. André’s lemma.

ProprosITION 7.11 (Lifting quasisyntomic covers to the prismatic site).
Let (A,I) be a bounded prism. Let R be a quasisyntomic A/I-algebra. Then
there exists an object (B — B/IB «+ R) € (R/A)) with R — B/IB being
p-completely faithfully flat. Consequently,
(1) The map (A,I) — (B,IB) is a flat map of prisms (and faithfully flat if
A/I — R is p-completely faithfully flat).
(2) If A is perfect, then the map (A,I) — (B,IB)pet is flat as well (and
faithfully flat if A/T — R is p-completely faithfully flat).

Proof. Let us first construct a quasisyntomic cover R — S with S/p rel-
atively semiperfect over A/(I,p), i.e., S/p can be written as a quotient of
a flat A/(I,p)-algebra with a bijective relative Frobenius; any such S has
Qg/(A/I)/p = 0. Choose a surjection A/I(x;|j € J) — R, where J is some
index set, and let S be the p-complete R-algebra obtained by formally extract-
ing all p-power roots of the x;’s, i.e.,

Lp ~L
S = A/Hz "1 € J)&aria,jen R-

It is easy to see that R — S is a quasisyntomic cover (so S is quasisyntomic
over A/I as well) and that A/(I,p) — S/p is relatively semiperfect. In par-
ticular, the derived p-completion of the cotangent complex L@ /(A) ])[—1] is a
p-completely flat S-module. The argument in the first half of Proposition 7.10
repeats verbatim and shows that B = Ag/4 gives the required prism (using
Lemma 7.7 to get the d-structure on B). The consequence in (1) follows be-
cause each map in the composition A/I — R — S — B/IB is p-completely flat
(and p-completely faithfully flat provided A/I — R is so), and the consequence
in (2) follows by passage to filtered colimits. O

Using the previous lemma, one can often construct covers of the final object
of the prismatic site (for nice enough rings) via “perfectoid” constructions. We
give two examples.
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Ezample 7.12 (Covers of the final object of (R/A)) via relative perfectoids
for R smooth). Let (A, I) be a bounded prism. Assume R is a p-completely
smooth A/I-algebra. Let R — Ry be a quasisyntomic cover with R, be-
ing formally p-completely étale over A/I;i.e., Lr_/a/r) vanishes after derived
p-completion.'> Then B := Mg, A is a (p, I)-completely flat and relatively
perfect J-A-algebra with the natural map inducing Reo ~ Ag__ /4= DB/IB. In
particular, (B, IB) gives an object of (R/A)). We claim this object covers the
final object. To see this, let (C' — C/IC < R) € (R/A)) be a test object. We
must find a (p, I)-completely faithfully flat cover (C,IC) — (D, ID) together
with a map (B,IB) — (D,ID) in (R/A)). To find such a D, consider the base
change C/IC — C/IC@EROO of R — Rs. This map is a quasisyntomic cover,
so Proposition 7.11 yields a faithfully flat map (C, IC') — (D, ID) of prisms to-
gether with a factorization C/IC — C/IC’@}L%ROO — D/IC. In particular, the
natural map A/I — D/IC factors over the p-completely étale A/I-algebra Ro..
By deformation theory, there is a unique J-A-algebra map B — D lifting
B/IB ~ Ry, — D/IC. The resulting map R — Ry — D/ID (which equals
R — C/IC — D/ID) then gives an object (R — D/ID < D) € (R/A)).
By construction, one has a faithfully flat map (C,IC) — (D,ID) of prisms.
Moreover, the induced map C'/IC' — D/ID can be checked to be an R-algebra
map by a diagram chase. Thus, (D, D) € (R/A)) provides the desired object.

Ezample 7.13 (Covers of the final object of the absolute prismatic site
of a regular ring). Let (A,I) be a bounded prism with ¢ : A — A being
(p, I)-completely flat. Let (B,IB) be the perfection of (A, I) in the sense of
Lemma 3.9. Then B/IB is a perfectoid ring, and (B, I B) provides an object of
the absolute prismatic site (A4/I)) from Remark 4.7. An argument similar to
that employed in Example 7.12 shows that this object covers the final object.
A natural example of such a prism (A4, I) is any prism (A, ) with A/I being a
regular ring.

We give an application.

THEOREM 7.14 (André’s flatness lemma). Let R be a perfectoid ring. Then
there exists a p-completely faithfully flat map R — S of perfectoid rings such
that S is absolutely integrally closed. (That is, every monic polynomial has
a solution.) In particular, every element of S admits a compatible system of
p-power Toots.

2Two examples of such covers are given as follows. First, if (A,I) is a perfect crys-
talline prism, then there is an obvious choice for Rs: take Ro to be the perfection
of R. Secondly, given a choice z1,...,z, € R of étale co-ordinates, we may set Ro =
R[y}/poo Yo ,y,ll/pm]g/(yl —Z1,...,Yn —Tn) to be the derived p-complete R-algebra obtained
by freely adjoining p-power roots of the x;’s.
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In fact, the map R — S can also be chosen to be ind-syntomic modulo p;
see Remark 7.15.

Proof. Write R = A/I for a perfect prism (A, I). Let R be the p-complete
R-algebra obtained by formally adjoining roots of all monic polynomials over R.
Then R is a quasisyntomic cover of R, and each monic polynomial over R has
a solution in R. Proposition 7.11(2) then gives a perfect prism (B, IB) over
(A, ) equipped with an A/I-algebra map R — B/IB =: R; such that the
composition A/I = R — R — R is p-completely faithfully flat. In particular,
Ry is a perfectoid ring that is p-completely faithfully flat over R such that
every monic polynomial over R admits a solution in R;. Transfinitely iterating
the construction R — R; yields a quasisyntomic cover R — R’ with R’ being
perfectoid and absolutely integrally closed. O

Remark 7.15 (Refined form of André’s flatness lemma). The map R— S
constructed in Theorem 7.14 can be shown to be an ind-syntomic cover mod-
ulo p, as we now briefly sketch. Unwinding our construction, it suffices to show
the following: for a monic equation f(Y') € R[Y], if weset S:= R(Y'V/P™) /(f(Y))
over the prism (A4, I), then the resulting map S — T:=Ag is an ind-syntomic
cover modulo p. The “cover” part follows from Proposition 7.10. For ind-
syntomicity, by base change, we may assume R is p-torsionfree. Choose w € R
such that (w?) = (p). By the definition of T" as a prismatic envelope and Corol-
lary 2.39, ¢* (T /w) is the PDenvelope of f(Y) in R/w[Y/P™]. The claim now
follows by combining the following two facts:

(1) If A is an Fp-algebra and f € A is a nonzerodivisor, then the natu-
ral map A/f? — D) (A) is identified with the natural map A/fP —
A/ fPlg1,92,--.]/(97. g5, . ..) via g; = 7ip(f); in particular, this map is ind-
syntomic. This is a well-known fact about divided power algebras in char-
acteristic p, and it can be proven by reduction to the universal case where
A=TFplf].

(2) If A - B = A/I is a surjection of Fj-algebras with nilpotent kernel I,
and D is a flat A-algebra with D/ID ~ Blg1,g2,...]/(¢9],95,...), then D
is ind-syntomic over A. To see this, pick h; € D lifting g;. Then we get
an obvious surjective map A[hy, hg,...] = D by h; — h;. As hY € ID, we
can find €; € IA[hy,ho,....] such that hY — ¢; maps to 0 in D for each .
Setting D,, = Alh1, ha,...]/(W] —e1,hl — €a,..., Al — €,), we get a map
colim, D,, — D; this map is an isomorphism as it is a surjection of flat
A-algebras that is an isomorphism modulo the nilpotent ideal I. The claim
follows as each D, is ind-syntomic over A.

The observation that R — S can be chosen to be ind-syntomic modulo p also
follows from |GR, Th. 16.9.17].

Finally, we can prove Theorem 7.4.
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Proof. Recall that we want to prove that for any semiperfectoid ring S,
the map S — Sperfq is surjective, where Sperfq is the universal perfectoid ring
with a map from S. Write S = R/J for some perfectoid ring R. Using filtered
colimits, we may assume that J is finitely generated, and then by induction we
may actually assume that I = (f) is principal. By Theorem 7.14, we can assume
that f admits compatible p-power roots f1/7" € R. But as any perfectoid ring T
is reduced, any map S = R/f — T automatically factors over the p-completion
of R/(fY/P™), which is itself perfectoid. Thus, Sperfd is the p-completion of
R/(fYP™) and, in particular, the maps R — S — Sperta are surjective. O

8. Perfections in mixed characteristic: General case

The goal of this section is to study a notion of “perfectoidiziation” for
any algebra over a perfectoid ring. In Section 8.1, we define this notion using
derived prismatic cohomology and then describe it via the perfect prismatic site.
These results are then used in Section 8.2 to reinterpret the perfectoidization as
the sheafification of the structure sheaf for the arc-topology (on p-adic formal
schemes over a perfectoid ring), which leads to consequences such as a version
of excision (Corollary 8.12).

8.1. Perfections via the perfect prismatic site.
Notation 8.1. Fix a perfectoid ring R corresponding to a perfect prism

(A, I). For notational convenience, we fix a distinguished element d € I (which
is automatically a generator).

Definition 8.2 (Perfectoidizations). Fix a derived p-complete simplicial
R-algebra S.

(1) The perfection Ag/g pert Of Ag/a is defined as
Ds)apert = C%}ism (Bsja — dubssia — ¢2bgya — -+ )" € D(A).

This is a derived (p, I)-complete E-A-algebra equipped with a ¢ 4-semi-
linear automorphism induced by ¢g.
(2) The perfectoidization Spersq of S is defined as

Sperfd = AS/A,perf ®ﬁ A/I € D(R)
This is a p-complete E-S-algebra.
A priori, Spertg depends on the choice of perfectoid base ring A, but it
follows from Proposition 8.5 below that it is actually independent of this choice.

The same proposition will also show that Definition 8.2(2) is compatible with
Corollary 7.3.

Ezample 8.3 (Perfectoidizations of characteristic p rings). Assume that S
is an R-algebra where p = 0. In this case, we claim that Sperfq coincides
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with the usual (direct limit) perfection Sper of S. To see this, as Sperfa is
independent of the choice of the perfectoid base ring, we may simply take
A =17, so R = F, But then the Frobenius equivariant map S — Ag/4/p
coming from the derived Hodge-Tate comparison induces an isomorphism on
perfections: one checks (by, e.g., reduction to the case S = Fp[z]) that the
endomorphism of A'Lg /F, [—i] induced by the Frobenius endomorphism of Ag /A
via the Hodge-Tate comparison is the one induced by the Frobenius on S, and
is thus 0 for i # 0. Thus, we have Sperr > colimyg Ag)q /P =: Spertd, as asserted.

The goal of this section is to describe Spertg via maps from S to perfec-
toid rings.

LEMMA 8.4 (Coconnectivity of perfectoidizations). For any derived p-
complete simplicial R-algebra S, both Ag/a pert and Spersa lie in D=9,

Proof. We first show the claim for Ag/ perf using the P operation for
E.-F)-algebras. As the levelwise Frobenius map on a simplicial cosimplicial
F,-algebra induces the PY-operation on its realization, we learn that Ag /A perf /D
is an F-F)-algebra where PO acts invertibly. As P° kills all positive de-
gree homotopy classes [Lur, Rem. 2.2.7], it follows that Ag/4 pers/p € D=9 so0
AS/A,perf € D20 as well.

To deduce that Sperfq € D=0 it is enough to check that d is a nonzero-
divisor in HO(AS/AJ)erf). As Dg/apert/D € D=9 the ring HO(AS/Aperf) must be
p-torsionfree. The reasoning used above also shows that the automorphism ¢g
of HO(Ag/a pert) lifts the Frobenius on H(Ag/a pert)/p C H°(Dgja pert/p)- It
follows that HO(AS/A’perf) is a perfect p-complete d-ring, and ¢g is the unique
Frobenius lift on such a ring. In particular, the map A — HY(Ag)4 pert) 1s a
map of d-rings, so it carries d to a distinguished element. The claim now follows
from Lemma 2.34. (]

Fix a derived p-complete simplicial R-algebra S as above. Our next goal
is to describe Ag) pers in terms of the perfect prismatic site (S /A)lzerf defined
(as in Remark 4.6) as the category of perfect prisms (B,IB) over (A,I) en-
dowed with an A/I-algebra map S — B/IB; thus, (S/A)Zerf = (WO(S)/A)Zerf.
Moreover, by Lemma 4.8, the site (.S /A)Zerf is also simply the site of all maps
S — T with T a perfectoid ring. Thus, (,S’/A)]Zerf is independent of (A4, I) and
the structure map A/I — S. By Lemma 7.7, for (B, J) € (S/A)zerf, we have a
functorial map

As/a — B,
which after passing to the perfection on the left and the limit over all B on the
right induces a comparison map

A5’/A,perf — RF((S/A)IZAerf7 OA)
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PROPOSITION 8.5. For any choice of topology on (S/A)lzerf between the
flat and the chaotic topology, the map

f
AS/A,perf — ‘RI‘((S/‘A)IX}r vOA)
is an equivalence. In particular, the perfectoidization

~ perf 7/ ~ 1 /
Sperta = RU((S/A)) ", Op) = lim R

is the derived limit of R’ over all maps from S to perfectoid rings R', and it
does not depend on the choice of A.

Proposition 8.5 implies that when S is semiperfectoid, Spertq agrees with
the perfectoidization from Corollary 7.3, and that in general Ag/4 perr and Sperfd
depend only on 7S (and not on A).

Proof. First we check independence of the choice of topology. We claim
first that the site (S /A)I;Aerlc admits a weakly final object. We can evidently

assume that S is discrete. It suffices to prove that there is a map S — S
to a semiperfectoid ring S such that any map from S to a perfectoid ring R’
extends to S, for then Sperfd is the desired weakly initial object. For this, we
inductively take any element x € S and pass to S, =S(X,Y)/(z — XP — pY).
This adjoins a p-th root of z modulo p, and any map S — R’ to a perfectoid
ring extends to S,. Repeating this transfinitely gives the desired ring S here
we implicitly use the fact (from [BMS19, Rem. 4.22|) that any p-complete R-
algebra T with T'/pT semiperfect is itself semiperfectoid as T' is a quotient of
the perfectoid ring R@ZPW(Tb). Then by Cech-Alexander theory and flat de-
scent, RI'((S /A)Zerf, O ) is computed by the cosimplicial perfectoid S-algebra
(5*)perta, where ST = (S®s(+I)A s the p-completed tensor product of i + 1
copies of S over S, independently of the choice of topology, giving the desired
independence.

We now work with the flat topology. First, let us restrict to the case where
mo(S) is topologically finitely generated over A/I. For this, it is enough to show
that both functors S +— Spertq and S +— RI((S /A)Zerf, O)) commute with fil-
tered colimits (when viewed as valued in (p, I')-complete objects in D(A)). This
is clear for S + Spertq as the analogous property holds true for derived pris-
matic cohomology. For the functor S — RI’((S/A)Zerf, Op), we may assume S
is discrete (since (S/A)Zerf = (Wg(S)/A)Zerf). In that case, we can also compute
the cohomology by passing to any flat semiperfectoid cover S — S and taking
the similar Cech-Alexander complex. In particular, we can choose S functori-

ally by extracting all p-power roots of all elements of S. Using such functorial
Cech-Alexander complexes, one verifies that RI'((.S/ A)zerf, O) ) commutes with
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filtered colimits in S. Thus, we may assume that myS' is topologically finitely
generated over A/1.

Now choose a map R(X1,...,X,) — S that is surjective on m. Let S be
the p-completion of R[Xll/poo, . ,X:/poo] QR[X1,...,x,] S then 705 is semiper-
fectoid. Let S® be the derived p-completion of S®s(+1) By Lemma 8.6 below,
Ag/a can be computed as the limit of Ag, /A By the similar descent for the
right-hand side, we can reduce to the case that w5 is semiperfectoid.

Now assume that 7S is semiperfectoid. Let R’ be the perfectoidization of
mpS' in the sense of the last section, i.e., the universal perfectoid ring to which
S maps. We need to see that

AS’/A,perf ®ﬁ A/I — R

is an isomorphism. Note that the left-hand side is always coconnective by
Lemma 8.4. On the other hand, as S is semiperfectoid and so Lg,z [—1] and
thus all A’Lg,z [—i] are connective, it follows from the Hodge-Tate comparison
that Ag/4 and thus also Ag g perf are connective. Thus, Ag g perf 18 in fact a
perfect d-ring, and so Sperfa = Ag/A,pert @k A/I is a perfectoid ring. We have
maps

S — Sperfd — R

where the composite is surjective by Theorem 7.4. By the universal property
of R/, the second map is split surjective. Thus, it suffices to show that S —
Sperfd 1 surjective.

As S/p is semiperfect, we may replace R with R(Ykl/ P> | k € K) (for
suitable index set K), and we may assume R — S is surjective. Let {f;};cs be
a set of generators of R — S. As the formation of S — Sperfa commutes with
p-completely flat base change on R, we may assume by Theorem 7.14 that each
f; admits a compatible system {fjl/pn }n>0 of p-power roots in R. Fixing such
a system for each f; gives a map

S = R e DX 1 e ) =8 X1 e 1

that is surjective on 7y and induces a surjection on m(L_,z, /p). By the
Hodge-Tate comparison theorem, the map S;,)erfd — Sperfd is also surjective, so
it suffices to prove that S — Sperfq is surjective when S = S’. By passage to
filtered colimits, we may also assume J is finite. But then Proposition 7.10 and

the construction of R’ show that indeed Speria = R', as desired. O

We used the following lemma, which relies on Mathew’s notion of descend-
ability from [Mat16]; see also [BS17, §11.2] for a quick review.

LEMMA 8.6 (Strong descent for passage to the perfection). Let T =
R[X1,..., X,)", and let Too = R[Xll/poo, - ,X}L/poo]/\. The natural maps by 4
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— Dy 4 and Dpjapert = Dro 4 pert are descendable as maps of commutative
algebras in Deomp(A).

Recall that Deomp(A) is the full subcategory of D(A) spanned by derived
(p, I)-complete objects.

Proof. The descendability of A/ pert — A7 /4 perf follows from that of
Arja — br, /4 and a general categorical fact: if B — C'is a descendable map
of commutative algebras of index < n and both B and C' come equipped with
compatible endomorphisms ¢, then the colimy B — colimg C' is descendable of
index < 2n (see [BS17, Lemma 11.22]).

We now prove the descendability of Ap/g — A /4. As the functor A_ 4
from p-complete simplicial commutative R-algebras to commutative algebras in
Deomp(A) commutes with coproducts, we may assume n = 1. Let F' € D(Ag)4)
denote the fibre of Ap/q — Ar,_ /4. It suffices to show all maps F®2 N
in D(A7/4) are null-homotopic (where the tensor product is in D(Az,4)). For
this, it is enough to show that

RHOHIAT/A (F®2, AT/A) e D<Y.

By completeness, it suffices to check the same assertion after base change along
A — A/(p,¢1(d)). In particular, we may assume R is a perfect ring of char-
acteristic p, so T = R[X] and Ts, = R[X/P™] is its perfection. Using the de
Rham comparison and the Cartier isomorphism, we are reduced to checking
the following:

(x) Let Q := T @ Q%F/R[—l], regarded as a commutative differential graded
algebra over T that is a split square zero extension of T" by Q%ﬂ / rl—1]. Let

F' be the fibre of the canonical map 2 — T — T. Then
RHomgq (F®?,Q) € D<°,

where the tensor product is in D(2).

The fibre of Q@ — T' is QlT/R[—l}, which is isomorphic to T[—1] as a dg-
module over €) via the choice of the generator dX € QlT R Also, Ty, is free
when regarded as a T-module with one of the generators being 1 € T, so
the fibre of T — T identifies with T®/[—1] where I is a set. Combining,
we find that the fibre F of 0 — T, is isomorphic to an (2-module of the the
form T9/[—1] for some set J. As RHom(—, —) converts coproducts in the first
factor into products, it is enough to check that RHomgq ((T[-1])®2,) € D<°
(where the tensor product is in D(2)). This is a standard calculation using the
resolution of the dg-module T[—1] over the dg-algebra 2 given by

(“%M%FNWH%MADQTFR

where all transition maps are determined by dX € QIT /R O
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8.2. Arc-descent. In this section, we use Proposition 8.5 to deduce some
very strong descent results for the association S + Sperfq, formulated in terms
of the arc-topology from [BM21].13

Definition 8.7 (The arc-topology of p-adic formal schemes). Consider the
category fSch of p-adic formal schemes X. Endow fSch with the structure of
a site by declaring a map Y — X of quasicompact and quasiseparated p-adic
formal schemes to be an arc-cover if for all p-adically complete valuation rings
V of rank 1 with a map SpfV — X there is a faithfully flat extension V" C W
of p-adically complete valuation rings of rank 1 and a lift to a map SpfW — Y,
and taking the topology generated by arc-covers and open covers. We will refer
to this as the arc-site on fSch.

Let Perfd C fSch be the full subcategory of p-adic formal schemes that are
locally of the form SpfR for some perfectoid ring R, with the induced topology.

Perfectoids form a basis for the arc-topology:
LEMMA 8.8. Any X € fSch admits a arc-cover by some Y € Perfd.

Proof. We may assume X = SpfR is affine. Choose a p-completely faith-
fully flat map R — R such that R is semiperfectoid, so SpfR — SpfR is an
arc-cover. Moreover, the map Spff%perfd — SpfR is also an arc-cover as any
map R—Vtoa p-adically complete valuation ring factors over Rperfd: one can
assume that V' is perfectoid by replacing it by the p-completion of an absolute
integral closure, and the universal property of R — Rperfd gives the desired
extension. The composite Sprperfd — SpfR is then the desired arc-cover. [

Remark 8.9. In fact, one can find an even simpler basis than that in
Lemma 8.8: any p-complete ring R admits a p-complete arc-cover R — S
where S is a product of p-complete rank 1 valuation rings with algebraically
closed fraction field (and thus S is perfectoid). Indeed, choose a /se\t Xpg of

representatives of rank 1 valuations on R, and take S = [[,ex, V", where
V, — V. is an absolute integral closure of the valuation ring V, C r(ker(z))
attached to z € Xp and the completion is p-adic. Such covers shall be used in
Section 9.

The structure sheaf on fSch is obviously not an arc-sheaf: nilpotent ele-
ments of a p-complete ring are not detected by mapping into valuation rings.
On the other hand, it turns out that such problems disappear on the basis
Perfd C fSch:

13We are trying to achieve optimal results here and thus use the arc-topology. Getting
similar results for the slightly weaker v-topology would be enough for the applications below
and could avoid reference to [BM21].
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PROPOSITION 8.10. The presheaf O on Perfd is a sheaf, and if X = SpfR
is affine with R perfectoid, then H...(X,0) =0 fori > 0.

For any p-adic formal scheme T, the functor X — Hom(X,T) is an arc-
sheaf on Perfd.

Proof. By Zariski descent, one can reduce to case of affine X. For the first
statement, it suffices to prove that if R — S is a map of perfectoid rings such
that SpfS — SpfR is an arc-cover, the complex

0—-R—S— SRS — -
is acyclic. It is enough to prove that the complex
0 R =5 = @S — -

is acyclic where the completion is now d-adic, where d generates ker(Ain¢(R)
— R). Indeed, this implies that the same is true after applying Witt vectors
to this sequence, and then also for the quotient modulo d.

Now we claim that Spec(S)” U Spec(R)b[é] — Spec(R)’ is an arc-cover in
the sense of [BM21, Def. 1.2]. Take any map R* — V to a rank I-valuation
ring; we can assume that V is perfect. If the image of d in V is invertible,
then it lifts to a map Rb[é] — V. Otherwise, we may replace V by its d-adic
completion. Then the map R’ — V is equivalent to the map R — V! to a
p-adically complete valuation ring, which by assumption can be lifted to a map
S — W for some p-adically complete extension W of V*# that we may assume
to be perfectoid. Then S” — W? gives the desired lift.

By v-descent, [BS17, Th. 4.1], and the characterization [BM21, Th. 1.6]
of arc-descent in terms of v-descent and a property for valuation rings that in
the present case is given by [BS17, Lemma 6.3|, for any arc-cover Spec(B) —
Spec(A) of perfect schemes, the complex

0A—-B—-B®4B—---

is exact. Applying this to A = R’, B = §° x Rb[é], and passing to (derived)
d-adic completions, all terms involving Rb[é] disappear, and we see that indeed

O—>Rb—>Sb—>Sb@RbSb—>---

is exact.

If T = SpfS is affine, it is immediate from the preceding that Hom(X,T')
is a sheaf on Perfd. In general, assume that ¥ — X is an arc-cover and we
have given a map Y — T such that the two induced maps Y xx Y — T agree.
It suffices to see that |Y| — |T'| factors over a continuous map |X| — |T|, as
then one can localize on T and assume that T is affine. As the topological
space in question depends only on the special fibre, we can assume that 7T is of
characteristic p, and then X and Y are perfect schemes. By Zariski descent, it
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suffices to solve the problem when X and Y are affine. We may then assume
that T is quasicompact, and by an argument of Gabber (cf. [Bhal6, Rem. 4.6],
[Stacks, Tag 03K0|), we can assume that 7" is also quasiseparated. Then T" can
be written as an inverse limit of finite type Fp-schemes along affine transition
maps by [TT90, App. C|, so we can assume that T is of finite type. In that
case we can also assume that X and Y are perfections of schemes of finite type
over Fj,. But then X — Y is an arc-cover only if it is an h-cover, in which case
|X| — |Y] is a quotient map, giving the desired continuous map |Y| — |T]. O

COROLLARY 8.11. For any p-complete ring S, one has
Sperfd = Rrarc(spf‘s’) O)
In particular, the association S — Sperta satisfies descent for the arc-topology.

Proof. Let affPerfd C Perfd be the subcategory of Spf R with R perfectoid.
As affPerfd C fSch is a basis (by proof of Lemma 8.8), one has

RFarC(SpfS, O) = RFarC (aﬁPerfd/SpfS, O)

On the other hand, the projection from affPerfd with its arc-topology to affPerfd
with the chaotic topology has trivial higher direct images for O by Proposi-
tion 8.10, giving

RU 4 (SpfS, 0) = Sli_>n11%/ R = Sperfas

as desired. O

COROLLARY 8.12. Let S — S’ be a map of derived p-complete rings, and
assume that for some deried p-complete ideal I C S, the map S — S’ induces
an isomorphism of arc-sheaves outside of I in the sense that for any p-complete
valuation ring V' of rank 1 with a map S — V that does not kill I, there is a
unique extension to a map S — V14 Then

!
Sperfd Sperfd

l |

(S/I)perfd - (S//I)perfd

is a pullback square of Ex-S-algebras (in particular, in the derived category of
S-modules).

We note that even when S and S’ are perfectoid, the result is interesting
and, in particular, ensures that the kernel and cokernel of S — S’ are killed by
ker(S — (S/I)perfd).

4This holds, for example, if S — S’ is an integral map and Spec(S’) — Spec(S) is an
isomorphism outside V (I).
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Proof. Replacing S’ by S’ x S/I, we may assume that SpfS’ — SpfS is an
arc-cover. Now we follow the proof of [BS17, Th. 2.9] (cf. [Voe96, Lemma 3.6]).
Let Fr be the sheaf X +— Hom(X, SpfT") on Perfd for any derived p-complete
ring T'. By Corollary 8.11, it suffices to see that

Fs=Fs Urg,; Fs/i

as sheaves of spaces on the site Perfd. But as Fg/;; < Fg, this pushout is
still discrete, so we can compute it in the category of sheaves of sets. In other
words, we need to see that for any sheaf of sets F' on Perfd, we have

F(S)=F(5") xps /1 F(S),

where F' is extended to fSch by descent. For this, we use descent along SpfS’ —
SpfS. Note that

SpfS/ L Spf(Sl/I) X Spt(S/I) Spf(S,/I) — SpfSl XSptS Spfsl
is an arc-cover by the assumption on I. Unraveling, this gives the result. [J

On the other hand, a main advantage of the definition of Sperfq in terms of
derived prismatic cohomology is that it allows us to prove the following result.

PROPOSITION 8.13. The functor S + Sperta from derived p-complete sim-
plicial rings admitting a map from a perfectoid ring, to derived p-complete Eoo-
rings, is symmetric monoidal; i.e., for any diagram S1 < Ss — So, the induced
map

—~L —~L
Sl,perfd®53!perfd SQ,perfd — (Sl ®53 SQ )perfd

18 an equivalence.

Proof. Pick a perfectoid ring A mapping to S3. Then derived prismatic
cohomology A_ 4 is symmetric monoidal by the Hodge-Tate comparison (see
property (5) in Construction 7.6 for a more general statement), and this passes
to the perfection, and then to the quotient modulo 1. O

COROLLARY 8.14. Say S is a derived p-complete simplicial ring admitting
a map from a perfectoid ring. Assume that Sperq is connective (or, equivalently
by Lemma 8.4, concentrated in degree 0). Then Spera 15 a perfectoid ring, and
S — Sperta is the universal map from S to a perfectoid ring.

Proof. If Spertq is discrete, then so is Ag/g perr by derived Nakayama. But
then Ag 4 perr is a perfect p-complete d-A-algebra by the proof of Lemma 7.7.
The pair (Ag/a pert, [ D5/ pert) i then necessarily a perfect prism (Lemma 2.34),
50 Sperta is a perfectoid ring. To prove the universality of S — Spertq, we must
show that any map Spera — 5" with S’ perfectoid is uniquely determined
by the composition S — Sperra — S'; equivalently, we must check that any

~L . . . .
map 7 : Sperfd®gSpertd — S’ with S” perfectoid factors (necessarily uniquely)



PRISMS AND PRISMATIC COHOMOLOGY 1215

. 9. . —~L . .

over the multiplication map Sperfd®gSperfd — Spertd- As S’ is perfectoid, such
—~L ~L .

a map n factors over Sperfd®55perfd — (Sperfd®55perfd)perfd by applylng the

. —~L .
functor (—)perta since S’ ~ S;)erfd' Now (Sperfd®gSperfd )perfd = Sperfd Via the
multiplication map thanks to Proposition 8.13, so we are done. U

9. The étale comparison theorem

In this section, we explain how to recover étale cohomology of the generic
fibre from prismatic cohomology for arbitrary rings.

THEOREM 9.1 (The étale comparison theorem). Fiz a perfectoid ring R
corresponding to a perfect prism (A, (d)), and fix a p-adic formal scheme X
over R. Write X¢a = X Xgpp(r) Spa(R[1/p], R) for the adic generic fibre
of X, and let p : X, s — Xg denote the “nearby cycles” map. There is a
canonical identification

Ru.Z/p" =~ (bx/al1/d]/p")*=".
In particular, if X = Spf(S) is affine, then there is a canonical identification
(7) RI(Spec(S[1/p]), Z/p") = (bgya[1/d)/p™) "
for each n > 0.

Note that there are no restrictions on the singularities of X above. We
shall apply this in Theorem 9.4 to relate the p-adic Tate twists introduced
in [BMS19] to the usual Tate twists on the generic fibre for perfectoid rings.
The proof of Theorem 9.1 will rely on a slightly surprising compatibility of the
formation of ¢-fixed points with completed colimits.

LEMMA 9.2 (Commuting fixed points with completed colimits). Let B
be an Fp-algebra equipped with an element t € B. Let D(B[F]) be the oco-
category of pairs (M, ), where M € D(B) and ¢ : M — ¢.M is a map.
Let Deomp(B[F]) C D(B[F]) be the full subcategory spanned by pairs (M, ¢)
with M derived t-complete. Then the functors Deomp(B[F]) — D(F}) given by
M — M*=" and M s (M[1/t])*=' commute with colimits.

Proof. In this proof, all colimits refer to colimits in the underlying cat-
egory D(B). Let {(M;, ¢;)} be a diagram in Deomp(B[F]). The fiber of the

_

map colim; M; — colim; M; is uniquely t-divisible, and thus identifies with
the fiber of the map colim; M;[1/t] — (coﬂli\Mi)[l/t]. As the lemma can
be reformulated as the statement that F®=!' = 0, it suffices to prove the
statement for the functor M +— M®=1. For this, we claim that for any
(N,9) € Deomp(B[F]), we have N¢=! ~ (N/t)%=1. First, this makes sense
because we have ¢(t) = tP C tB, so for any N € D(B[F]), there is an induced
¢-structure on N/t compatible with the one on N. Secondly, if N is derived
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t-complete, then the fibre of N — N/t is complete when endowed with the
t-adic filtration, and the ¢-action on the fibre is topologically nilpotent with
respect to this filtration as ¢(t) = t? C ¢2B, so (—)?=! must vanish on the
fibre, giving N*=! ~ (N/t)?=!, as asserted. The lemma now follows because
both functors in the composition

Deamp (BIF]) =5 D(BIF]) 2 D(Ey)
commute with all colimits. U

Proof of Theorem 9.1. Consider the following two functors F' and G on
affine formal schemes SpfS € fSch /gp¢:

F(S) = RT(Spec(SL]).2/p") and G(S) = (Bgyalgl/om)* ™"

Using the arc,-topology from [BM21, Def. 6.14|, we shall build a comparison
map F — G and then check it is an isomorphism.

First, we note that F' is an arc,-sheaf by [BM21, Cor. 6.17|. Moreover, F
is arc,-locally concentrated in degree 0 by arguing with valuation rings,'® so it
coincides with the arc,-sheafification of HY(F(—)). Finally, for any Spf(S) €
fSch /gpe(R), any clopen decomposition of Spec(S [%]) can be lifted to a clopen
decomposition of Spf(S) at the expense of replacing S by an arcp-equivalent
(see [BM21, Def. 6.19]) subring of S [%] by simply adjoining the relevant idempo-
tents. As the Zariski topology on fSch g,¢(r) is coarser than the arc,-topology,
it follows that we get a natural comparison map H°(F(—)) — ngcp(—, Z/p™)
on fSchspe(g)- (This map is in fact an isomorphism, but we do not need that
here.) As F' is the arc,-sheafification of its H 0. the preceding map extends
extends uniquely to a natural transformation F' — RDu.,(—,Z/p") of arc,-
sheaves on fSch /gp¢(R)-

Next, we prove that G is an arcp-sheaf. First, we show that the natural

map ) )
G(S) = (bsyal )7 = (B pert[51/0")*

is an isomorphism. Indeed, it suffices to check this when n = 1, and then

Dgya pert/p is the d-completed filtered colimit of

Dsja/p 255 hgjafp L5 - .

151t suffices to show that F(S) is in degree 0 when S = [1; Vi is a product of p-complete
rank 1 valuation rings with algebraically closed residue field. Recall that any higher étale
cohomology class on any affine scheme can be annihilated by pullback along finitely presented
finite covers. Now any finitely presented finite cover of S [%] spreads out to a finitely presented
finite cover of S. By the assumption on each V;, any such cover of S admits a section, so the
same holds for the original cover of S[%L whence all higher étale cohomology classes on S[%]
must be trivial.
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As each map ¢g trivially induces an equivalence on applying ((—)[%])qb:l,
Lemma 9.2 gives the claim. Now Ag g perr is an arc-sheaf as S +— Sperfd is
so (Corollary 8.11); this implies that G is also an arc-sheaf. To get the stronger
statement that G is an arc,-sheaf, we argue as in [BM21, Cor. 6.17|. Given an
arcp-cover S — T' of p-complete R-algebras with Cech nerve S — T*, the map
S — T x S/p is an arc-cover with Cech nerve S — T x T* /p x S/p. To deduce
arcp-descent for G, it then suffices to show the following: for any p-complete
R-algebra of the form Sx S’ with pS” = 0, the projection map G(SxS’) — G(S)

is an isomorphism. By the description G = (A_ JApert/ pn[é])(ﬁ:l given earlier in
this paragraph and the product compatibility for prismatic cohomology, we are

reduced to checking that AS//A’perf/pn[é] = 0. But pS’ =0, 50 S],1pq = S 18

per
the usual perfection (Example 8.3), whence Agr/ perf identifies with W ( ;)erf)'
As (d) = (p) as ideals in W(S] ), the object W ( l’)erf)/p”[%i] is clearly 0.

The previous paragraph implies that the obvious map Z/p™ — G of pre-
sheaves on fSch /g,¢(r) extends uniquely to a comparison map Rl s, (—, Z/p")
— G of arcp-sheaves. Combining this the construction two paragraphs ago
gives a comparison map

F(S) := R (Spec (S ED ,Z/p"> — G(S) := (bgyall/d]/p™)*!

between the arc,-sheaves F' and G. To prove this an isomorphism, we may
work arcp-locally and thus also arc-locally. At this point, there are two ways
to finish the proof. In the first approach, we can assume S is perfectoid thanks
to arc-localization. One can then identify Ag/4[1/d]/p" = W (S°)[1/d]/p", and
then by Artin-Schreier-Witt we have

R (Spec(S°[3]), Z/p") = (BsyalL/d]/p")*=".
It remains to prove that there is a canonical quasi-isomorphism
R (Spec(S[3]), Z/p") ~ RT(Spec(S°[3]), Z/p").
This follows from the comparison between the étale cohomology of Spec(S [%])

and Spa(S[%],S) (and similarly for S°); cf. [Hub96, Cor. 3.2.2] and [Sch12,
Th. 1.11].

In the second approach, one can apply further arc-descent to reduce to a
case like S = [] R; being a product of absolutely integrally closed valuation
rings of rank < 1 (Remark 8.9), where the claim can be verified by hand (as
H® =0 for i > 0 and the H° becomes explicit); we leave this as an exercise to
the reader. ([l

Remark 9.3. There is also a variant of Theorem 9.1 without inverting p or d:
if X is a p-adic formal scheme R-scheme, then there is a canonical identification

Z/p" = (Dxa/p™)?~"

of étale sheaves on X for all n > 0; we leave this to the reader.
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Recall that for any integer n > 0, we have defined p-adic Tate twists Z,(n)
as sheaves on the quasisyntomic site in [BMS19, §7.4]; the notion is reviewed
more thoroughly in Section 12. For a perfectoid ring R, these admit a concrete
description in terms of the corresponding perfect prism (A, (d)):

® Z,(n)(R) = (67 (dy A £ 4).

One can show that the right side is independent of the choice of generator d
up to quasi-isomorphism. Our goal is to describe these complexes in terms
involving only the special or generic fibres.

THEOREM 9.4. Let R be a perfectoid ring. For any integer n > 1, there is
a canonical identification

Zy(n)(R) ~ RI'(Spec(R[1/p]), Zp(n)).
Forn =0, there is a canonical identification
Z,(0)(R) ~ RI'(Spec(R),Z,) ~ RI'(Spec((R/p)pert), Zp)-

Proof. The statement for n = 0 at the end follows from Remark 9.3 (and
Gabber’s affine analog of proper base change to pass from R to R/p); we leave
the details to the reader. Assume from now on that n > 1. Write F,(R) =
Z,(n)(R) and Gyn(R) = RI'(Spec(R[1/p]),Z,(n)); these are p-complete arc-
sheaves on the category of perfectoid rings. The proof involves three steps:

The theorem over Zp[(p]-algebras R: We first explain why F,/p ~ G, /p
when restricted to perfectoid Z,[(p~]-algebras R; the isomorphism we produce
in this case will not obviously agree with our eventual isomorphism over all
perfectoid rings, but will be useful in proving structural properties of F;, over all
perfectoid rings. Write ¢ = [¢] € Ajns(R) for the the usual element, normalized
to ensure that the distinguished element d = [p], generates ker(Ajns(R) — R).
Set p=q—1€ Ajpe(R). Consider the map of complexes

oy Fu(R)fp o= (43 R LN R') = Gu(R)/p = (R'[1/d] <= R[1/d))
induced by multiplication by u~"™ on the terms. In other words, it is given by
the evident map of complexes

(M_”/pr LN u_"Rb) — (Rb[l/u] o, R"[l/,u]).

The map a/, is a quasi-isomorphism: it is the colimit over ¢ of the maps of
complexes

(anpz‘—le ¢—1 H,npin) N <M7npin p—1 ,u,npi-HRb)
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induced by the identity; these are homotopic to the maps induced by ¢, which
are isomorphisms of complexes. For future reference, we remark that the maps
a), are multiplicative; i.e., they induce an isomorphism &, F,/p — ®,G,/p of
graded ring sheaves on perfectoid Z,[(,]-algebras R. This is easy to see from
the formula given above.

Multiplicativity: We shall prove the following assertion, which will allow
us to reduce the theorem for general n to the n =1 case:

(¥) As presheaves on all perfectoid rings, each F,, (resp. Gy) is p-complete
arc-locally concentrated on degree 0 where it is p-torsionfree, and the mul-
tiplication map F" — F,, (resp. GY" — G,,) expresses the target as the
p-complete arc-sheafification of the source.

As both assertions in () are p-complete arc-local, it suffices to prove them for
perfectoid Z,[(p~]-algebras R. By the first part of the proof, it is then enough
to show them only for the G,’s. In other words, we reduce to showing

(*a) The sheaf R +— G,(R)/p = RI'(Spec(R[1/p]),Z/p(n)) on perfectoid rings
is p-complete arc-locally concentrated in degree 0.

(xp) The multiplication map (G1/p)®" — G, exhibits the target as the p-
complete arc-sheafification of the source.

For (#,), by p-complete arc-descent, it suffices to prove that

RI'(Spec(R[1/p]), Z/p(n))

is concentrated in degree 0 when R = [[; V; is a product of p-complete rank 1
valuation rings with algebraically closed fraction fields (Remark 8.9). Moreover,
as each G, Kkills rings of characteristic p, we may also assume each V; has
fraction field of characteristic 0. For such an R, we can choose a structure map
Zy[(p=] = R, so the previous paragraph shows that G, (R)/p ~ []; Gn(Vi)/p;
indeed, the analogous statement is clear for F,,(R)/p as Ain¢(—) commutes with
products. Now G, (V;)/p is visibly concentrated in degree 0, so we conclude
that each G,, is p-completely arc-locally concentrated in degree 0 where it is
p-torsionfree.

For (x1,), we prove a stronger statement: for R = []; V; with V; a p-complete
valuation ring with algebraically closed fraction field, the restrictions H; =
(Gi/p)lspt(r) to the small Zariski site of Spf(R) satisfy HP™ ~ H,, as sheaves
on the topological space Spf(R). As a map of sheaves on Spf(R) is an iso-
morphism exactly when it is on stacks, we must check the following: for each
x € Spf(R), the natural map

colim (Hy(O(U))*" — Hn(O(U)))

is an isomorphism, where the colimit runs over all affine open neighborhoods
U C Spf(R). Now the functors G,,(—)/p carry p-completed filtered colimits of
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perfectoid rings to filtered colimits of complexes: this follows from the Gabber-
Fujiwara theorem. Consequently, the above map can be identified with the
natural map
G1(Ospi(r) )" = Gn(Ospi(r) )-
The perfectoid ring V' :=Ogp¢(R)  is the p-completed ultraproduct of p-complete
absolutely integrally closed valuation rings, and hence must itself be a p-
complete absolutely integrally closed valuation ring. But then C = V[1/p] is
an algebraically closed field, so the above map identifies with the tautological
map
H'(Spec(C), Z/p(1))®" — H°(Spec(C), Z/p(n)),

which is an isomorphism by the definition Z/p(i) = Z/p(1)®* as étale sheaves
on Spec(C).

Proof of theorem. Thanks to assertion (%) above, to prove the theorem,
it remains to construct a canonical isomorphism « : Fy ~ G of sheaves on
all perfectoid rings: any such isomorphism induces a multiplicative system
of isomorphisms «,, : F, ~ G, by (x). By [BMS19, Prop. 7.17|, we know
that Z,(1) = lim,, ppn as arc-sheaves on perfectoid rings (or even as sheaves
on the full quasisyntomic site), so there is a canonical map a1 : F; — G
determined by Kummer theory. To prove this map is an isomorphism, we
may work p-complete arc-locally, so we reduce to checking that ai(R) is an
isomorphism where R = [[; V; with V; a p-complete and p-torsion free rank 1
valuation ring with algebraically closed fraction field C; = V;[1/p]. In this case,
as we saw in the proof of (x,) above, both sides commute with products and are
concentrated in degree 0, so we reduce to checking the statement when R =V
is a p-complete and p-torsion free rank 1 valuation ring with algebraically closed
fraction field C'. Unwinding definitions, we must show that the composite map

Z,(1)(V) = T,(V*) % T,(C*) % HO(Spec(C), Zy(1))

is an isomorphism, where «a is the natural map and b comes from classical Kum-
mer theory. In fact, both a and b are themselves isomorphisms: the isomorphy
of b is clear as H'(Spec(C),G,,) = 0, while the isomorphy of a follows as
C*/V* is uniquely p-divisible. O

Remark 9.5. The isomorphism Zy(n)(R) ~ RI'(Spec(R[1/p]), Zy(n)) from
Theorem 9.4 relied on the following fact about Z,(1)(R): it can be described
both as the Tate module of G, (which allows us to construct the comparison
map for n = 1 explicitly) and as a filtered Frobenius eigenspace of prismatic co-
homology (which allowed us to prove various properties of Z,(1)(—) including
the key multiplicativity Zp(1)®L” ~ Z,(n) necessary to construct the compari-
son map for all n). Taking the second property as a definition, the first property
is highly non-obvious and relies on homotopy-theoretic input: it is proven in



PRISMS AND PRISMATIC COHOMOLOGY 1221

[BMS19] using the cyclotomic trace map to relate algebraic K-theory with
TC.'0 In [BL], we shall give a direct algebraic construction of a comparison
map

logy < Ty(RY) = 674 (d) Aur (R){1}.

In fact, this is the special case of a prismatic logarithm map Z,(1)(A/I) —
A{1} that exists over any bounded prism (A, I). Using this, the proof of The-
orem 9.4 becomes purely algebraic. Moreover, the two approaches to building
comparison map are equivalent: the map logy over the g-de Rham prism can be
shown to agree (up to a Frobenius twist) with the g-logarithm, which was stud-
ied in [ALB20] as an explicitification of the map coming from the cyclotomic
trace construction.

We next extract algebraic consequences from Theorem 9.4. For this, we
need the following lemma reformulating results from [BMS19]; all cohomology
groups appearing below are computed in the flat topology unless otherwise
specified.

LEMMA 9.6. For a ring R, let Pic(R) = (7='RT'(Spec(R), Gy,)) [1] denote
the groupoid of line bundles on R, regarded as an object of the derived category
of abelian groups. For any quasisyntomic ring R, there is a natural identification

Pic(R)"-2] ~ Zy(1)(R),

where the completion on the left side is the p-completion.

Proof. By quasi-syntomic descent for perfect complexes and then line bun-
dles, the functor Pic(—) is a sheaf of complexes on the quasi-syntomic site.
Moreover, it is locally concentrated in degree —1: we have Pic(R) = R*[1] for
any ring R no non-trivial line bundles, and every quasisyntomic ring has a qua-
sisyntomic cover with this property (e.g., by p-completing its w-localization).
Passing to p-completions, and using that units are p-divisible locally in the
quasisyntomic topology, we learn that Pic(—)"[—2] is the unique sheaf of
complexes on the quasisyntomic site that is locally identified by the sheaf
R — T,(R*) = lim,, ppn (R) of abelian groups. But this is exactly the charac-
terization of Zy(1)(—) by [BMS19, Prop. 7.17|, so the lemma follows. O

COROLLARY 9.7. Fiz a perfectoid ring R. Then the groups Pic(R) and
Pic(R[1/p]) are uniquely p-divisible.

5The proof in [BMS19] also uses the main theorems of [CMM21] to equate K-theory and
TC in the relevant context; however, once the comparison map is constructed, this input can
be avoided using the method of proof of Theorem 9.4.
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Proof. By deformation theory, we have Pic(R) 2 Pic(Aiy¢(R)) = Pic(R),
so the claim follows for Pic(R) as any perfect ring has a uniquely p-divisible
Picard group.

For Pic(R[1/p]), we shall use Theorem 9.4 and Lemma 9.6. Consider the
diagram

Pic(R)"—2] Z,(1)(R)

ib l -
Pic(R[1/p])"[~2] — RT(Spec(R[1/p]), Z(1).

where @ is the isomorphism from Lemma 9.6, ¢ is the isomorphism of The-
orem 9.4, d is the classical Kummer map, and b is the canonical map; by
p-complete arc-descent and reduction to the case R = O¢ with C/Q, com-
plete and algebraically closed, one can check that this diagram is commu-
tative. Moreover, the map d[1] is the p-completion of the truncation map
TSIRI(Spec(R[1/p]), Gp) — RI'(Spec(R[1/p]), Gn), so d is injective on all
cohomology groups. As a and ¢ are isomorphisms, it follows that b and d
must also be isomorphisms. Reducing the isomorphism b modulo p gives an
identification

Pic(R)/p = Pic(R[1/p])/p.
Taking H? in this identification shows that Pic(R[1/p])/p ~ Pic(R)/p; this
group vanishes as Pic(R) is p-divisible, and thus Pic(R[1/p]) is p-divisible.
On the other hand, computing H~! for the previous isomorphism using the
Bockstein sequences on both sides gives a surjection

Pic(R)[p] — Pic(R[1/p])[p]

on p-torsion subgroups. By the unique p-divisibility of Pic(R), the left side
is 0, so the right is also 0, whence Pic(R[1/p]) is uniquely p-divisible. O

10. The almost purity theorem

The goal of this section is to use the perfectoidization functor S + Sperta
from Section 8 to prove a general version of the almost purity theorem that
includes André’s perfectoid Abhyankar lemma [And18b]; this goal is accom-
plished in Section 10.2. To accomplish this task, we need a notion of almost
mathematics that deals with ramification with respect to any (finitely gener-
ated) ideal in a perfectoid ring; this is possible thanks to Theorem 7.4, and it
is the subject of Section 10.1.

10.1. Almost mathematics with respect to any ideal. Let R be a perfectoid
ring, and let J C R be a derived p-complete ideal with perfectoidization Jperrg =
ker(R — (R/J)perta). In this section, we study almost mathematics for p-
complete R-modules with respect to the ideal Jpertq-
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Definition 10.1. A derived p-complete R-module M is J-almost zero if
JperfaM = 0.

When J = (p), we have Jperta = /PR, and the above notion then agrees
with the usual notion of “almost zero” for modules over a perfectoid ring.

PROPOSITION 10.2. The subcategory of J-almost zero derived p-complete
R-modules is stable under kernels, cokernels and extensions in the category of
derived p-complete R-modules, and it forms a ®-ideal. It is equivalent to the
category of derived p-complete (R/J)perta-modules.

Proof. Consider the “forgetful” functor from the category of derived p-
complete (R/J)perta-modules to the category of derived p-complete R-modules.
To prove the proposition, it suffices to prove that this functor is fully faithful
and preserves Ext!. We will in fact prove that it preserves RHom. Thus let M
and N be two derived p-complete (R/J)perta-modules. Then

~L
RHompg(M,N) = RHOIn(R/J) (M®R(R/J)perfda N).

perfd

Thus it is enough to see that M — M @Z(R/ J)pertd is an isomorphism. As M
is an (R/J)perta-module, it suffices to prove this when M = (R/J)pertd, which
is part of the next lemma. O

LEMMA 10.3. The multiplication maps

~L ~L
Jperfd®RJperfd — Jperfda (R/J)perfd®R(R/J)perfd — (R/J)perfd

are quasi-isomorphisms, and

—~L
Jperfd®R(R/'])perfd =0.

Proof. 1t is clear that the first two maps are isomorphism precisely when
~L .
Jpertd@r(R/J )pertda = 0, so it suffices to prove that

(R Dperta@p(R/T)perta = (R/T)perta

is a quasi-isomorphism. This is clearly true on HY, so it suffices to prove more
generally that for any maps S < R — T of perfectoid rings, the ring S@ET is
concentrated in degree 0 and perfectoid. Let (B,IB) < (A,I) — (C,IC) be
the diagram of perfect prisms corresponding to S < R — T. Then D := B® A4C
is concentrated in degree 0 and a perfect d-ring, as this can be checked after
(derived) reduction modulo p, where it follows from Tor-independence of perfect
rings; for example, cf. [BS17, Lemma 3.16]. In particular, (D, ID) is a perfect
prism. In particular, I D defines a Cartier divisor and we have D/ID = S® rTL,
giving the desired statement. O



1224 BHARGAV BHATT and PETER SCHOLZE

PROPOSITION 10.4. A derived p-complete complex M of R-modules is
J-almost zero; i.e., H (M) is J-almost zero for all i, if and only if

—~L
Jperfd®RM == 0

The category of all such is equivalent to the category Dp_comp((R/J)pertd) of
derived p-complete complexes of (R/J)perta-modules, and it is a thick tensor
ideal in the category of all derived p-complete complezes of R-modules.

Proof. We have already proved that Dy comp((R/J)pertd) = Dp-comp(R) is
fully faithful. Clearly, any object in the image is J-almost zero; conversely,
writing any object as a limit and colimit of its truncations, and using that the
inclusion commutes with all limits and colimits, shows that any J-almost zero
complex is in the image. For all objects M in the image,

—~L ~L
Jperfd®RM = Jperfd®R(R/J)Perfd ®(R/J) M = 0.

perfd

Conversely, if Joera®@pM = 0, then M — M®p(R/J)persa is a quasi-iso-
morphism and so M is J-almost zero. U

The following connectivity criterion in J-almost mathematics shall be use-
ful later.

LEMMA 10.5. A p-complete complex M € D(R) is connective if and only
if M@éR/Jperfd is connective and M is J-almost connective (i.e., H'(M) is
J-almost zero fori > 0).

oy e e ~L
Proof. The “only if” direction is clear as (—)®gR/Jperfd Preserves connec-
tivity. For the converse, fix a derived p-complete complex M € D(R). We have
a triangle

~L —~L
Jperfd®RM — M — (R/Jperfd)®RMa

. . . . ~L, .
so it suffices to see that if M is J-almost connective, then Jpersa®pM is con-
nective. (The converse is also true, and clear.) But in the triangle

~L ~L ~L
Jperfd®RTS0M — Jperfd®RM — Jperfd®RT>0M
the last term vanishes by Proposition 10.4 and the first term is connective. [J

The following approach to Galois coverings in the J-almost category shall
prove useful.

Definition 10.6. A p-complete R-algebra S equipped with an action of a
finite group G is a J-almost G-Galois extension if the maps

R~ RI(G,S), S&pS = [[ 5
G
are J-almost isomorphisms, i.e., the cones are J-almost zero.
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Remark 10.7. The conditions imply similar statements modulo p”, which
then by passing to H? imply that

R/p™ — (S/p")%, S/p" @pypn S/p" = [[ /0"
G

are J-almost isomorphisms.

Note that for each n, (R/p", Jpertd,n) defines an almost setting (called a
basic setup in [GRO3, §2.1.1]), where Jperfd,n is the image of Jpertq in R/p™ (i.e.,
Jpertd,n 15 an idempotent ideal of R/p™). If J = (g) is generated by one element,
then it satisfies the hypothesis of [GR03, §2.5.15] that Jyerfd,n @ g/pn Jperfd,n 18
a flat R/p™-module: Indeed, when g admits p-power roots, this is given by
COlimgl/pi_l/pi—l R/pn.17

PROPOSITION 10.8 (|JAnd18b, Prop. 1.9.1]). Let S be a p-complete R-algebra
with G-action that is a J-almost G-Galois cover. Then R/p™ — S/p™ is almost
finite projective and almost unramified with respect to (R/p"™, Jpertan). More
generally, if for a subgroup H C G the map S = SH — S is a J-almost
H-Galois cover, then R/p™ — S'/p™ is almost finite projective and almost
unramified.

Note that [And18b, §1.1] has a standing flatness assumption on m ®gy m,
rendering it inapplicable directly in the context of Proposition 10.8. To cir-
cumvent this, one checks directly that this assumption is not necessary for the
proof of [And18b, Prop. 1.9.1]; alternately, one can reduce to the flat case using
the observation recalled before the statement of Proposition 10.8 as well as the
fact that an object in Djcomp(R) is J-almost zero if and only if it is (g)-almost
zero for all g € J.

7For this, we have to see that

colim ) R/p™ — Jpersa /D"

gl/pt—1/pi=

is an isomorphism. Surjectivity is clear. For injectivity, assume that a € R is an element
such that when considered as an element in the i-th copy of R/p™ it maps to 0 in Jperta/p"™.
This means that ¢*/?'a = p”gl/pkb for some k (which we can assume to be larger than )
and b € R. In particular,

gl/P (gl/p —1/p a —pnb) —0.
As R is reduced, this implies that also

k i k
g7 (g - ) = 0,
or in other words
g/ PR g Ut € pr R,

which means that the image of a in colimgl/pi,l/piﬂ R/p™ is equal to 0.
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10.2. The almost purity theorem. Our goal is to prove the following version
of the almost purity theorem (and André’s perfectoid Abhyankar lemma) over
a perfectoid ring R, handling ramification along arbitrary closed subsets of
Spec(R).

THEOREM 10.9. Let R be a perfectoid ring, J C R a finitely generated
ideal and Jperta = ker(R — (R/J)perta). Let S be a finitely presented finite
R-algebra such that Spec(S) — Spec(R) is finite étale outside V(J). Then
Sperfd 5 discrete and a perfectoid ring, and the map S — Sperfa 5 an isomor-
phism away from V(J). Moreover, for n > 0, the map R/p"™ — Sperfa/p" is
almost finite projective and almost unramified with respect to the almost setting
(R/Pn7 Jperfd,n) .

In fact, if S admits a G-action for some finite group G such that Spec(S) —
Spec(R) is a G-Galois cover outside V(J), then R — Sperq s a J-almost
G-Galois cover in the sense of Definition 10.6.

We first prove Theorem 10.9 only in the J-almost setting. This J-almost
version then implies a general discreteness statement (Theorem 10.11) for per-
fectoidizations of integral algebras over perfectoid rings, which then yields The-
orem 10.9 in general. The key inputs in the argument are

1) the arc-descent properties of S — S,ertq, especially Corollary 8.12;
P
(2) André’s lemma (Theorem 7.14).

Remark 10.10. Our proof of Theorem 10.9 yields, in particular, a new
proof of the almost purity theorem: our arguments do not make any use of
adic spaces (in particular, not of perfectoid spaces).

Proof of Theorem 10.9 in the J-almost setting. With hypotheses and no-
tation as in Theorem 10.9, our goal is to show Theorem 10.9 holds true in
J-almost setting, i.e., to show that

(%) Sperfa is J-almost connective; i.e., Jperdei(Sperfd) = 0 for ¢ > 0, and
S — Sperfd 1s an isomorphism away from V' (J). Moreover, for all n > 0 the
map

R/pn — HO(Sperfd)/pn

is almost finite projective and almost unramified with respect to the almost
Setting (R/pny Jperfd,n)-

In fact, if S admits a G-action for some finite group G such that Spec(S)
— Spec(R) is a G-Galois cover outside V(.J), then R — H°(Sperfa) is a
J-almost G-Galois cover in the sense of Definition 10.6.

By Corollary 8.12, we are allowed to replace S by an S-algebra S’ that is
integral over S and such that Spec(S’) — Spec(S) is an isomorphism outside
V(J) (as then Sperfa — Séerfd is a J-almost isomorphism). In particular, this
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implies that Spertq is independent of the choice of S inducing a given finite étale
cover of Spec(R) \ V(J), up to J-almost isomorphism.

Assume first that S admits an action of G such that Spec(S) — Spec(R)
is a G-Galois extension outside V(J). We want to prove that R — Sperfa
is a J-almost G-Galois cover. By Theorem 7.14, we can assume that R is
absolutely integrally closed. This implies in particular that any finite étale
cover of any Zariski localization is Zariski locally split, so we can find generators
fi,..., fr of J such that Spec(S) — Spec(R) admits a splitting outside V(f;)
fori = 1,...,r. As being a J-almost isomorphism is equivalent to being an
(fi)-almost isomorphism for all ¢ = 1,...,r, we can assume that J = (f) is
a principal ideal such that Spec(S) — Spec(R) splits over Spec(R)[%].lS But
recall that we were allowed to replace S by an integral S-algebra S’ such that
Spec(S’) — Spec(S) is an isomorphism outside V' (J). This allows us to replace
S by the trivial G-torsor, where the result is clear.

Now assume more generally that Spec(S) — Spec(R) has constant degree
r outside V(J). In that case, we can find a ¥,-Galois extension of X \ V(J)
of which Spec(S) \ V(J) is the quotient by 3,_;; for example, cf. [And18b,
Lemma 1.9.2]. By Proposition 10.8, we can reduce to the case of a G-Galois
extension.

In general, there is an open and closed decomposition of Spec(R)\V(J) =
| Jizq Us over which the degree of Spec(S) — Spec(R) is constant. For each
i, let (R;)perta be the perfectoidization of the image R; of R in HO(U;, O).
Then R — []iL (Ri)perta satisfies the hypothesis of Corollary 8.12. (Any map
R — V that does not kill J gives a map Spec(V') — Spec(R)\V(J) = | Ji, Ui,
so factors over exactly one of the U;, inducing a map R; — V, which then
extends uniquely to the perfectoidization of R;.) Thus, we may replace R by
(Ri)perfa for some ¢, and hence assume that Spec(S) — Spec(R) has constant
degree outside V' (J). O

THEOREM 10.11. Let R be a perfectoid ring corresponding to a perfect
prism (A, I). Let R — S be the p-completion of an integral map. Then AsyA pert
is discrete and a perfect p-complete §-A-algebra. Consequently, Spertq s discrete
and a perfectoid ring.

Proof. By passage to filtered colimits, we may assume R — S is finitely
presented finite map.'® By Corollary 8.14, it is enough to prove Sperfd is con-
nective. Choose a sequence ¢i,...,9, € R as in Lemma 10.12. We shall

8Fven if .J was principal to start with, say J = (p) as in the usual almost purity theorem,
this step may change the principal ideal and requires general elements.

9Note that any such S is finitely presented as an R-module: any generator of S as
an R-algebra satisfies a monic polynomial, so any finite presentation of S as an R-algebra
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prove the connectivity of Sperrg by induction on n. If n = 1, the condi-
tions in Lemma 10.12 ensure that the map R — Siq is finite étale, and thus
Sred is perfectoid. But S — Sieq is an isomorphism on arc-sheafification, so
Sperfd = Sred,perfd = Sred 1s discrete by Corollary 8.11.

Now assume n > 1. The inductive hypothesis applied to (R/g1R)pertd —
S®p (R/g1R)perta and Proposition 8.13 ensure that (5/g15)perfa is connective.
The criterion in Lemma 10.5 reduces us to checking that Sperfq is g1-almost
connective. The conditions in Lemma 10.12 imply the following:

(1) Either p=01in R[1/g1] or p € R[1/q1]*.

(2) The map R[1/g1] — Srea[1/g1] factors as R[1/g1] — T1 — Syed[1/g1], where
the first map is finite étale and the second map is a universal homeomor-
phism. If p € R[1/¢1]*, then the second map is actually an isomorphism.

We claim that 73 — Speda[l/g1] is an isomorphism in general. By the last
sentence of (2) above, we may assume p = 0 in R[1/¢1], so R[1/¢1] is a perfect
F,-algebra. But then T} is perfect as well, so 71 — Srea[1/91] is a universal
homeomorphism from a perfect ring into a reduced ring; any such map must
be an isomorphism, so 77 = Speq[l/¢1]. Summarizing, the map R[1/¢1] —
S[1/g1] = Sred[1/g1] is a finite étale cover.

If S’ denotes the integral closure of R in Sieq[1/¢1], then the R-finiteness
of S gives a map S — S’ of integral R-algebras that is an isomorphism of
arc-sheaves outside (g1). By Corollary 8.12, the map Sperta — Sl’)erfd is a
gi-almost isomorphism. As we only want to show gj-almost connectivity of
Sperfd, it suffices to check the gi-almost connectivity of S}/)erfd. But this follows
from Theorem 10.9 by approximating S’ by finitely presented finite R-algebras
inducing the given finite étale cover R[1/g1] — Srea[1/g1] on inverting g;. O

We needed the following lemma, stating roughly that any finitely pre-
sented finite map of quasicompact and quasiseparated schemes becomes finite
étale over a constructible stratification of the target, at least up to universal
homeomorphisms.

LEMMA 10.12. Let R — S be a finitely presented finite map of commuta-
tive Zy,)-algebras. Then there exists a sequence of elements g1, ..., gn € R such

that, if we set Ry = R/(g1, .., §i—1)red[1/gi] and S; = S/(g1,---,Gi—1)red|1/ 9]
fori=1,...,n, then the following hold true:

(1) The ideal (g1,...,9n) is the unit ideal of R; equivalently, U;Spec(R;) =
Spec(R).

immediately gives a finite presentation of S as an R-module. In particular, such an S is
already p-complete.
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(2) The map R; — S; factors as R; — T; — S;, where R; — T; is finite
étale, and T; — S; is a universal homeomorphism. Moreover, the map
T;[1/p] — Si[1/p] is an isomorphism.

(3) In each R;, we either have p =0 or p € RY.

Proof. Tt suffices to find ¢y,..., g, € R satisfying (1) and (2): we can then
stratify further if necessary to also achieve (3); explicitly, replacing (g1, ..., gn)
with (pg1, 91,092, 92, - - -, Pgn, gn) does the trick. For (1) and (2), by noetherian
approximation, we may assume R is a finitely presented Z,-algebra. Say
P1,...,p, are the minimal primes of R, and let K = [[; K; be the corresponding
product of residue fields of R, so K is the total ring of fractions of Rq. As
R — S is finite, the induced map K — (S ®pg K)yeq is then the product of
maps of the form K; — L;, where each L; = (S ®p Kj)req 1s a finite reduced
K;-algebra. But then each L; is a finite product of finite field extensions of K,
so the map K; — L; factors as K; — M; — L;, where the first map is finite
étale, while the second map is a universal homeomorphism and an isomorphism
if p is invertible in K;. By an approximation argument, we can then find some
g1 € R invertible on K such that Ryeq[1/g1] — Sred[1/g1] has the form required
in (2). This constructs the open stratum, and the rest follows by noetherian
induction applied to the map R/(g1) = S/(¢g1)- O

Proof of Theorem 10.9. Combine the J-almost version proven above with
Theorem 10.11. O

Remark 10.13. Theorem 10.9 can be used to reprove some known results
in commutative algebra relatively quickly. For example, the main theorems of
[HM21]| follow almost immediately. Let us explain the argument for [HM21,
Th. 1.3]. Fix a complete regular local ring R of mixed characteristic and a
finite extension R — S contained in a fixed absolute integral closure R — R™.
Fix some n > 0. To prove [HM21, Th. 1.3], it is enough to show that there
exists some ¢ € R such that for all i > 0, the natural transformation

Torf/pn(S/p”, -) = TorZR/pn(R+/p", —)
is c-almost zero; i.e., the image is annihilated by all p-power roots ¢!/P" € RT
of ¢. We claim that any ¢ € pR such that R[1/c] — S[1/c] is finite étale will
do the job. To see this, choose a faithfully flat extension R — R, contained
inside the p-adic completion of R* with R, perfectoid (see Remark 3.11). Set
T = S ®pr R, so the finite map R. — 7T is finite étale after inverting c.
Theorem 10.9 implies that Ry — Tperfq is c-almost finite étale. In particular,
as R — Ry is faithfully flat, the functor TorZR/ P (Tperta/p™, —) is c-almost zero
(i.e., killed by (cTperfd)perta) for @ > 0; here we implicitly use that ¢ € pR and
that the p-torsion in Tperq is p-almost zero (and thus c-almost zero). But the
map S/p" — Rt /p" factors as S/p" — T/p" — Tpera/p™ — RT/p", where



1230 BHARGAV BHATT and PETER SCHOLZE

the last map is obtained from the universal property of perfectoidizations as
the p-adic completion of RT is perfectoid. This gives a factorization

R/p™ R/p™ R/p™
TorfP" (S/p", =) = TorfP" (Tpesa/p", =) = Torl ™" (R* /p", =),
which implies the claim as the middle group is c-almost zero for ¢ > 0.

11. The étale cohomological dimension of perfectoid rings

Fix a perfectoid ring R corresponding to a perfect prism (A, I). We apply
our general version of the almost purity theorem to prove the following theorem.

THEOREM 11.1 (The étale cohomological dimension of algebraic étale
sheaves). The F,-étale cohomological dimension of X = Spec(R[1/p]) is < 1;
i.e., for every étale Fp-sheaf F on X, we have H'(X,F) =0 fori > 1.

We stress that X is the spectrum, not the adic spectrum, of R[1/p]; in
particular, F' is a filtered colimit of Zariski-constructible sheaves. It is easy

to see that the statement is wrong for general sheaves on the adic spectrum
of R[1/p].

Proof. 1t suffices to prove the result when F = jiL, where j : U — X is
the inclusion of a quasicompact open subset of a constructible closed subset of
X and L is an F-local system of constant rank on U. Using the method of the
trace [Stacks, Tag 03SH]|, we can find a finite étale cover V' — U of degree prime-
to-p such that L|y admits a finite filtration whose graded pieces are the constant
sheaf F). Let Yt := Spec(S) — X := Spec(R) be a finitely presented finite
morphism lifting V' — U. Write Y = Y*[1/p], and let j : V — Y be the
resulting open immersion. This data is summarized in the diagram

V4j>Y4>YJr

L,

U*]>X—>X+,

where all squares are cartesian. A standard devissage argument now reduces
us to showing that RI(Y, jiF,) € DS, Let J C S be a finitely generated ideal
cutting out the closed subset Y™ —V C Y*. By the étale comparison theorem
for Spec(S) and Spec(S/J), the complex RI'(Y, jiF,) is computed by applying
(—/p[3]))?=" to the fibre of
Ds)apers = Dsy1)/A,perts

so its is enough to show this fibre is connective. This can be checked after base
change along A — A/I, so we are reduced to checking that the fibre of

Sperfd — (S/J)perfd

is connective. By Theorem 10.11, both objects above are discrete perfectoid
rings, so we must show that the map is surjective. The universal property
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of perfectoidization shows that (S/J)pertd = (Sperfd/J Sperfd)pertd, SO the claim
follows from Theorem 7.4. O

12. The Nygaard filtration for quasiregular semiperfectoid rings

In this section, we define and analyze the Nygaard filtration on Ag when
S is quasiregular semiperfectoid, and we use it to endow prismatic cohomology
with a Nygaard filtration that will in particular prove the de Rham comparison.
The main result and its proof strategy is explained in Section 12.1; the proof,
which is completed in Section 12.5, depends crucially on an analysis of the
Nygaard filtration for a specific quasiregular semiperfectoid ring explained in
Section 12.2.

12.1. Structure of the Nygaard filtration for quasireqular semiperfectoid
rings. The Nygaard filtration has a rather direct definition.

Definition 12.1. Let S be a quasiregular semiperfectoid ring with associ-

ated prism (Ag, (d)). The Nygaard filtration on Ag is given by
Fﬂévﬁg = {ZE € Ag | qb(x) S diAS}.
It is an N-indexed decreasing multiplicative filtration.

We warn the reader that in general the Nygaard filtration is not separated.
The primary goal of this section is to prove the following theorem. Fix any
perfectoid ring R (corresponding to a perfect prism (A, (d))) mapping to S.
Then recall that by the Hodge-Tate comparison, Ag = Ag/d = bg/r/d is an
S-algebra equipped with the conjugate filtration

Fil;Ag C Ag,
which is an N-indexed increasing exhaustive multiplicative filtration with
grihg = (AN'Lg/p[—i])".
The conjugate filtration depends on the choice of R in general (see Exam-
ple 12.3).

THEOREM 12.2. The image of
o _
Filé\;AS i> AS — AS
agrees with Fil;Ag. In particular, there is a natural isomorphism
grivhs = Fil;Ag{i}.
The proof of this theorem in the general case is rather indirect. We will
proceed in the following steps:
(1) the case S = R(XYP™)/X (Section 12.2);
(2) the case S = R(Xll/poo, e ,X,ll/poo>/(f1, .« fm) for some p-completely reg-
ular sequence f1,..., fm (Section 12.3);
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(3) define a Nygaard filtration on Ap, 4 for any p-completely smooth R-algebra
B by quasisyntomic descent (Section 12.4);

(4) define a derived Nygaard filtration on Ag/4 via left Kan extension from
smooth algebras, show that it agrees with the Nygaard filtration and finish
the proof (Section 12.5).

Example 12.3. We record an example of a quasiregular semiperfectoid ring
S where the conjugate filtration on Ag defined using a choice of a perfectoid
ring mapping to .S depends on the choice.

Let R = Oc, and I' be the absolute Galois group of Q,, so I" acts naturally
on R. Let § = R@ZPR, so S is quasiregular semiperfectoid and has a natural
I'" x T'-action. Write 41,49 : R — S for the inclusion of each of the two factors,
and let F, and F! be the corresponding conjugate filtrations on Ag. Write
R{1} = L} /7, [—1], regarded as a finite free R-module of rank 1 equipped with
an equivariant ['-action. Regarding i; as the map 4 : R@zpzp — R@ZPR
shows that i1 has a natural (I' x I')-action. This implies that the (I' x I')-action
on Ag preserves the conjugate filtration F; moreover, the standard description
of gr; for the conjugate filtration then gives an isomorphism

gri Mg ~ L)) [—1] ~ R@sz{l}
of (I" x I')-equivariant S-modules. By symmetry, we also have an isomorphism
grflls ~ R{l}@sz

of (I' x I')-equivariant S-modules.

Now assume that the conjugate filtration on Ag attached to any choice of
perfectoid ring mapping to S is independent of the choice. Then F, and F]
are the same filtration and thus gri’Ag and grf’ "Ag are equal as subquotients of
Ag; in particular, they are (I' x T')-equivariantly isomorphic S-modules. Thus,
we learn that R@ZPR{l} and R{l}@sz are isomorphic as I' x I-modules.
Applying derived invariants under 1 x I' to such an isomorphism would then
show that

RT(1 x T, R®z,R{1}) ~ RT(1 x I, R{1}®z,R).

Using the projection formula, this implies that
R%y, RT(T, R{1}) ~ R{1}&y, RI(T, R).

Now Tate calculated that HYRI'(I', R) = Z, while RI'(I", R{1}) is annihilated
by a fixed power of p. Plugging this into the above equality gives an absurd
statement: the left side is bounded p-torsion while the right side is nonzero after
inverting p. Thus, we get a contradiction to the existence of such a filtration
on A S -
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12.2. The Nygaard filtration in a special case. In this section, we consider
the semiperfectoid ring

S = (Zp[Cp"OaXl/poo]/X)/\-
We consider it as an algebra over the perfectoid ring R = Zp[(p]". The
corresponding perfect prism is given by the pair (A, I), where A is the (p, [p]q)-
adic completion of Zp[ql/poo] and I =[pl,=1+¢q+ -+ ¢’ !; here ¢t e A
maps to (i1 € R = A/I. From the definition of Ag = Ag‘it as a prismatic
envelope it follows that

A
by =y {4
[plq
where we normalize the coordinates so that the map S — Ag takes X/P" to
yur (These normalizations will make the following formulas appear nicer.)
The §-structure on Ag is determined by d(q) = (V) =
It turns out that in this situation, there is an explicit description of Ag as

a g-divided power algebra. Recall that for any integer n > 0, one sets

g —1
qg—1

n

=1+qg+-+q" ", [1]4! :H[i]q €Zyfqg-1] C A
i=1

[n]q =

The description as a prismatic envelope also shows that Ag is (p, g—1)-completely
flat over A (Lemma 3.13) and hence also over Zy[q — 1] as Zy[q — 1] C A is
a flat inclusion; as the Zp[q — 1] is noetherian, we conclude that Ag is flat
over Z,[q — 1] (see [Bha20, Lemma 5.15]). In particular, each [n], acts as a
nonzerodivisor on Ag, so the statement of the following lemma makes sense.

LEMMA 12.4. We have % € Mg for all integers n > 0. The resulting
A-module map

(9) @A ] — Mg

1€N[1/p]
identifies Ag as the (p, [plq)-adic completion of the left side.
Proof. Lemma 12.5 below implies that % € Ag for all n > 0. To
check that the map is an isomorphism after completion, we may take the

base change along the map A — A/(q — 1) of é-rings; after this base change,
hg = AY/P™ ){ } becomes

Aftg -0y {7

p
which by Corollary 2.39 agrees with the divided power envelope of (Y) in
A/(q — 1)(Y'Y/P™) which indeed has the desired description. O

The following lemma will be reused below, so it is formulated in larger
generality than necessary right now.
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LEMMA 12.5. Let D be a (p, [plq)-completely flat Z,[q — 1]-algebra. As-
sume we are given a map ¢ : D — D and an element x € D such that the
following hold true:

(1) We have ¢(q) = ¢* and ¢(z) = P.
(2) We have ¢(z) € [p]eD.
Then z™ € [n]4!D for all n > 0.

Proof. As [i], is invertible for i coprime to p, it suffices to prove the fol-
lowing statement:
(¥) Given m > 0, if 2™ € [m]y!D, then 2™ € [mpl,!D.
Using Lemma 12.6(1), it suffices to show that ¢([m],!) - [p]j* | 2™ under the
above assumption on z. Now ¢([m],!) is a nonzerodivisor modulo [p],: this
holds true in Zy[q — 1] as the polynomialﬁ([m]q!) =[x %’;’:11 does not
vanish at the primitive p-th roots of unity in Q,, and thus also in D by flatness.
Thus, (*) reduces to showing
(*') Given m > 0, if 2™ € [m],!D, then 27 is divisible by both [p];" and
¢([mlq!)-
Now 2™ € [m],!D implies that 2™ = ¢(2™) € ¢([m],!)D, which proves half of
(¥'). For the other half, we simply observe that ™ = (2P)™ € [p];"D by our
assumption a? € [p],D. O

Next, we record two multiplicative identities in Z,[q — 1], one of which
was already used above.

LEMMA 12.6. In the ring Z,[q — 1], we have the following identities:

m

(1) For any m € N, we have [mpl,! = u - ¢([m]y!) - [ply" with u a unit.
(2) For any i € N[1/p], we have [|i|pls! = [lip]]q! - v with v a unit.

Proof. For (1), note that, up to multiplication by units, [mp],! equals
[Ti%1[iplq: for any integer & > 0, the polynomial [k], is invertible if k is not
divisible by p. Moreover, we also have an equality

m m

H[ip]q! _ qP —1 _ H (qu -1 . q° — 1) _ qb([m]q!) _ [p];”.

i=1 pal ¢—1 q-1
The desired identity now easily follows.
For (2), write i = |i] + € for 0 < e < 1in N[1/p]. Then |ip| = |i]p+ |ep].
As 0 <e < 1in N[1/p], we have 0 < |ep| < p in N. But then any integer k
with |i|p < k < |ip] is coprime to p, so the corresponding polynomial [k], is
invertible; this easily implies the claim. O

Now we can describe the Nygaard filtration explicitly.
LEMMA 12.7. Theorem 12.2 holds true for S. More precisely,
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(1) The Nygaard filtration FilyAg identifies with the (p, [plq)-adic completion
of the A-submodule

iy, Y LY
D b A e D A

iEN[1/p] T ieN[1/p]
under the isomorphism in (9), and we follow the convention that [p]Zl_/II;iJ =1
for non-positive exponents (i.e., when i > n+ 1).
(2) The image of
O Fillbg — B = b/ [plg = A
[ }n FﬂN s — Ag = S/[p]q—( @ ZP[CPOO]' H_’L“ |)
Pla ieNT1/p) v

is given by the summands with i < p(n + 1).
(3) The conjugate filtration Fil,As C Ag is also given by the summands with
i<p(n+1).

Proof. For (1), we note that ¢ is a graded map in the above N[1/p|-grading,
multiplying the grading by p. In particular, it follows that FilyAg is also
graded. Using both parts of Lemma 12.6, we can write

i = e = Y Il Ly
(10) ¢([m]q!> Sl ~ Telly! P

for a unit w. It follows from this formula that [p]Zl_/gJ . ﬁ € FilyAg for
all ¢ (under the convention that [p]Zf/yJ

= 1 for non-positive exponents). The

same formula (and the fact that ¢ is bijective on A) also shows that no smaller
multiple of ﬁ can lie in FilyAg, giving (1).
For part (2), we use the above formula to see the following:

e For i < n+ 1, the map ¢ maps (FilyAg)deg=i isomorphically onto [p]y -
(AS)deg:ip-

e For i > n + 1, the map ¢ maps (FiljyAg)deg—i into [/p]Z]Hrl - (AS)deg=ip-

This immediately gives (2).

For part (3), recall that the natural map
S 1= (Zp[Gpe, XVP7) ) X) — Bs

carries X1/7" to Y/P" 7' As [ply | Y in Ag for i > p, it follows that the image
of the above map is given by the summands with ¢ < p, giving the claim in
part (3) for n = 0. For n = 1, we use the end of Example 7.9 to see that
grlAg is generated by ﬁ The higher graded pieces are then generated by the

divided powers of % by the multiplicativity of the conjugate filtration, which

by Lemma 12.6(1) indeed agree up to units with [ZTP;, This gives the desired

comparison. O
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12.3. The Nygaard filtration for finitely presented semiperfectoid rings. In
this subsection we prove the following result:

PrOPOSITION 12.8. Theorem 12.2 holds true for
1/p> o0
S=R(X[PT XYY f),s
where f1,..., fm is a p-completely regular sequence.
Proof. For the purposes of this proof, we make the following definition for

a quasiregular semiperfectoid R-algebra S:

(*) A multiplicative filtration {Fil},Ag};>0 by ideals on the ring Ag is good if
& _
¢(Fily;) C d’g for all i and the induced map gri,As -+ Ag identifies the
source with Fil;Ag for all i.

The goodness condition has the following properties:

(1) Given a quasiregular semiperfectoid R-algebra S and a good filtration Fil},,
we must have Filj; = Fily. Indeed, this follows by induction on i using
the map

0 — FiltH Ay —— Filj Ay —— gri,Ag —— 0

bk X

0 —— d*lag d'bs d'bs/d ™ bg —0

of short exact sequences, the definition of the Nygaard filtration, and the
injectivity of the rightmost vertical arrow in the above map of exact se-
quences.

(2) If the Ag of a quasiregular semiperfectoid R-algebra S admits a good fil-
tration, then Theorem 12.2 holds true for S. This follows by the definition
of a good filtration and (1).

(3) Say S — S’ is a map of quasiregular semiperfectoid R-algebras that is rel-
atively perfect in the following sense: it is obtained via base change from a
map of perfectoid R-algebras. If Ag supports a good filtration {Fil’j\/lﬁg}izo,
then {Fil}, Ag := FilZMAS@Z 4D }i>o is a good filtration on Ag/. Indeed,
by the base change compatibility of the conjugate filtration along such maps
S — S, we know that ngM,AS/ ~ Fil;Ag is concentrated in degree 0 for
all 7, and hence the same is true for Ag /Fﬂfw,AS/ for all i. Moreover, by
base change, we also know that Agr — Ag// Filéw,AS/ is surjective for all 7,
so each FilZM,AS/ is concentrated in degree 0 and an ideal of Ag/. By the
assumption on S — S/, we also know that the Frobenius Ag: — Ag is the
base change of the Frobenius on Ag. Using this remark, it is easy to see
now that {Fil}; Ag }i>o is a good filtration Ag:.
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(4) Say S — T is a map of quasiregular semiperfectoid R-algebras that is rela-
tively perfect in the sense of (3) and further is p-completely faithfully flat. If
A supports a good filtration, so does Ag. Indeed, consider the Cech nerve
S — T* of S— T. Applying (3) to T, we learn that each Api supports a
good filtration via base change from the one for Ar along some structure
map T — T*. By (2), this filtration on Are must be the Nygaard filtration,
so it is independent of the structure map used in the previous sentence.
In other words, the Nygaard filtration {FilyAre};>o defines a cartesian
cosimplicial (p, d)-complete complex over the cosimplicial ring Are. Now
As — Ar is (p,d)-completely faithfully flat with Cech nerve Age, so the
Nygaard filtration {FﬂévAT. }i>0 on Are must arise as the base change of a
multiplicative filtration {Fili,Ag};>0 on Ag, a priori merely in the filtered
derived category. To finish, we must check that {FilZMAS}Z-zo defines a good
filtration on Ag. For each i, the map Ag — AS/FilZMAS base changes along
As — A to a surjective map of modules in degree 0. By (p,d)-complete
faithful flatness, we conclude that each Ag/ Fil’MAS is connective and the
map Ag — AS/FHZMAS is surjective on HY. This implies that each Filﬁwﬁg
is connective and the map to Ag is injective on H?. On the other hand,
the descent formula Fil%;Ag ~ lim, Fily;Ape shows that Filj,;Ag is also co-
connective, so {Fili;Ag};>o is indeed a multiplicative filtration by ideals
on Ag. Using (p, d)-complete faithful flatness and base change for the con-
jugate filtration, we then conclude that {FﬂéwAS}iZO is a good filtration
on As.

We can now prove the proposition by devissage.

First, consider S(m) = R(X;*", ..., X}"")V/(X1,..., X;n). Lemma 12.7
gives the theorem for S(1). The general m case follows by the Kiinneth formula:
tensoring together the Nygaard filtration for each R(Xil/ P Oo> /(X;) gives a good
filtration, so the claim follow from property (2) above.

Next, consider a quasiregular semiperfectoid ring of the form R'/(f1,..., f),
where R’ is a perfectoid R-algebra and fi,..., f € R is a sequence of elements
that is p-completely regular relative to R and such that each f; admits a com-
patible system of p-power roots in f;. Such a ring receives a relatively perfect
map (in the sense of property (3) above) from S(r), so the proposition follows
in this case from property (3).

Finally, by André’s lemma, any S as in the proposition admits a rela-
tively perfect and p-completely faithfully flat cover by the type of quasiregular
semiperfectoid ring treated in the previous paragraph, so the claim follows from
property (4). O

12.4. The Nygaard filtration on prismatic cohomology. Fix a perfectoid
ring R corresponding to a perfect prism (A, I). We want to endow Ap /A With a
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functorial Nygaard filtration for any p-completely smooth R = A/I-algebra B.
Although we will later be able to give a better definition, we use the following
direct recipe.

For any surjection R(Xj,...,X,) — B, the ring

B = RXVP, . XU Drxr..xn B

is semiperfectoid and Zariski locally of the form considered in the previous
subsection, so by localization Theorem 12.2 holds true for B. The same applies
to all terms of the Cech nerve B® of B — B. The cosimplicial §-ring

A

Be
computes Ap, 4 (for example, by the Hodge-Tate comparison and quasisyntomic
descent).

Definition 12.9. The Nygaard filtration
Fﬂz}VAB/A — AB/A
is the totalization of FiléVAB. C Ag..

PROPOSITION 12.10. There is a natural map

¢// )
“E : Fll?VAB/A — AB/A

that projects to an isomorphism of gr’]'VAB/A = TSiAB/A.

Proof. This follows from Proposition 12.8 by passing to totalizations of the
cosimplicial objects. (]

It follows that the Nygaard filtration on Ag,4 is independent of the choice
of the surjection R(X1,...,X,) — B: adding extra variables to the X;, one gets
a comparison map between the two induced Nygaard filtrations, and it induces
isomorphisms on gri;Ag /A, 80 by descending induction on ¢ on all Fil\yAp JA-

12.5. End of proof. Finally, we can finish the proof of Theorem 12.2. First,
by left Kan extension of B — Fil\Ap /A4 we can define a “derived Nygaard
filtration” FiléV/A B/A on Ap/a for any derived p-complete simplicial R-algebra,
with grﬁv/ﬂ B/A S Fil;Ap /- In case B = S is quasiregular semiperfectoid, these
properties imply that Fily,Ap, 4 is concentrated in cohomological degrees 0 and
—1 for all ¢ > 0.

ProposITION 12.11. For all i > 0, the complex FilfV,AS sits in degree 0
and defines a filtration of Ag that agrees with FilZ]'VAS, and Theorem 12.2 holds
true for S.
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Proof. We argue by induction on i, so assume that Fil%;, = Filﬁv holds true
for some ¢. This is clearly true for ¢ = 0, giving the inductive start. First, we
check that then Theorem 12.2 holds true in degree 7; i.e., the image of
O i T
E - F IIZNAS — AS
is given by Fil;Ag. Using Fil'ﬁv = Filév,, one sees that the image is at most
Fil;As. On the other hand, by picking a surjection S’ = R(Xil/poo,le/poo)/(Yj)
— S that also induces a surjection on cotangent complexes and using Proposi-
tion 12.8 (and passage to filtered colimits), one sees that the image is at least
Fil;Ag. Thus, Theorem 12.2 holds true in degree i.

We also see that Fily,Ag — gr?V,AS is surjective, and hence its derived
kernel Filff/lﬁg is still concentrated in degree 0. Moreover, it agrees with the
kernel of

% : Fﬂévﬁs — Es,
which by definition is Fily'Ag. Thus, Fili'Ag = Filii 'Ag, as desired. O

13. Comparison with [BMS19|

The goal of this section is to compare the constructions of this paper with
those in [BMS19]. Recall that for a quasiregular semiperfectoid S, we defined
in [BMS19, §7.2] the ring Ag = mTC ™ (S; Z,) = moTP(S;Z,) together with a
Frobenius semilinear endomorphism ¢g (induced by the cyclotomic Frobenius
map). The fundamental diagram

d)h'ﬂ‘

(11) TC™(S;Zy) TP(S;Z,)

l |

THH(S; Z,) — > THH(S; Z,)'C
then yields on my a commutative diagram

~ bs ~

(12) By —2- B

e e

S5 he/d

of commutative algebras. By construction, @5 is complete for a filtration
FillyAs C Ag also termed the Nygaard filtration in [BMS19|. Our compari-
son theorem is the following:

THEOREM 13.1. There is a functorial (in S) d-ring structure on @5 refin-
ing the endomorphism ¢. The induced map Ag = Ag‘it — Ag identifies Ag with
the Nygaard completion of Ag, compatibly with Nygaard filtrations.
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Note that the §-ring structure on ls is uniquely determined when @g is
p-torsionfree, which happens for example if S is p-torsionfree. In that case, the
first part of the theorem simply says that the endomorphism ¢ on @S lifts the
Frobenius. Our proof of this fact is very indirect, and we do not know of a
good conceptual reason for this in terms of topological Hochschild homology.

Proof. First we check the claim, independent of the theory of [BMS19], that
the -ring structure on Ag extends uniquely to a continuous d-ring structure
on its Nygaard completion. This follows from the following lemma:

LEMMA 13.2. Let S be any quasireqular semiperfectoid ring.

(1) One has
§(FilyAg) C FiliAs + (d,p) ' As.
(2) The completion of Ag with respect to the sequence of ideals Fil?VAS agrees
with its completion with respect to the sequence of ideals Fil\yAg+(d,p) As.

Proof. In part (1), pick a perfectoid ring R mapping to S. There is a
surjection S" = R(Xil/poo,le/poo)/(Xi) — S inducing a surjection on cotangent
complexes and thus on Ag and all FilyyAg by the explicit description. Thus we
can assume S = S’. Replacing R by R(Y}l/poo> we can assume there are no Yj’s.
By a filtered colimit argument one can reduce to the case that there are only
finitely many X;. Next, we want to use the Kiinneth formula to reduce to the
case of a single X. For this, we need to remark that it is enough to check the
claim on a set of generators for the ideal Filﬁ'VAg by the addition formula for 9,

and that if i = j + &k and = € Fil) Ag, y € Fil§Ag satisfy
8(x) = &1 +x9 € Fill Ag + (d, pY "' hs, 6(y) = y1+ya € Filll Ag + (d, p)* ' As,
then
d(zy) = 2Po(y) + yPo(x) + pd(x)d(y)
= 2Py + 2Py + vPx1 + yPao + pr1yr + priys + proyr + prays,
where )
pray2 € (d,p)"tAs,
xpylv ypxlvpxlyl € FII%ASH
(2P + pz1)y2 = (¢(x) — p2)y2 € (d,p)' ' As,
(V” + py1)z2 = (8(y) — py2)x2 € (d,p)" ',

so indeed d(zy) € Fﬂ%ﬁg + (d,p)*~1Ag. Thus, finally, we can reduce to the
case of one variable. Using Lemma 12.7 and the previous considerations, it is
enough to check the claim for z = [p],1/» € FillAg and 2 = ﬁ:, € FilyAs

(as these generate the Nygaard filtration multiplicatively). In the first case
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i = 1 and the claim is trivial as (d,p)""'Ag = Ag. In the other case d(x) is
homogeneous of degree pi, and all such elements lie in Fil%ﬁg, as desired.

For part (2), it is enough to show that all gri;Ag are classically (d,p)-
adically complete. Under the ¢-linear identification with Fil;Ag, it is enough
to prove that the latter are classically (¢(d),p)-adically complete. But ¢(d)
agrees up to units with p modulo d, so it suffices to prove that the latter
are classically p-adically complete. This follows from them being derived p-
complete and p-completely flat over S. U

Now we start the proof of the theorem. Fix a perfectoid ring R corre-
sponding to a perfect prism (A, (d)), and restrict to R-algebras S. By André’s
lemma, we may assume that there is a compatible system of p-power roots
of unity in R, and so we can take R = Z,[(,]". By descent to p-completely
smooth R-algebras and left Kan extension, we defined in [BMS19, Construction
7.12] a functor S — @gc/ 4 (there simply denoted by Ag/4 as will be justified a
posteriori by the theorem; here nc stands for “non-completed”). This can be
endowed with a Nygaard filtration Fllﬁvigj 4 by the same procedure, and then

A s/4 1s the Nygaard completion for quasisyntomic R-algebras S, in particular if
S is quasiregular semiperfectoid. By the Segal conjecture for smooth algebras,
[BMS19, Cor. 9.12|, one has a Hodge-Tate comparison for ES/A/d in the smooth
case, and thus also in general. Moreover, the same result and the identification
of grﬁvlg(; 4 with gr THH(S; Z,) implies that for quasiregular semiperfectoid S,
the Nygaard filtration is given by

Fillybhga = {@ € by | #(x) € d'bsgya)
and the image of

% Rl B, > B a/d

is given by the conjugate filtration Filiigj 4/d coming from the Hodge-Tate
comparison. Moreover, the graded pieces griﬁg‘; 4/d are given by the p-com-
pletion of AL s/ rl—1i]. In other words, structurally E;; 4 has exactly the same
properties as Ag.

Our task now is to show that Eng = Ag compatibly with ¢, as ES/A is
the Nygaard completion of the left, which then inherits its functorial §-ring
structure by the lemma. As both sides are defined via left Kan extensions from
p-completely smooth algebras, and in the p-completely smooth case via descent,
it suffices to prove the result for the quasiregular semiperfectoid algebras S
required in this descent. In other words, as in Section 12.4, we can assume
S = R<X11/pw,...,X,1/poo)/(f1,...,fm), where fi1,..., fm is a p-completely
regular sequence relative to R. In particular, in this case Egc/ 4 is p-torsion free,

so the §-ring structure is unique if it exists, and then the map Ag — E;; 4 18
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unique. Following the steps in the proof Proposition 12.8, we can assume that
all f; admit compatible p-power roots in R, and then to S = R(XY/P™)/(X)
by Kiinneth and base change.
-~1nc
In this case, we can apply Lemma 12.5 to D = Ag,4. Using the explicit
description of Ag, this gives a ¢-equivariant map

in this case. This sits in a commutative diagram

-~nc

AS —>AS/A

I

o ~ncC

bs/p —— B(s/p)/as

where the lower isomorphism comes from [BMS19, Th. 8.17| (plus descent and
left Kan extension to pass to the non-completed version of l?; /p)/F,» and in-
dependence of the perfectoid base). Moreover the upper map is the derived
p-completed base extension of Ag — ch/ 4 along A = Aips(R) = Acrys(R/D)
(as both A and A" satisfy base change and using [BMS19, Th. 8.17| again).
By derived Nakayama, it suffices to see that Ag — Egc/ 4 1s an isomorphism
after base change along Ai,s(R) — Aint(R)/(p,d), but this map factors over
Acrys(R/p), so the result follows. O

14. p-adic Tate twists and the odd vanishing conjecture for K-theory

In [BMS19], for each n > 0, we defined a sheaf Z,(n) of complexes on the
category of p-complete quasisyntomic rings. It was given by the formula

Z,(n)(S) = fib(NZ"Bs{n} % Bs{n}).

Here @5 is a version of the Nygaard completed prismatic cohomology of S
defined using topological Hochschild homology and quasisyntomic descent in
[BMS19]; when S lives over a perfectoid ring, this theory coincides with the
Nygaard completion of prismatic cohomology as defined in this paper, with
NZ"Ag being the Nygaard filtration (Theorem 13.1). Our goal in this section is
to prove the following structural property of this sheaf, conjectured in [BMS19,
Conj. 7.18]:

THEOREM 14.1. For eachn > 0, the sheaf Z,(n) is discrete and p-torsion-
free.

It was shown in [BMS19, Th. 1.12 (5)] that (p-complete) topological cyclic
homology of quasisyntomic rings admits a complete descending N-indexed fil-
tration with graded pieces given by the sheaves Z,(n)’s. The paper [CMM21|
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identifies K-theory with topological cyclic homology for a large class of rings.
Theorem 14.1 then has the following consequence:

COROLLARY 14.2. Locally on the quasisyntomic site, the functor K(—;Z,)
is concentrated in even degrees; i.e., 7, K (—;Z,) vanishes for n odd after qua-
sisyntomic sheafification.

Another corollary of the method of the proof is the following, showing a
slightly more precise form of Corollary 14.2 in a certain situation; notably, this
shows that 7, K(O¢/p";Z,) is concentrated in even degrees for n > 0, where
C/Qp is a complete and algebraically closed extension. We thank Martin Speirs
for raising this question.

COROLLARY 14.3. Say R is a perfectoid Zy[Cpe]"-algebra. Fiz a regular
sequence f1, ..., fr € R such that each f; admits a compatible system of p-power
roots; let S = R/(f1,..., fr). The map 7 K(R;Z,) — m.K(S;Zp) is surjective
in odd degrees. In particular, if T, KX (R; Zy) is concentrated in even degrees, the
same holds true for m,K(S;Z,).

The proof of Theorem 14.1 depends on two inputs. First, we use An-
dré’s lemma (Theorem 7.14) to restrict attention to a particular nice class of
quasisyntomic rings. Secondly, we use the explicit description of prismatic
cohomology and its Nygaard filtration for this class of rings (coming from Sec-
tion 12.2) to make calculations. Let us begin with the latter.

LEMMA 14.4. Let R be a perfectoid Zy[(p]"-algebra. Set
R = R(X\P™ . XMy

and
S=R/(X1,...,X;).
The natural map Z,(n)(R') — Zy(n)(S) is surjective on H'.

Proof. Let A = Aine(R), so (A, [plg) is the perfect prism corresponding to
R and we have

,
(13) Aine(R') = @ A-Xt  where X!= H X;j.
1€N[1/p]" ]

In this description, the Nygaard filtration is given by
Fily Aing (R') = [p] /0 Aint ().
Write
Nt Aing(R') — coker(¢y — 1: Filly Aine(R) — Aine(R')) = H'(Zy(n)(R'))

for the canonical map.
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Write D = Agya, so

(14)

XP
D = Aw(R){TL... - @ 4 i

s [p1q o 0
Taking products of the calculation in (10), we find

Xt xw 32545
¢ . = . * P ! - U,
T ~ e P

where u is a unit. Using this description and the [p],-torsionfreeness of A, one
checks that the Nygaard filtration is given by

1 N el X*
(15) Fily D = @ [p] 1/pZ ! A HZJ]
1EeN[1/p]"

=1 for a < 0. Again, we write

where we declare [p]g

ns : D —» coker(¢, — 1 : FilyD — D) =: H'(Z,(n)(S))

for the canonical map.

Using these explicit descriptions, we shall prove the lemma by analyzing
the surjective map ng on various graded pieces of D. Before delving into the
specifics, let us explain the structure of the argument. The key is to observe
(by comparing (13) and (14)) that the map Aj,¢(R') — D is bijective on com-
ponents of sufficiently small degree i; in fact, it suffices to assume that i; < 1
for all j since that forces the denominator appearing in (14) to be 1. Thus, the
lemma would follow once we knew that H'(Z,(n)(S)) is already spanned by
the image of components of D with sufficiently small degree under the ng. We
shall verify this to be the case by using the explicit description of the Nygaard
filtration given in (15).

To carry out this strategy, it is convenient to use the following notation.
Given a (p, [p]q)-complete Ain¢(R)-module M equipped with a (p, [p],)-complete

N[1/p]"-grading
- ® m

1€N[1/p]"
(such as A or D or Fily,D) and any a € N, we write
Mga,l_l = @ Mi?

iEN[1/p]", 37515 <ex

and similarly for M>, . For future use, we observe that

—

M ~ Mga,u D M2a+1,u and MSO,LI = @ Ml
1€N[1/p]"N[0,1)"

with these conventions.
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We now begin the proof. First, we claim that

US(Dszrl,u) =0.

To see this, we must check that D>, 1, C D lies in the image of ¢, — 1 :
Fil}i; D — D. The description (15) shows that

On((FIED)2ni1.0) C [PlgDonsr
On the other hand, the identity map induces an isomorphism
(Fil D) >nt1,0 = D>nt1,0
again by (15). Combining these, it follows that the map

. n—1
(Fily D) >nt1,0 ol D>ny10

is surjective: explicitly, for any & € D>p41,, the infinite sum

—(@ + ¢n(@) + P (2) + )

converges to an element y € D>p41, = (FilyD)>p41,0 that is a lift of  under
¢n — 1. This proves that ng kills D>j,41,, so

Denyy © D 25 HY(Zy(n)(S))
is surjective.
Next, for any i € N[1/p]” with }";|i;] < n, the map ¢, : FilyD — D
induces an isomorphism

~D;

‘2

¢n ¢ (Fily D)1,
by (15). As ng(z) = ns(¢n(z)) for any = € D, we learn that
ns(Di) Cns(D1 ).

p
Iterating this observation shows that we can divide the degree by arbitrarily
many powers of p. In particular, after dividing finitely many times, we learn
that the map
D<o C D 5 H'(Zy(n)(5))
is surjective.
Next, we observe that the map
At (R <0y — D<o

is surjective. Indeed, the degree i terms of (13) and (14) coincide since the
degrees ¢ occurring here satisfy i; < 1 for all j. By functoriality, we conclude

H'(Zy(n)(R')) = H'(Zy(n)(S5))
is also surjective. O

The following lemma will be quite useful in making reductions:
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LEMMA 14.5. Fiz a perfectoid ring R. If S — S is a surjection of
quasiregular semiperfectoid R-algebras such that the p-completion of Lg/r —
Lg/R is also surjective on H=1(-), then Agr — Ag is surjective.

Proof. This follows from the Hodge-Tate comparison. (]
We can finally put everything together to prove Theorem 14.1.

Proof of Theorem 14.1. By |[BMS19, Rem. 7.20] and Theorem 13.1, it suf-
fices to prove discreteness. Moreover, as we work locally on the quasisyntomic
site, we may restrict attention to quasiregular semiperfectoid O¢-algebras,
where C'/Q is an algebraically closed nonarchimedean field. In this setting,
the Breuil-Kisin twists and the Nygaard completion may be ignored whilst
calculating Z,(n); more precisely, the proof of [BMS19, Lemma 7.22| shows
that

Z,(n)(S) =~ fib(Fil}As ——2% Ag).
Consider the following assertion:

(¥)s Given a quasiregular semiperfectoid Oc-algebra S and an element o €
HY(Z,(n)(S9)), there exists a quasi-syntomic cover S — S’ such that o
maps to 0 in HY(Z,(n)(S")).

Our goal is to prove (x)g for all S. Let us first prove this when S=R
is a perfectoid Og-algebra. Theorem 9.4 and Artin-Schreier theory show that
any class in H'(Z,(0)(—)) can be annihilated by a pro-(finite étale) cover of R,
which settles the n = 0 case of (x)g. If n > 0, then Theorem 9.4 (and a trivial-
ization of Z,(1) = Z,(n) on the generic fibre) reduce us to the n =1 case. By
Kummer theory (and [BMS19, Prop. 7.17] to identify Z,(1) as the quasisyn-
tomic sheaf lim,, yi,n), for any perfectoid ring R, the group H'(Z,(1)(R)) is
HY of the derived p-completion of R*; here we use that Pic(R) is uniquely p-
divisible by Corollary 9.7. André’s lemma (Theorem 7.14) gives a cover R — R’
with (R')* being p-divisible, whence H'(Z,(1)(R')) = 0, so we are done.

Next, we verify (x)g for a specific example. Set

So = R(@\/P" L aPY (L a),

with R being a perfectoid O¢-algebra R. We claim that (*)g, holds: indeed,

ready shown above. o
Finally, we handle the general case. Fix a quasiregular semiperfectoid S,

presented as a quotient R'/I with R’ a perfectoid Og-algebra. Fix a set

{z¢ € Ther of generators of I. By André’s lemma, we may replace R’ by

a quasisyntomic cover if necessary to assume that each x; admits a compatible

system of p-power roots. On fixing such a system, we obtain an evident sur-

jection S’ := (R/[{xtl/poo }th]/(l‘t))/\ — S. The induced map on p-complete
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cotangent complexes is also surjective on H~!, so we can then assume S = S’
by Lemma 14.5. Filtering T by its finite subsets then reduces us to the ring Sy
considered in the previous paragraph, so we are done. O

Proof of Corollary 14.3. Via [BMS19, Th. 1.12 (5)] and [CMM21], it is
enough to show that for all n > 0, applying H'(Z,(n)(—)) to R — S gives a

surjective map. Choose a p-power compatible system of roots { fil/ " tn>o for
each 7. Via this choice, we obtain a commutative square

R@VP™ ety = R@VPT P (e )

| |

R S:=R/(f1, .-, [r)

where the top horizontal map is the obvious one, and left vertical map is de-
termined by SL’;/p — fil/lD forallm > 0and ¢ € 1,...,7r. The top horizontal
map is surjective on H'(Z,(n)(—)) by Lemma 14.4, while the vertical maps are

surjective on H'(Z,(n)(—)) by Lemma 14.5. The commutativity implies the
same for the bottom horizontal map, as wanted. O

15. The Nygaard filtration: Relative case

In Section 15.1, we explain how to prove a version of the results of Sec-
tion 12 relative to any bounded base prism (A, I). This yields, in particular, the
Nygaard filtration on the prismatic complex on a smooth formal A/I-scheme,
thus proving Theorem 1.16. In Section 15.2, we apply these results to compare
the theory constructed in this paper with the Breuil-Kisin type theory from
[BMS19].

15.1. Constructing the Nygaard filtration on relative prismatic cohomology.
Let S be any quasisyntomic A/I-algebra. Recall that this means that S is a
p-completely flat A/I-algebra such that Lgs/ca/r) has p-adic Tor amplitude in
[—1,0], and we always assume that S is derived p-adically complete; such an S
is automatically classically p-adically complete by [BMS19, Lemma 4.7].

Definition 15.1. A quasisyntomic A/I-algebra S is large if there is a sur-
jection A/I(Xil/pooﬁ € I) — S for some set 1.

For large quasisyntomic A/I-algebras, Lg/a/r)[—1] is a p-completely flat
S-module as Q}g J(A/T) vanishes after p-completion. Note that large quasisyn-
tomic algebras form a basis for the quasisyntomic site of A/I as one can always
extract compatible sequences of p-power roots of elements. The standard ex-
amples are A/I(Xll/poo, cel X}L/poo>/(f1, ..y fm) for some p-completely regular
sequence (f1,..., fm) relative to A/I.
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THEOREM 15.2. Let S be a large quasisyntomic A/I-algebra.

(1) The derived prismatic cohomology Dsya is concentrated in degree 0 and a
p, I)-completely flat 5-A-algebra. It is the initial object of (S/A) .
A

Let

—~L
Ps/a AS}A 1= Dg/a®p,4A = Dgyja

denote the relative Frobenius, and let
FilhAy), = {z € Ay}, | ds/a(@) € I'hgya}.
(2) The image of
bs)a : gfﬁvﬁg/)A < Ag/a{i}

is given by FiliES/A{i}.
(3) The formation of Filly commutes with base change in A.

Proof. In part (1), note that Ag, 4 is concentrated in degree 0 by the Hodge-
Tate comparison and the assumption that Lg/a,p[—1] is p-completely flat,
and we also see that it is (p, I)-completely flat. To see that Ag /4 1s initial, it is
enough by Lemma 7.7 to show that a functorial idempotent endomorphism of
Mgy 4 is the identity, which follows from the proof of Proposition 7.10.

Part (3) is immediate from the explicit description, but in fact one can see
that if part (2) is true for the A/I-algebra S, then it is also true for any base
change of S along a map (A,I) — (B, J) of bounded prisms. Indeed, one can
define a putative Nygaard filtration on AS@SAB/B = AS/A@AB via base change,
and it follow satisfy (2), which implies that it has to be the Nygaard filtration.

The proof of part (2) follows exactly the outline of Section 12. In partic-
ular, by descent to smooth algebras and left Kan extension, it suffices to treat
the case

S = A/IXPT XN (A )

for some p-completely regular sequence (fi, ..., fi) relative to A/I. By Propo-
sition 7.11, after a flat base change in A we can assume that all f; admit com-
patible p-power roots fz-l/ P Arguing as in the proof of Proposition 12.8 reduces
us to the case

S = A/IXYPT)/(X).

Localizing on A, we may assume that I = (d) is orientable, and then by base
change in A we can reduce to the universal oriented prism. In that case the
perfection A — A, is flat, so we can reduce to the case that A is perfect,
where it follows from Section 12. (Note that for all terms in the Cech nerve
Aso® 4 Ao etc., the Nygaard filtration will simply be the base change from Ao
by our remark about part (3) above, so one can apply flat descent.) O
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In particular, if X is a smooth formal A/I-scheme, we can define sheaves
A_ /A and
i A (1 1 —~L
Fily, A } R } =B a®, A
on the quasisyntomic site Xqsyn by defining them on the base of large qua-
sisyntomic A/I-algebras S, with the values defined in the theorem. We can

now prove Theorem 1.16, whose statement we recall.

THEOREM 15.3. Let (A, I) be a bounded prism, and let X = SpfR be an
affine smooth p-adic formal scheme over A/I. There is a canonical isomorphism

RD)(X/A) = R (Xquyns b_4),
and we endow prismatic cohomology with the Nygaard filtration
Filly RT(X/A)") = RT(Xqsyn, Filla) ).
Then there are natural isomorphisms
griy R (X/A)D 2 758 4 i}
for all i > 0. The Frobenius ¢ on RI')(X/A) factors as

#W BT\ (X/A) = R (X/A)D & Ly, RT ) (X/A) — RT,(X/A),
using the décalage functor Lny as, e.g., in [BMS18|. The map
¢ 1 G4RT ) (X/A) = L RT(X/A)
18 an isomorphism.
Proof. The isomorphism
RI' )\ (X/A) = RI(Xqsyn, & /)
follows from the Hodge-Tate comparison and flat descent for the cotangent
complex and its wedge powers [BMS19, Th. 3.1|. The isomorphism
gy BT\ (X/A)W 2 75R g (i}
follows via descent from Theorem 15.2(2). The Frobenius refines to a map of
filtered complexes
Filly RT ) (X/A)Y) — I*RT, (X/A).

The filtered complex on the left is connective in the Beilinson t-structure by
the identification of its graded pieces. Thus [BMS19, Prop. 5.8] implies that
the Frobenius lifts to a map

¢ : RT)(X/A)W — Ly RT )y (X/A).

To see that this is an isomorphism, it suffices by derived Nakayama to check

modulo /. Then the right-hand side is given by Q7 /A by the Hodge-Tate

comparison and [BMS18, Prop. 6.12|. In particular, both sides commute with
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base change and satisfy étale localization. We can then reduce to the case of
a polynomial algebra and then via base change in A first to an oriented A,
then to the universal oriented A, and then by Construction 6.1 to crystalline
A, and finally to A = Z,. Now it follows from Theorem 5.2 and the Cartier
isomorphism. O

In particular, we get the de Rham comparison in general.

COROLLARY 15.4. For any bounded prism (A,I) and any smooth formal
A/I-scheme X, there is a canonical isomorphism of Ex-algebras in D(Xe, A/T),

—~L ~
Bxja®a AT = Qpyoan-
Proof. Take the reduction of ¢ modulo I, and use [BMS18, Prop. 6.12] and
the Hodge-Tate comparison. O

Another application is the following result on the image of ¢ on prismatic
cohomology.

COROLLARY 15.5. Let (A, I) be a bounded prism and X be a smooth for-
mal A/I-scheme. For any i > 0, there is a natural map

| TSiAX/A @4 I% — TSiAQ}A

such that ¢V; is the natural map TS%X/A Q4 1% — TS%X/A and also the
composite

TSiA(l)

X/A XA 1% —>¢®1 TSiAX/A XA 1% i TSiA(l)

X/A

1s the natural map. In particular, V; induces a map

Vit H' (X, DY) 1) 04 19" = H (Xey, bxja) = Hj (X/A)

that is an inverse of ¢ up to I®.
Proof. This follows from the isomorphism
7 1
¢ A&}A ~ Lnihx/a
and [BMS18, Lemma 6.9]. O

Remark 15.6. By left Kan extension, Proposition 4.15 combined with The-
orem 1.16(2) (which is a part of Theorem 15.3) imply the following: for any
formal A/I-scheme X, there is a canonical identification

Lx/a =~ gr}VAg(l,}A.

When I = (p), this identification has been proven (independently) recently by
[lusie (to appear).
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15.2. Comparison with the Breuil-Kisin type theory from [BMS19]. One of
the goals of [BMS19] was to give a construction of Breuil-Kisin-type cohomology
theories. Let us verify that the theory defined in [BMS19] agrees with the
present construction. Thus, let K be a complete discretely valued extension
of Q, with perfect residue field with ring of integers O and residue field k,
and fix a uniformizer 7 € Ok. Let & = W (k)[[u]] which surjects onto Ok via
u > m. Let I C & be the kernel of this map; then (&, ) is a prism. We fix a
generator d € 1.

In [BMS19], we used relative THH for the base S[u]. The key comparison
is now the following:

PROPOSITION 15.7. For any quasiregular semiperfectoid quasisyntomic
Ok -algebra S, the cyclotomic Frobenius on moTP(S/S[ul; Z,) refines to a d-ring

structure, functorial in S, and identifies with the Nygaard completion Ag/)e of

1)
by

Proof. The ring myTP(S/S[ul]; Z,) is p-torsion free, so we need to check
that the cyclotomic Frobenius is a Frobenius lift. This can be checked af-
ter the (p,u)-completed base change along & — W (k)[[u!/P”]], which gives
moTP(S(x'/P™); Z,)) by [BMS19, Cor. 11.8]. Therefore, we can apply Theo-
rem 13.1. Now the universal property of Ag/s and the formal properties of
moTP(S/S[ul; Zy) (namely, the relative to S[u] analog of the diagrams (11) and
(12)) give a map

compatibly with Nygaard filtrations.

BAy)s — mTP(S/S[ul; Zy).
Checking its compatibility with the Nygaard filtration can again be done after
base change to W (k)[[u'/?”]] where it follows from Theorem 13.1. In particular,
the map extends to the Nygaard completion, and then is an isomorphism, again
via reduction to Theorem 13.1. U

Now note that for ¢ at least the dimension of X, the map

bg/q: Filig AV 5 rip
S/ N=_/A /
induces an isomorphism

—

RT (X gsgn, FilyAY) ) = BT (Xqeyn, A_ya) @4 1

as both are complete for compatible filtrations (F ilgv respectively I7A_ /4) and
one has isomorphisms on graded pieces by Theorem 15.3. The left-hand side
can be expressed in terms of 7oTP(—/S[u|; Z,) and its Nygaard filtration by the
previous proposition. This is how RI'g(X) was defined in [BMS19] (cf. [BMS19,
Prop. 11.5], noting that the Nygaard filtration is what one finds on higher
homotopy groups in TC™), so we get a canonical isomorphism

Rl'e(X) = RL')\(X/6),
as desired.
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16. g-crystalline and ¢-de Rham cohomology

In this section, we construct a canonical g-deformation of de Rham coho-
mology: given a formally smooth Z,-scheme X, we construct a ringed site —
the g-crystalline site of X — whose cohomology yields a deformation of the de

Rham cohomology of X/Z,, across the map Z,[q—1] a2l Z,, and can be com-
puted in local co-ordinates via a g-de Rham complex; this verifies some conjec-
tures from [Sch17]. The main innovation here is the introduction of a g-analog of
the notion of divided power thickenings (defined in a co-ordinate free fashion) in
the category of d-rings over Z,[q — 1]; this notion is introduced in Section 16.1,
and the basic example is the pair (Zy[q —1], (¢ —1)). With this ingredient, the
g-crystalline site is defined in an evident fashion in Section 16.2 and the com-
parison with g-de Rham complexes is the subject of Section 16.3; our definitions
are set up to work over any ¢-divided power thickening as a base. Along the
way, we also check that g-crystalline cohomology is closely related to prismatic
cohomology (Theorem 16.18), so the comparison with ¢g-de Rham complexes
gives an explicit complex computing prismatic cohomology in many cases.

Notation 16.1. Set A = Z,[q — 1] with d-structure given by d(¢q) = 0, and
let [p]y = q;__ll € A be the g-analog of p. Note that ¢(¢ — 1) = ¢ — 1 € [p],A.
We shall often use without comment the congruence [p]; =p mod (¢ — 1) and
that (g—1)P~! and p differ by a multiplicative unit in A4/[p], = Z,[(p], where (,
is a primitive p-th root of 1. In particular, derived (p, [p]q)-completion coincides
with derived (p, [p]q)-completion for any complex of A-modules. Finally, if = is
an element of a [p],-torsionfree d-A-algebra D such that ¢(x) € [p],D, then we

write

Aa) = 22 52y e D,

[plq

if g =1 in D, then we have vy(z) = %p is (up to the unit (p — 1)!) the usual
divided p-th power, and in general we think of v(z) as the “divided [p],-th
power.” (A true g-analog of the p-th divided power would be obtained by
further dividing the expression for v(z) above by the unit H?;i [7]q; we avoid

doing this to keep formulas simple.)

16.1. g-divided power thickenings. The key innovation of our approach to
g-crystalline cohomology is the following definition:

Definition 16.2 (g-divided power algebras). A ¢-PD pair is given by a de-
rived (p, [p]q)-complete d-pair (D, I) over (A, (¢ — 1)) satisfying the following
conditions:

(1) The ideal I C D satisfies ¢(I) C [p]yD (so that v is defined on I) and
~(I) C I
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(2) The pair (D, ([p]ly)) is a bounded prism over (A, ([ply)); i.e., D is [plq-
torsionfree, and D/([p]q) has bounded p>-torsion.

(3) The ring D/(¢—1) is p-torsionfree with finite (p, [p],)-complete Tor-ampli-
tude?® over D.

The corresponding map D — D/I is sometimes called a ¢-PD thickening, and
the ideal I is sometimes called a q-PD ideal. There is an obvious category of
q-PD pairs. If (D, 1) is a ¢-PD pair with ¢ —1 =0 in D, then we call (D, I) a
0-PD pair. The collection of )-PD pairs forms a full subcategory of the category
of all ¢-PD pairs.

Unlike the classical crystalline theory, being a ¢-PD pair is a property of
a d-pair (D, ) rather than extra structure. Moreover, condition (3) above is
a technical condition imposed to facilitate some arguments below. Likewise,
condition (2) might reasonably be weakened to merely asking that (D, ([plq)) is
a prism, i.e., that D is [p],-torsionfree. However, as with prismatic cohomology
above, it is more convenient to work with bounded prisms. We note that one
way to satisfy (2) and (3) is for D to be (p, [p]q)-completely flat over A; another
is for g =1 in D and D being p-torsionfree. These will be the cases of interest
below, and one can show that if D is noetherian, these are the only possibilities,
at least for D local, using the Buchsbaum-Eisenbud criterion.

Remark 16.3 (Characterizing §-PD pairs). Say D is a d-ring regarded as
an A-algebra via ¢ = 1 and I C A is an ideal. Then (D,I) is a §-PD pair if
and only if the following hold true:

(a) The ring D is p-torsionfree, and both D and I are p-adically complete.
(b) The ideal I admits divided powers; i.e., for each x € I, we have %L e [ for
all n > 0.

Indeed, it is easy to see that any pair (D, I) satisfying the above conditions is
a 0-PD pair. Conversely, if (D, I) is a §-PD pair, then condition (a) above is
automatic. For (b), we note that condition (1) in Definition 16.2 ensures that
@ ¢ Jforallz €. As (p—1)!is a unit, this means %I; €l forallz €. Via
the formula g, (z) = uyg(yp(x)) for some unit u, one sees inductively that all
divided powers stay in I.

Remark 16.4 (Relating ¢-PD pairs to 6-PD pairs). The hypotheses are
designed to ensure that if (D, I) is a ¢-PD pair, then (D/(q —1),ID/(q — 1))
is a §-PD pair; this construction gives a left adjoint to the inclusion of §-PD
pairs into all g-PD pairs.

20We could also say finite p-complete Tor amplitude since [p], = p mod (g — 1).
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LEMMA 16.5 (Homological properties of ¢-PD pairs). Let (D, ) be a q-PD
pair.

(1) The ring D s derived f-complete for every f € I.

(2) The functor M M@éD/(q —1) of (p, [plq)-completed base change along
D — D/(q—1) is conservative on (p, [plq)-complete complexes.

(3) The functor in (2) commutes with totalizations of cosimplicial (p, [plq)-
complezes in D=0,

(4) Let I' C D be the derived (p, [plq)-complete ideal generated by I. Then
(D,I') is a g-PD pair.

(5) Let D — D’ be a (p, [plq)-completely flat map of 6-A-algebras. Let I' be the
(p, [plq)-complete ideal of D" generated by I. Then (D', I') is a g-PD pair.

Proof. For (1), we simply note that for any f € I, we have fP € (p,[pl,)
since ¢(f) € [plgD by hypothesis, so derived fP-completeness (and hence de-
rived f-completeness) follows from derived (p, [p]q)-completeness of D.

For (2), it suffices to show that base change along the composite D —
D/(¢—1) — D/(q—1, p) is conservative on derived (p, [p]q)-complete complexes.
If M ®% D/(qg—1,p) = 0, then M @k Kos(D;[pls,q — 1) = 0 as well, since
Kos(D; [plg, ¢ — 1) has at most two nonzero cohomology groups, each of which
is a D/(q — 1, p)-module. But this forces M = 0 by derived Nakayama, so the
claim follows.

Part (3) follows immediately Definition 16.2(3) and Lemma 4.22.

For part (4), we must check that condition (1) from Definition 16.2 is
satisfied for I’. The containment ¢(I') C [p],D is clear since ¢~1([p],D) is
derived (p, [p]q)-complete. To check y(I") C I’, recall that I’ is defined as the
image of I — D, where the source is the derived (p, [p]y)-completion of I. As
q—1 € I, the ideal I’ is the preimage of its image in D/(q — 1). Moreover, the
image of I’ in D/(q — 1) coincides with the image of I — - D/(q—1),
where I = im(I — D/(q¢—1)). The map I" — T" is surjective as the derived
completion preserves surjections, so I’ is the preimage of the p-complete ideal in
D/(q—1) generated by I. Thus, we can reduce to case ¢ = 1, in which case the
claim follows from p-adic continuity of divided powers in a p-torsionfree ring.

For part (5), we check the conditions from Definition 16.2. Conditions (1)
and (2) in Definition 16.2 come from part (4) above and Lemma 3.7 respectively.
For (3) in Definition 16.2, we observe that the p-completed derived base change
D/(g—1) = (D'®%D/(g—1))" of D — D' along D — D/(g—1) is p-completely
flat with source being p-torsionfree. Consequently, by Lemma 3.7 again, the
derived p-completion (D’ ®@% D/(q — 1)) is concentrated in degree 0 and
p-torsionfree in that degree. But then this object must coincide with D'/(g—1)
by derived p-completeness of D’ and stability of derived p-completeness under
cokernels, so D'/(¢ — 1) is indeed p-torsionfree. This reasoning also shows
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that D' — D’/(q — 1) is the p-completed base change of D — D/(q¢ — 1)
and hence must have finite p-complete Tor amplitude by the assumption on
D — D/(q — 1), thus verifying the conditions in Definition 16.2(3). O

To check condition (1) from Definition 16.2 in examples, the following
remark is useful.

Remark 16.6 (Additivity and multiplicative properties of 7). Let D be a
[p]g-torsionfree §-A-algebra. Given z,y € ¢~!([p],D), one easily checks that

(x+y)P —al —yf

Y +y) =) +y(y) + »

Similarly, given z € ¢~ !([p],D) and f € D, one checks that
v(fz) = ¢(f)y(x) — 2P (f).

It follows immediately from the shape of these formulas that if I is any ideal
of D, then the subset J := {z € I | ¢(x) € [p]yD,v(z) € I} is an ideal of D. In
particular, to check I = J, it suffices to check that ¢(z) € [p],D and y(z) € I
as x runs through a generating set for I.

The next lemma roughly states that if y(z) makes sense, so does y(y(x)).

LEMMA 16.7 (Existence of higher g¢-divided powers). Let D be a [p|q-
torsionfree §-A-algebra. The ideal ¢~1([p],D) is stable under .

Proof. We must show that if f € D with ¢(f) € [p|qD, then ¢(y(f)) €
[pl¢D as well. It suffices to prove this in the universal case D = A{f, %fq)} In

particular, we may assume that D is A-flat by Proposition 3.13. Our goal is to
show that

= ¢(6(f)) mod [plD

Note that ¢([p]y) equals p in A/[p],A. In particular, it is a nonzerodivisor
in this ring. Flatness implies that ¢([p],) equals p and is a nonzerodivisor in
D/[plqD as well. It thus suffices to check that

¢*(f) = po(3(f)) mod [pl,D.

Now ¢(f) = fP + pd(f), so ¢*(f) = ¢(f)P + pe(6(f)). Our claim follows since
#(f) € [plgD by assumption. 0

COROLLARY 16.8 (Smallest and largest ¢-PD ideals). Say D is a de-
rived (p, [plq)-complete A-algebra satisfying conditions (2) and (3) from Def-
inition 16.2. Then (q — 1) is the smallest ¢-PD ideal in D, and ¢~ *([p],D) is
the largest q-PD ideal in D.
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Proof. We first show that (¢—1) C D is a ¢-PD ideal. This ideal is derived
(p, [plg)-complete as it is the image of the map D 2L D between derived
(p, [plq)-complete A-modules. For the rest, using Remark 16.6, it suffices to
check that ¢(¢ — 1) € [pl¢D and vy(¢ — 1) € (¢ — 1). The first containment is
clear: ¢(¢—1) =¢” —1 = (q—1)[plq € [plqA. For the second, note that

plg—1)
[plq

It thus suffices to check that 6(¢ — 1) € (¢ —1). As D/(q — 1) is p-torsionfree
by hypothesis, it is enough to show that pd(q — 1) € (¢ — 1). But we have

pd(g—1)=d(g—1)—(¢— 1)’ = (¢ = 1) = (¢—1)* = (¢— 1) ([plg — (¢ — )" ),

which lies in (¢ — 1), so the claim follows.
We now show ¢~ 1([p],D) is a ¢-PD ideal. Derived (p, [p],)-completeness

of the ideal follows as above: ¢~([p],D) is the limit of the diagram D LN

¢« D G-l ¢«(D) of derived (p, [p]q)-complete A-modules. The contain-

ment ¢(¢~([p],D)) C [pl¢D is clear, while the containment v(¢~1([p],D)) C
¢~ 1([p]yD) follows from Lemma 16.7. 0

v(g—1)= —0(g—1)=(¢q—1)=d(qg—1).

We now give the most important examples of g-PD pairs for our purposes.

Ezample 16.9 (Examples of ¢-PD pairs). The key examples are

(1) (The initial object). The pair (A, (¢ — 1)) is a ¢-PD pair. Indeed, con-
ditions (2) and (3) from Definition 16.2 are clear, while (1) follows from
Corollary 16.8. Note that the pair (A, (¢ — 1)) is the initial object in the
category of all ¢-PD pairs. More generally, the same reasoning shows that
if D is a (p, [p]q)-completely flat A-algebra, then (D, (¢—1)) is a g-PD pair.

(2) (A perfect object). Let Ajns be the (p, [p]q)-completed perfection of A,
and set & := ¢ 1([ply) € Aint. Then (A, (€)) is a ¢-PD pair. Using Re-
mark 16.6, the only non-trivial statement one must check is that v(£) € (&).
Unwinding definitions, this amounts to showing that §(§) = 1 mod ().
As p is a nonzerodivisor on Aj¢/(€), it suffices to check that pd(§) = p
mod (§). As &P =0 mod (&), it is enough to show that ¢(§) =p mod (&).
But

$(&) = [plg = =1l+g+--+¢ '=p mod(¢-1),

so the claim follows as £ | ¢ — 1.

(3) (The classical case). If D is a p-torsionfree and p-complete J-ring equipped
with a p-complete ideal I, then (D, I) is a §-PD pair exactly when each
x € I admits all divided powers in D (Remark 16.3).
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LEMMA 16.10 (Existence of ¢-PD envelopes). Let (D,I) be a q-PD pair.
Let P be a (p, [p)q)-completely flat §-D-algebra. Let x1,...,x, € P be a sequence
that is (p, [plq)-completely regular relative to D.

(1) The (p, [plq)-complete §-D-algebra

el )

é(zs)
[plq
particular, it is discrete and [p|q-torsionfree.

(2) Write J C P for the ideal generated by I and the x;’s and let K C E
be the minimal (p, [plq)-complete ideal containing J and stable under the
operation . Then the natural map P/J — E/K is an isomorphism and,
in particular. we get a natural map E — E/K = P/J. Then (E,K) is a
q-PD pair and the induced map (P, J) — (E, K) of §-pairs is the universal
map from (P, J) to a q-PD pair.

obtained by freely adjoining is (p, [plq)-completely flat over D. In

In this situation, we often write D j4(P) = E and call the pair (D jq4(P), K) (or
Just D j,(P) if there is no potential for confusion) the q-PD envelope of (P, J);
note that it only depends on the ideal J and not the generators x1, . ..,x, by (2)
above. We then have the following:

(3) The functor (P,J) = (Djq(P),K) commutes with (p, [plq)-completed de-
rived base change along maps (D, I) — (D', 1) of ¢-PD pairs. In particular,
DJ,q(P)@éD/(q — 1) is the PDenvelope of J/(q—1) C P/(q—1).

Proof. Let E be the (p, [plq)-complete simplicial commutative - P-algebra

obtained by freely adjoining % to P. We claim that E is (p, [p]q)-completely

q

flat over D; this will imply that E is discrete and thus coincides with the ring E
above, proving (1). To show (p, [p]q)-complete flatness of E over D, it suffices
to do so after derived base change along D — D/(q—1). After this base change,
the claim follows from Lemma 2.44, so we have proven (1).

To prove (2), we first construct a map E — P/J. To define this map,
observe that the previous paragraph shows that E/(¢ — 1) is the p-completely
flat D/(g—1)-algebra obtained as the PDenvelope of p-completely flat D/(g—1)-
algebra P/(q — 1) along the ideal generated by the sequence z1,...,z, that is
p-completely regular relative to D/(¢ — 1). In particular, we have an obvious
map E/(¢—1) = P/(q — 1,x1,...,x,), and hence also an obvious map E —
E/(¢q—1) —» P/(¢—1,21,...,2,) — P/J. Let K’ denote the kernel of this
map. Note that the kernel K of E/(qg—1) — P/J has divided powers by the
previous paragraph (and because I - D/(q — 1) has divided powers), and that
K’ is the preimage of K .
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We now prove that (E, K') is a ¢-PD pair. For this, it suffices to check
that ¢(K') € [p]F and that v(K') C K'. Equivalently, if we set K" = K' N
¢~ Y([pl4E), we must show that K” = K’ and that v(K”) C K”. For the
latter, we must check that if f € K" then v(f) € K", which is immediate: the
containment in ¢~!([p],F) follows from Lemma 16.7, while the containment in
K’ follows as v(f) maps under E — E/(q— 1) to the element %, which lies in
K cE /(g—1) as the latter ideal has divided powers (and thus v(f) itself must
lie in the inverse image of K, which is K’). It remains to show K’ = K’ = K.
We already have (I,z1,...,2,) C K” and v(K") C K”. We shall deduce that
K" = K’ = K from Lemma 16.11. To apply this lemma, it suffices to check
that K" is the preimage of its image under £ — E/(q—1). But this is easy to
see: if x € K” and y € E, then z + (¢ — 1)y € K” since ¢(q — 1) € [p],D and
g—1eK.

This also proves (2) by the definition of K and the identification K’ = K.
Finally, (3) is immediate from the construction of E = E and the fact that the
hypotheses on the x;’s commute with base change. O

LEMMA 16.11. Let B be p-torsionfree Zy-algebra equipped with an ideal I
that is regular modulo p. Let (D, J) be the PDpair obtained as the PDenvelope
of (B,I). Then the ideal J C D can described as the smallest ideal of D that
contains 1D and is stable under the operation f — %p.

Proof. The regularity hypothesis ensures that D is p-torsionfree. The rest
follows by [Stacks, Tag 07GS]. O

16.2. The g-crystalline site. In this section, we fix a ¢-PD pair (D, I) over
(A, (g —1)) as well as a p-completely smooth D/I-algebra R.

Definition 16.12 (The g-crystalline site and its cohomology). The g-crys-
talline site of R relative to D, denoted (R/D)g.crys, is the (opposite of the)
category of ¢-PD thickenings of R relative to D, i.e., the category of ¢-PD
pairs (E,J) over (D, I) equipped with a D/I-algebra map R — E/J; we give
this category the indiscrete topology, so all presheaves are sheaves. Let Oy.crys
be the presheaf on (R/D)g.crys determined by (E, J) — E; this presheaf is nat-
urally valued in é-B-algebras. The gq-crystalline cohomology of R relative to D,
denoted ¢Q2g/p, is defined as RI'((R/D)g-crys; Og-crys), viewed as a (p, [plq)-
complete commutative algebra object in D(D) equipped with a ¢p-semilinear
endomorphism ¢p/p.

Let us explain how to compute g-crystalline cohomology explicitly in a
manner analogous to Construction 4.18.

Construction 16.13 (Computing g-crystalline cohomology via Cech-Alex-
ander complexes). Choose a derived (p, [p]q)-complete polynomial D-algebra
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P with a surjection P — R over D with kernel Jy. Let F' be the free derived
(p, [plq)-complete d-D-algebra on P, and write J = (JoF)" for the derived
(p, [plq)-complete ideal in F generated by Jo. Form the Cech nerves P* and F*®
of D — P and D — F respectively. We then have a map P®* — F'* expressing
F* as the free derived (p, [p]q)-complete 6-D-algebra on P®. Let J§ C P* be
the kernel of the surjection P* — P — R, and let J® := (JJF*)" C F* be
the corresponding derived (p, [p]y)-complete ideal of F* (so J° = J). Then
the natural D-algebra map R ~ P*/J$ — F*/J* is identified with the de-
rived p-completed Cech nerve of the map R — F/J obtained via base change
from P — F': this follows by pushing out P®* — F* first along P* — P and
then P — R. The kernel of each augmentation P — P — R is generated
by I and, locally on Spec(P), by a filtered colimit of ideals generated by se-
quences that are (p, [p]q)-completely regular relative to D. We may then apply
Lemma 16.10 to the ideals J* C F'*® obtain a cosimplicial ¢-PD thickening
Dyje o(F*®) — F*/J*® with kernel K*. In particular, this yields a cosimplicial
object (Dje 4(F*®),K®) € (R/D)gcrys- By construction, this cosimplicial ob-
ject is the Cech nerve in (R/D)gcrys of its 0-th term D, (F). Moreover, using
the freeness of P (as a D-algebra) and F' (as a d-D-algebra), one checks (as in
Construction 4.17) that this O-th term D ,(F') is a weakly initial object. Conse-
quently, by Cech theory, we learn that the limit of D je ,(F'®) computes ¢Qg/p.

THEOREM 16.14 (g-crystalline and crystalline cohomology). There is a
canonical identification

9pEpD/(a ~1) = RLers(R/(D/ (g — 1))

Proof. We use the complex D je ,(F*) from Construction 16.13 to compute
qQg. Applying the functor —@éD /(q—1) of p-completed derived base change
along D — D/(¢—1), and using Lemma 16.5(3), we learn that qQD@éD/(q—l)
is computed by the cosimplicial D/(q — 1)-complex pJqu(F°)@éD/(q —1).
Lemma 16.10(3) then shows that this base change is a Cech-Alexander complex
computing Rl¢rys(R/(D/(q — 1))), proving the theorem. O

Remark 16.15 (Globalization). Let us briefly explain two equivalent ap-
proaches to defining g-crystalline complexes for not necessarily affine smooth
p-adic formal schemes X/(D/I).

(1) Theorem 16.14 together with Zariski descent for crystalline cohomology
implies that the functor carrying a p-completely smooth D/I-algebra R
to the (p, [p]q)-complete Ew-D-algebra ¢Q2g/p is naturally a sheaf for the
Zariski topology: by derived Nakayama, the isomorphy of a map of de-
rived (p, [p]q)-complete D-complexes can be checked after p-completed base
change along D — D/(q—1) as D is derived (¢—1)-complete. Consequently,
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we obtain a sheaf ¢{dx,p of Eoo-D-algebras on the Zariski site of X ad-
mitting a comparison analogous of Theorem 16.14 with the pushforward
of the crystalline structure structure along the standard comparison map
(X/(D/(qg = 1)))erys — X between the crystalline and Zariski sites.

(2) Define a ringed g-crystalline site ((X/D)g-crys, Og-crys) With a morphism
ug/p : (X/D)geys — X, and set ¢Qx/p = Rux/p«Ogcrys as follows:
The objects of (X/D)g.crys are given by ¢-PD pairs (E,J) over (D,I)
together with D/I-maps Spf(F/J) — X, while the topology is deter-
mined by finite families of maps {(E, J) — (E;, J;)}i=1,..n of ¢-PD pairs
in (X/D)g-crys with the property that the map E — []; E; is a (p, [plg)-
completed Zariski cover and such that E/ J@éEl ~ FE;/J; for all i. The
morphism uy,p is obtained by deforming Zariski covers along ¢-PD thick-
enings, using Lemma 16.5(5) to extend ¢-PD structures along (p, [plq)-
completeted Zariski localizations.

As the affine case suffices for our applications, and in view of the relatively
simple construction in (1), we do not develop the definition in (2) further in
this paper.

Remark 16.16 (Computing g-crystalline cohomology via “small” Cech-Alex-
ander complexes). There is a variant of Construction 16.13 with much smaller
objects that produces a quasi-isomorphic output. For instance, choose a
(p, [plq)-completely smooth §-D-algebra P with a surjection P — R of D-
algebras. Let P* be the derived (p, [p],)-completed Cech nerve of D — P,
and let J* C P*® be the kernel of P* — R. The kernel of each augmenta-
tion P* — P — R is generated by I and, locally on SpecP, by sequences
that are (p, [p]q)-completely regular relative to D. Consequently, applying
Lemma 16.10, we obtain a cosimplicial diagram D je 4(P*®) in (R/D)gcrys- The
limit of this complex still computes ¢€2r/p. Indeed, this follows by running
through the proof of Theorem 16.14 with D je ,(P*) instead, and observing
that classical crystalline cohomology can be computed by the cosimplicial
ring Dje(P®) ~ Dye ,(P®)/(¢ — 1) formed by the p-completed PD-envelope
of J®* C P°*; this cosimplicial ring is the Cech-Alexander complex of the PD-
thickening D j0(P°) of R relative to D, and this latter object is weakly initial
amongst all PD-thickenings of R relative to D. In particular, it is often conve-
nient to let P simply be a (p, I)-completely smooth lift of R along D — D/I.

THEOREM 16.17 (Invariance under ¢-PD thickenings of the base). Let
(D, J) — (D, I) be a morphism of q-PD pairs that is the identity on underlying
§-rings. (For example, take J = (¢—1).) Let R be a p-completely smooth D/.J-
algebra lifting R along D/J — D/I. Then there is a canonical identification
qQR/D ~qQpr/p.
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Proof. Let us first observe that if (E,K) € (R/ D) g-crys, then the natural
map F — E/K ~ R — Ris surjective and a ¢-PD thickening; surjectivity
follows from that of R — R (which holds true as it does so modulo p), while
the rest follows as the kernel can be described as the smallest derived (p, [p]q)-
complete ideal of F generated by K and IE. This construction gives a functor
(R/D)gecrys = (R/D)gcrys that does not change the underlying - D-algebra,
and thus yields a canonical map ¢€25 D~ qQr/p- It now follows by inspection
of the proof of Lemma 16.10 that the Cech-Alexander complex used to compute

q also computes ¢{2g/p. ([

R/D

THEOREM 16.18 (g-crystalline and prismatic cohomology). Let R be a p-
completely smooth D/I-algebra. Let R be the p-completely smooth D/([pl,)-
algebra defined via p-completed base change along the map D/I — D/([plq)
induced by ¢p. Writing AR<1>/D for the prismatic cohomology of RV relative to
the bounded prism (D, [plq), there is a canonical isomorphism Apay/p = 4QR)D-

Proof. Let us first describe a canonical map AR(U/D — qQg/p. For this,
it is enough to explain how each (E,J) € (R/D)gcys functorially yields an
object (E — E/([ply) + RWY) of (RW/D),. As E — E/J = R is a ¢-PD
thickening, we have ¢g(J) C [pl¢F, so ¢ yields a map R = E/J — E/([plq)
that is linear over ¢p. By linearization, this can be viewed as a D-linear map
RM — F/(pl,), which then gives the desired object (E — E/([p],) + RWM)
of (RV/D),.

We have constructed the map o : Agq) /D~ qQr/p- It remains to check
that « is an isomorphism. We are now allowed to make choices. In particular,
using Theorem 16.17, we may assume I = (¢ — 1); here we implicitly use that
R lifts to a p-completely smooth algebra along D/(q — 1) — D/I. To check
a is an isomorphism, it suffices to do so after (p, [p]y)-completed derived base
change along D — D/(q — 1) by Lemma 16.5(2). Now D — D/(q — 1) refines
to a map (D, ([plq)) = (D/(q — 1), (p)) of prisms by our assumptions on D.

So base change for prismatic cohomology identifies A p1) / D@ZD /(g — 1) with

AR“)/(D/(q_l))’ where B is the smooth D/(p,q — 1)-algebra defined by R()
via base change. Using base change for prismatic cohomology again, this can

also be written as PDLR/(D/(g-1)) where R is the D/(p, q — 1)-algebra defined

by R via base change (i.e, R = R/p, so ﬁ(l) is the Frobenius twist of R relative
to D/(q¢—1,p), as the notation suggests). But Theorem 5.2 identifies this with
RU¢ys(R/(D/(q—1))), which coincides with RTcrys(R/(D/(g—1))) and hence

also qQR/D@éD/(q — 1) by Theorem 16.14. O

16.3. g-de Rham cohomology. In this section, we fix a ¢-PD pair (D, I)
with D being A-flat as well as a p-completely smooth D/I-algebra R.
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Construction 16.19 (The g-de Rham complex of a framed D-algebra). A
framed D-algebra is a pair (P,S), where P is a p-completely ind-smooth D-
algebra and S C P is a set of p-completely ind-étale co-ordinates; i.e., the map
O : D[S] := D[{Xs}ses|] — P is p-completely ind-étale. There are unique
(and compatible) d-D-algebra structures on D[S] and P determined by the
requirement §(Xs) = 0 for all s € S. For each s € S, there is a unique 0-D-
algebra automorphism 7, of D[S] given by scaling X, — ¢Xs and X; — X;
for t # s. As this automorphism is congruent to the identity modulo the
topologically nilpotent element ¢ X — Xj, it extends uniquely to a J-D-algebra
automorphism ~s of P that is also congruent to the identity modulo ¢ X — Xj.
Since D was A-flat, the same holds true for P. In particular, ¢Xs — X, is a
nonzerodivisor on P, so we obtain a g-derivation V,, : P — P given by the
formula

L ’Vs(f ) B f
P gXs - X

Note that V , lifts the derivative %(—) on both D[S]/(¢—1) and P/(q—1).
This is clear for D[S] by explicit computation and follows for P by formal
étaleness.?! Varying s we can assemble these g-derivations into a map

\Y

. 1 — P
Vg:P = Qpgi= @SGSPdXS
given by the rule Vy(f) := > V4 s(f)dX,. Taking the Koszul complex on the
commuting endomorphisms V, s, we obtain the ¢g-de Rham complex
*,] v \Y%
4 = (P 0 Qb 0 Q3 )

regarded as a chain complex of D-modules. This construction has the following
functoriality property: given two framed D-algebras (P, S) and (P’,S’) as well
as a map P — P’ of D-algebras carrying S into S’, we obtain an induced
*,0J
P/D

Construction 16.20 (The ¢g-de Rham complex of a framed ¢-PD pair). A
framed q-PD datum is a triple (P, S,J), where (P,S) is a framed D-algebra
as in Construction 16.19 and J C P is the kernel of a D-algebra surjection
P — R. Let Dj4(P) be the ¢-PD envelope as in Construction 16.10. We have

the following:

morphism ¢Q7%;,, — quD’,D/ p of chain complexes.

2'More precisely, as (¢—1) is a nonzerodivisor on P, it suffices to check that the endomor-
phism f — vs(f) — f of P coincides with X, - aixs(—) modulo (¢ — 1)?, which follows from
formal étaleness of D[S] — P and the interpretation of the endomorphism f +— v,(f) — f of
D[S]/(q—1)? as the element of H°(Tp(s;;p ®p (g —1)/(q — 1)?) classifying the infinitesimal
automorphism v, of the square-zero extension D[S]/(¢ — 1)*> — D[S]/(q — 1).
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LEMMA 16.21. Foreach s € S, the automorphism s of P extends uniquely
to an automorphism of Dj,(P) that is congruent to the identity modulo
qXs — Xs.

Proof. We will check that 7, extends to Dj, as an endomorphism that
is congruent to the identity modulo ¢X; — Xj; this will force the extension
to be an automorphism, proving the lemma. Consider the composition P HAN
P — Dj,(P). As all rings in sight are A-flat, it suffices to show that this
composition carries ¢(f) into [plqDjq(P) for all f € J. As v, is congruent to
the identity modulo ¢X; — X, for any f € P, we can write

Ys(f) = f+ (g —1)Xsg

for suitable g € P. Applying ¢ shows

¢(vs(f) = o(f) + [plg - (¢ = 1) - XT - 6(9)-

As ¢(f) € [plqDjq(P) for f € J, the same must hold true for ¢(vs(f)) by the
previous formula. This proves that v, extends to D, as an endomorphism.
In fact, this formula also shows that the resulting endomorphism of D, is
congruent to the identity modulo ¢X; — X, as wanted. O

We can thus define g-derivatives Vs of D, by the same formula as in
Construction 16.19; note that these derivatives continue to lift the operator E)LXS
on Dj,/(qg —1). This follows by identifying the latter as the PDenvelope of
P/(g—1) — R and reducing to the analogous statement for P using torsionfree-
ness and density. Taking the Koszul complex of the commuting endomorphisms

Vg,s as in Construction 16.19, we obtain a ¢-dR complex

* \Y% —~ \Y% —~

qQﬁ?q(P)/D = (DJ,q(P) — Djy(P)2pQpp — Dyq(P)RpQ}p — )v

regarded as a chain complex of D-modules. The construction (P,S,.J) —

qQBE‘ (P)/D has the following functoriality property: given two framed ¢-PD
»q

data (P, S,J) and (P’,S’,J') and a map P — P’ of D-algebras carrying S into

*,0]
/D 7 qQDnyq(P’)/D'

To see this, it suffices to show that for any ¢t € " —im(S), we have an equality

S’ and J into J’, we obtain an induced morphism qQB? P)
»q

7t o @ = a of morphisms, where a : Dj4(P) — Dy 4(P’) is the map induced
by the given map P — P’ and +; denotes the endomorphism of Dy ,(P’)
attached to t € S’ coming from Construction 16.20. This identity holds true
after evaluation on each of the étale co-ordinates X; € P ast € S’ —im(S); the
rest follows by (p, I)-complete étaleness of the framing A[{X;}]ses — P, the
[p]q-torsionfreeness of Dy ,(P’), and the fact that Dj,(P) is generated as a
(p, I)-complete 6-A-algebra by elements of the form f/[p], for suitable f € P.
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THEOREM 16.22 (¢-de Rham and g-crystalline comparison). Let (P, S, J)
be a framed q-PD datum in the sense of Construction 16.20. Then there is a

. .. . *,0]
canonical quasi-isomorphism q§dg/p ~ qQDJ,q(P)/D.

The proof given below follows the cosimplicial proof of the crystalline-de
Rham comparison in [Stacks, Tag 07LG].

Proof. Consider the Cech nerve P* of D — P. The étale co-ordinates S
on P = PY naturally define étale co-ordinates S® on P*® by taking coproducts,
yielding a cosimplicial framed D-algebra (P®, S®). Likewise, letting J* C P*® be
the cosimplicial ideal defined as the kernel of the augmentation P* — P — R,

we obtain a cosimplicial framed ¢-PD datum (P*®,S*®, J*®). Applying Construc-
*,0]
Dje ,(P*

plicial D-module M** given by the “i-th row” is acyclic (even homotopy equiv-

tion 16.20, we obtain a cosimplicial complex M** := ¢} ) The cosim-

alent to 0 as a cosimplicial module) for i > 0 by a standard argument. (See
[Stacks, Tag 07JP| for the analogous assertion in crystalline cohomology.) On
the other hand, for any face map P* — P7 in the cosimplicial ring P*®, the
induced map M®* — MJ* of chain complexes is a quasi-isomorphism; this
holds true modulo (¢ — 1) by the Poincaré lemma, and thus holds true by
(¢ — 1)-completeness. It formally follows that the chain complex attached to
the cosimplicial D-module M*? is quasi-isomorphic to the 0-th column M0*.
The former computes ¢{2g,p, while the latter is qQBSq( P)/D’
desired quasi-isomorphism. O

so we obtain the

17. Comparison with AQ

In this section, we fix a perfectoid field C of characteristic 0 containing
Hpoo as well as a p-completely smooth O¢-algebra R. The goal of this section is
to prove the comparison between the prismatic cohomology of R and the A€)-
complexes defined in [BMS18| via the intermediary of ¢-de Rham cohomology.
Let us introduce the relevant notation first.

Notation 17.1. Choosing a compatible system {(y» € ppn (C)} of primitive
p-power roots of 1, we obtain the rank 1 element ¢ = [¢] € A = Aj(O¢),
where € = (1,(,,...) € O%. This allows us to view A as a perfect §-Z,[q — 1]-
algebra that is (p, ¢—1)-completely flat and thus also genuinely flat (see [Bha20,
Lemma 5.15]). Let £ = ¢~ 1([p],), so (4, €) is a ¢-PD pair corresponding to the
¢-PD thickening A — A/(£) = Oc¢.

With this notation, our goal is to show the following;:
THEOREM 17.2. There is a canonical isomorphism Qg /4~ AQg, and thus

AQp 2 qQpja = Bray s = Pabpa-
All these maps are isomorphisms of Eoo-A-algebras compatible with the Frobe-
nius.
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Remark 17.3. The proof will a priori give an isomorphism of F;-A-algebras
functorially in R and compatibly with the Frobenius. However, this can be up-
graded to an isomorphism of F.-A-algebras a posteriori: By left Kan extension,
one can extend both sides to quasiregular semiperfectoid R-algebras, where it
induces an isomorphism (as associative rings) of discrete commutative rings,
which then tautologically upgrades to an isomorphism as F..-rings. Now by
quasisyntomic descent, one gets the desired isomorphism of F..-A-algebras.

Proof. We shall build a functorial map pr : ¢Q2g/4 — AR by constructing
one between functorial representatives of both sides; to check that this is a
quasi-isomorphism, we give an abstract argument (ultimately reducing to the
Hodge-Tate comparison theorem for both sides). In fact, it suffices to build a
strictly functorial map under the additional assumption that R is very small,
i.e., when R/p is generated over O¢ /p by units; the comparison map for general
R is then obtained by glueing as any smooth formal O¢-scheme has a basis of
opens of the form Spf(R) with R very small. For the rest of the proof, we
assume R is very small.

Before introducing the complexes, we need some notation. Let S = R*
and let Cg be the collection of all finite subsets > C S large enough to gen-
erate R, i.e., such that the induced map A[{zF'}scx]" — R (or equivalently
Ocl{zF'}sex]” — R) is surjective; thus, the inclusion relation amongst subsets
of S turns Cg into a filtered poset. For each ¥ € Cg, let Px = A[{zf!}sex]?
be the formal torus over A with variables indexed by 3J; we endow Py, with the
d-structure defined by 0(xs) = 0 for all s € X. Moreover, for each s € X, we
have the automorphism -, of Ps, given by scaling x by ¢ and fixing x; for t # s.

Elaborating on the strategy above, in the proof below, we shall build, for
each 3 € Cg, explicit functorial complexes computing ¢{2g,4 and AQpg/4 and
a natural (in R and a choice of ¥ € Cg) quasi-isomorphism between them. By
naturality in X, passage to the colimit over all 3 will yield a natural (in R)
quasi-isomorphism ¢Q2r /4 — AQpg/4 intrinsic to the very small algebra R.

Computing qS2r/a by an explicit and functorial complez. Fix ¥ € Cg.
Write Dy, (Ps) for the ¢-PD envelope of the surjection P, = R. By Theo-
rem 16.22, we can then compute ¢€2r/4 by the complex

KOSC(DJz,q(PZ)§ {vq,s}seE)-

As the formation of these complexes is functorial in ¥ € Cg (see discussion be-
fore Theorem 16.22), we can take a colimit to see that g2 /4 is also computed
by the complex

(16) colim Kos.(D j,. ¢(Ps); {Vgq,s}sex)s
YeCg

which is an explicit complex functorial in the very small algebra R.
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Computing AQg by an explicit and functorial complex. Fix ¥ € Cg, and
let Ay, := []sex Zp(1) be the displayed profinite group. Formally extracting all
p-power roots of the z,’s gives a pro-étale Ax-torsor over R[1/p]. Let Ry o be
the p-completed integral closure of R in this extension of R[1/p]. It is then stan-
dard that Ry is perfectoid,?? and the map Spa(Rs [1/p]) — Spa(R[1/p])
is a pro-étale Ax-torsor. Consider the complex

anlKOSc(Ainf(RE,oo)a {Us - 1}562)7

where o, denotes the automorphism induced by the s-th basis vector of Asy.
Note that the complex Kos.(Ainf(Rs,00); {0s — 1}sex) computes the continu-
ous group cohomology of Ay acting on Ajnt(Rx o) by [BMS18, Lemma 7.3].
Moreover, this construction is evidently functorial in enlarging ¥, so we may
pass to the limit to form the complex

(17) colim nq—lKOSC(Ainf(RZ,OO)v {Us - 1}562)7
YeSs

which is an explicit complex functorial in the very small algebra R. Using
the arguments in [BMS18, §9], one checks that this explicit functorial complex
computes AQp. In fact, for a cofinal collection of ¥ € Cg (more precisely, any
Y. containing a subset {z1,...,z,} C X of units defining a formally étale map
Oclzi, ..., 2 — R), the complex 1, 1Kos.(Aint(Rs.00), {05 — 1}sex) al-

ready computes AQg by |[BMS18, Th. 9.4 (iii)| and the criterion in [Bhal8b,
Lemma 5.14].

Constructing the comparison map pg : ¢Slg/a — AQg. To construct a
functorial comparison map using the complexes described above in (16) and
(17), it suffices to construct, for each ¥ € Cg, a natural (in R and the chosen
¥ € Cs) map

po : Dy q(Ps) = Ainf(Ry 00)
of Ajy¢-algebras that intertwines - on the left with o on the right and is
compatible with enlarging .. Indeed, we will then get a map
Kos¢(D g ,q(P5); {Vg,stsexn) = ng—1Kosc(D g q(Po); {75 — 1}sex)
= Ng—1Kosc(Aint (Ry,00); {05 — 1}sex)
also compatible with enlarging 3, so we can then pass to the limit over 3 € Cg

to obtain a desired comparison map between the explicit complexes constructed
earlier.

22This follows from [Sch15, §I1.2] in general. For our application, it suffices to consider

sufficiently large > € Cg, so we may assume that ¥ contains a subset {z1,...,z,} C X of
units defining a formally étale map Oc[zi!, ..., zf']" — R; in this case, the perfectoidness

claim also follows from almost purity.
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To construct the comparison map p desired above, let Py — Py o be
the (p, I)-completed perfection. Write Py, := Px/(£), etc. Note that Ps o
is a perfect (p,£)-completely flat §-ring over Ajn¢, so Px o is perfectoid and
Ps oo =~ Aint(Ps ). Moreover, the perfectoid ring P o is obtained from Ps
by formally extracting all p-power roots of the z,’s, so there is a natural Ax-
action on Pg . Applying Aj,¢(—), we obtain a Ay-action on Ps o with the
property that the automorphism o of Py o induced by the s-th basis vector
es € Ay lies over the automorphism v, of Ps. We can relate the objects over

Ps, and over R in the following commutative diagram:

PE I PE,OO =~ Ainf(PE,oo) I Ainf(RZ,oo)

|

P, Ps o
R R@gpz,oo RZ,OO:

where all maps in the top horizontal row are §-maps, all vertical maps are sur-
jective, and the two smaller squares on the left are pushout squares. For each
s € 3, the automorphism o of Ajy(Ry ) is compatible with corresponding
automorphism of Py, o, and hence also with the automorphism ~, of Py.

As Aini(Rs,00) = Ry is a ¢-PD thickening, the outer square in the
above commutative diagram shows that the 6-map Ps; = Ainf(Rx o0) extends
uniquely to a §-A-map Dy, 4(Ps) — Aint(Rx,00). It also follows by uniqueness
that the induced vs-action on D ,(Ps) is compatible with the og-action on
Aint(Ry o0). The maps

Dy q(Ps) =+ Dy q(Ps) = Aut (B 00)
and
Dy o(Ps) = Aint(Ry,00) = Aint(Rs,00)
of §-A-algebras are induced by the universal property of ¢-PD envelopes from
the maps
Py % Py — Aie(Ry00) and Py — Apg(Rsco) =2 Aimt(Ry.0)s

so the former pair must coincide as the latter pair does. This gives the promised
map fo : Dy ¢(Ps) = Aint(Rx o0) of 6-rings that intertwines the v, automor-
phism of the source with the o, automorphism of the target, and thus also a
comparison map

BR:qQr/A — AQR
by the explicit complexes constructed above.
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Proving that pug is an isomorphism. To check that ug is an isomorphism,
we use the criterion in Lemma 17.4 with d = [p],. By Theorem 16.18, we
can identify ¢Q2p 4 =~ AR<1)/A, where RV .= R @ Aye,0 A By the Hodge-Tate
comparison for Apa) /As We then obtain a canonical map

Mgy a t BY = H(qQp)4/Ip]y)

that induces an isomorphism

QR /a1,y Far) = (H* (@2, 4/[Ple), Bp,)

of commutative differential graded A/[p|,-algebras. On the other hand, by
[BMS18, Th. 9.2] for AQg, we have a canonical identification??

Qpoy =~ AQgr/[plg

of commutative A/[p|,-algebras. This gives a comparison map
nany, : RY — HO(AQr/[py).

By the Hodge-Tate comparison [BMS18, Th. 8.3], the map naq, induces an
isomorphism

(Q*R(l)/(A/[p]q)a ddR) = (H* (AQR/[p]Q)7 /B[P]q)

of commutative differential graded A/[p],-algebras. We leave it to the reader
to check that the comparison map pp intertwines 10, , with 74, by reduc-
tion to the case where R = O¢[z™!]". Lemma 17.4 then implies that pg is an
isomorphism. O

The following abstract criterion for proving that comparison maps are
isomorphisms often allows us to bypass tedious checks (e.g., as in the proof
above).

LEMMA 17.4. Let A be a commutative ring equipped with a monzerodivi-
sord. Let R be a smooth A/d-algebra. Let E and F' be derived d-complete com-
mutative algebras in D(A) with E/d and F/d being coconnective and H*(E/d)
and H*(F/d) being strictly graded commutative. Assume we are given A/d-
algebra maps ng : R — HY(E/d) and ngp : R — H°(F/d) such that the map
(Q}}/(A/d),ddR) — (H*(E/d), Bg) induced by the universal property of the de
Rham complex is an isomorphism, and similarly for F'. Then any commutative
A-algebra map o : E — F' that intertwines ng with ngp must be an isomorphism.

ZThe Frobenius twist in (NZR(U is implicit but not mentioned in [BMS18, Th. 9.2]. The
p-completely smooth O-algebra R (corresponding to the formal scheme X) is regarded in

loc. cit. as an Ajns-algebra via the map Ains i> O — R, which is identified in the present
context with the map Ajnr %05 R g RW.
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A similar statement holds true if (A,d) is a bounded prism, R is assumed
to be p-completely smooth over A/d, and E and F are assumed to be derived
(p, d)-complete.

Proof. To show « is an isomorphism, it is enough to show that & : E/d —
F/d induces an isomorphism on H*(—). Now H*(&) is a map of graded A/d-
algebras that lifts to a map of commutative differential graded A/d-algebras
(H*(E/d),Bq) — (H*(F/d),Bq). This latter map intertwines ng with np by
assumption, so we obtain a commutative diagram

QR (a/a) dar) == (U (a/q)> dar)

e

(H*(E/d), B3) — (H*(F/d), Ba)

of maps of commutative differential graded A/d-algebras. The left and right
vertical maps are induced by g and ng and are isomorphisms by assumption.

It follows that the bottom horizontal map is also an isomorphism, as wanted.
O

18. A uniqueness criterion for comparison isomorphisms

Let (A, I) be a perfect prism corresponding a perfectoid ring R. In this
section, we show that the prismatic cohomology functor S +— Ag/r has no
non-trivial automorphisms that are compatible with the Hodge-Tate structure
map ng : S — ES/R- In particular, the comparison isomorphisms relating
prismatic cohomology to g-crystalline cohomology (Theorem 16.18), the AQ-
theory (Theorem 17.2), or the p-adic Nygaard complexes arising from topolog-
ical Hochschild homology (Theorem 13.1) are essentially unique. To formulate
our result precisely, we introduce some co-categorical notation.

Notation 18.1. Let Smp denote the category of p-completely smooth R-
algebras. Let Csy, be the oco-category of pairs (G,7n), where G : Smp —
D(p, 1)-comp(A) is a symmetric monoidal functor and 7 : id — G ®k R is a nat-
ural transformation of symmetric monoidal functors Smp — Dp_comp(R); here
G ®ﬁ R is the Dpcomp(R)-valued functor determined by S — G(.5) ®£1 R. Pris-
matic cohomology together with the Hodge-Tate comparison naturally gives an
object A_/4 € Csmp-

THEOREM 18.2. The object A_;4 € Csmp has no non-trivial endomor-
phisms, i.e., End(A_/4) = {1}.

Somewhat surprisingly, we do not need to a priori impose compatibility
with the Frobenius endomorphism of prismatic cohomology in formulating the
above uniqueness assertion.
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Proof. Let rsPerfdr denote the category of R-algebras S that are quotients
of p-completely flat perfectoid R-algebras by p-completely regular sequences
relative to R. In particular, Kos(S;p) is flat over Kos(R;p) for any such S.
Let Crsperfay, be the oo-category defined the same way as Csy, with rsPerfdg
replacing Smp. Derived prismatic cohomology and its Hodge-Tate comparison
then similarly defines an object A" /4 € CrsPerfdp- As any p-completely smooth

O-algebra S admits a quasisyntomic hypercover (or even a Cech cover) S — S*
with each S’ € rsPerfdp, it suffices by descent to show that A" /A has no non-
trivial endomorphisms. As the prismatic cohomology of any S € rsPerfdg takes
on discrete values, this reduces to the following concrete statement:

LEMMA 18.3. Assume that for each S €rsPerfdg, we are given an A-algebra
endomorphism €s of bgja with the following properties:

(1) The endomorphism eg is functorial in S.
(2) The endomorphism €s is compatible with the identity map on S under the
natural map ng : S — KS/A.

Then eg = id for all S.

Proof. Let us first check that eg = id when S is perfectoid. In this case,
we have Ag a4 = Aint(S), so €s can be regarded as an A-algebra endomorphism
of Aine(S). By A-linearity, this endomorphism carries I Aj¢(R) to itself. As
any endomorphism of a perfect p-complete d-ring is automatically compatible
with the o-structure (Corollary 2.31), we may regard e€g as an endomorphism of
the perfect prism (Ajne(S), [Aine(S)). By assumption (2), this endomorphism
gives the trivial endomorphism of S = A;j¢(S)/IAjne(S). By Theorem 3.10, it
follows that eg = id for perfectoid S.

Now fix some S € rsPerfdp. By assumption, we can write

S:R//(f17-~7f7“)7

where R’ is a p-completely flat perfectoid R-algebra and fi,..., f, is a sequence
in S that is p-completely regular relative to R. Then Ap 4 = At (R, so
Dgya is naturally a J-Aj,¢(R')-algebra. Moreover, if we fix a distinguished
element d € I as well as g; € Aje(R) lifting f; € S for i = 1,...,r, then the
presentation S = R'/(f1,..., fr) gives a presentation of Ag/4 as the 0-Aje(R)-
algebra Ajn¢(S){%,..., % }" obtained by freely adjoining % for i =1,...,7 to
Aine(S) in the world of (p, d)-complete simplicial §-rings. Applying assumption
(1) to the map R’ — S, we obtain the commutative diagram
Ainf(R/) — Ainf(R/) g?llv ) %}/\

€s

Ainf(R/)ﬂ) inf(R/){%a"'7%}/\'

-
a
o)
<
-
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We must show that the A-module endomorphism eg — id of

Aume(R) {2, QL}A

d’" 7 d
is identically 0. Equivalently, if K denotes the kernel of this map, we must
show K = Amf(R’) 9., %} By construction, K is an A-submodule of
Aig (R %, ..., &1 that has the following stability properties:

(1) K is stable under taking powers; i.e., if f € K, then f™ € K for all n > 0.
The kernel of a difference of ring homomorphisms always has this property.
(2) K is naturally linear over Aj,s(R'), not merely A: we have ep = id by the
previously settled perfectoid case, so both e€g and id are Ainf(R’)—algebra

maps. In particular, the image of Aj¢(R') in Ajne(R){%, ..., 4} lies in
K.

(3) K is saturated in Ajn¢(R){%,..., %} with respect to multiplication by
both p as well as ¢"(d) for all n> O Indeed, Aine(R){%, ..., &} is (p,d)-

completely flat over A (Proposition 3.13). In partlcular by Lemma 3.7(2),
the element p as well as all the Frobenius powers ¢™(d) for n > 0 are nonze-
rodivisors in this A-module, and hence the kernel of any endomorphism of
this Ajpe(R’)-module has the stated saturation property.

We now show that K = Aje(R){%,..., %} As K is derived (p, [p]q)-
complete and an Ajy¢(R’)-module by property (2), it suﬂﬁces to check that
a topological generating set for the Ajn¢(R')-module Ajpe(R){%,..., L& }" lies
in K. Using the operations {d, },>0 of Joyal (Remarks 2.13 and 2 14), it suffices
to check that 0,(%) € K for all n > 0 and all . We check this by induction
on n (and fixed z) For n = 0, we must check that % € K. But g; € K by
property (2), and hence % € K by the d-saturatedness of K from property (3).
Assume now that §;(%) E K for j < n. To show 0,41(%) € K, we use the

formula
1

o (8) - B e () s (4 4 (4)

The term on the left lies in K; this follows after multiplication by ¢™*!(d) using
property (2), and hence holds true on the nose as K is ¢"*1(d)-saturated by
property (3). Moreover, all terms on the right except the last one also lie in K;
this follows by induction and property (1). Thus, the last term p"t16, (%)
also lies in K. As K is p-saturated by property (3), it follows that 6,11(%) € K
as well, which finishes the induction. U
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