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Programmable quantum systems based on Rydberg atom arrays have recently been used for hardware-
efficient tests of quantum optimization algorithms [Ebadi et al., Science, 376, 1209 (2022)] with hundreds
of qubits. In particular, the maximum independent set problem on so-called unit-disk graphs, was shown
to be efficiently encodable in such a quantum system. Here, we extend the classes of problems that can
be efficiently encoded in Rydberg arrays by constructing explicit mappings from a wide class of problems
to maximum-weighted independent set problems on unit-disk graphs, with at most a quadratic overhead
in the number of qubits. We analyze several examples, including maximum-weighted independent set on
graphs with arbitrary connectivity, quadratic unconstrained binary optimization problems with arbitrary
or restricted connectivity, and integer factorization. Numerical simulations on small system sizes indicate
that the adiabatic time scale for solving the mapped problems is strongly correlated with that of the orig-
inal problems. Our work provides a blueprint for using Rydberg atom arrays to solve a wide range of
combinatorial optimization problems with arbitrary connectivity, beyond the restrictions imposed by the

hardware geometry.
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L. INTRODUCTION

Quantum optimization algorithms aim to solve combi-
natorial optimization problems [1,2] by utilizing controlled
dynamics of quantum many-body systems. The key idea
underlying this paradigm is to steer the dynamics of quan-
tum systems such that their final states provide solutions
to the optimization problem of interest. Such dynamics are
often achieved either via the adiabatic principle in quantum
annealing algorithms (QAAs) [3—7], or by employing more
general, variational approaches, as exemplified by quan-
tum approximate optimization algorithms (QAOAs) [8]. A
popular approach to design such quantum algorithms is to
formulate the optimization problem in terms of a classical
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spin model [9] that can be implemented on special-purpose
quantum hardware.

An exciting possibility in this context is offered by Ryd-
berg atom arrays [10]. Owing to the Rydberg-blockade
mechanism [ 10—12], these systems realize spin models that
naturally encode a paradigmatic combinatorial optimiza-
tion problem, namely the maximum independent set (MIS)
problem on a special class of geometric graphs, called
unit-disk graphs (UDGs) [13]. This allows a direct imple-
mentation of a variety of quantum optimization algorithms
on this platform [10,13,14]. Remarkably, first experiments
exploring this approach [10] observed a superlinear quan-
tum speedup over optimized classical simulated annealing
for finding exact solutions for some of the hardest acces-
sible graphs. However, the restriction to unit-disk graphs
limits the applicability of this approach. Overcoming this
limitation is one of the major challenges for exploring
quantum optimization on a much wider range of optimiza-
tion problems, including several problems of industrial
relevance [15].

Approaches to extend the applicability of Rydberg atom
arrays beyond UDGs have been recently explored in
Refs. [14,16], but they are either limited to a specific class
of graphs [16], or require three-dimensional arrays [14],

Published by the American Physical Society


https://orcid.org/0000-0003-1635-2679
https://orcid.org/0000-0001-7237-0789
https://orcid.org/0000-0003-2144-536X
https://crossmark.crossref.org/dialog/?doi=10.1103/PRXQuantum.4.010316&domain=pdf&date_stamp=2023-02-14
http://dx.doi.org/10.1103/PRXQuantum.4.010316
https://creativecommons.org/licenses/by/4.0/

MINH-THI NGUYEN et al.

PRX QUANTUM 4, 010316 (2023)

and both require bespoke encoding for each problem graph
with unclear overhead for general graphs. Alternatively,
other schemes that can map arbitrary nonlocal interac-
tions into local ones have been proposed [17,18], but their
implementations are experimentally even more demand-
ing, requiring either four-body interactions [17,19] or the
use of tunable Ising interactions [18].

In this paper, we introduce a new, systematic approach
to encode optimization problems with arbitrary connectiv-
ity into Rydberg atom arrays. Our scheme requires only
two-dimensional (2D) atom trapping and the Rydberg-
blockade mechanism as the main ingredients, both of
which have been demonstrated already on current Rydberg
atom array platforms with high fidelity [10] (see Fig. 1).
Importantly, our encoding is constructive and efficient as
it incurs only a minimal, quadratic overhead in the num-
ber of qubits. We specifically discuss our approach on the
paradigmatic optimization problems including maximum-
weight independent set (MWIS) problems on arbitrary
graphs, arbitrary quadratic unconstrained binary optimiza-
tion (QUBO) or Ising problems. In addition, we apply
our method to generic constraint-satisfaction problems and
show how integer factorization can be mapped to Ryd-
berg atom arrangements. Finally, we perform numerical
simulations on small system sizes comparing the adiabatic

(a) Computational Problem (d) Solution

1

(c) MWIS on Rydberg platform
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(b) Unit-Disk Encoding
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FIG. 1. Procedure to solve a variety of optimization problems
using programmable Rydberg atom arrays. The original compu-
tational problem (a) can be mapped onto a MWIS problem on
a UDG in (b). (c) Physical platform, where each vertex in (b)
represents an atom trapped by optical tweezers. Each two-level
atom can be coherently driven with Rabi frequency €2 and detun-
ing A, and the Rydberg-blockade mechanism prevents two atoms
from being simultaneously excited to state |1) if they are within
a unit distance . (d) The solution to the UDG-MWIS problem
encodes the solution to the original problem.

time scale for original MWIS on non-UDG graphs to that
of the mapped problem and observe strong correlations
that suggest the encoding does not negatively impact the
performance of quantum algorithms.

We note that MIS on UDGs is known to be NP-complete
[20], so in principle any NP problem can be reduced to MIS
on UDGs with a polynomial overhead. Specific, formal
reduction sequences have, for example, been considered in
Ref. [10], but direct application of the prescribed reduction
method requires at least O(N®) overhead. It is important
for near-term implementation on quantum machines to find
a low-overhead, explicit mapping, which is the main result
of our work.

II. OVERVIEW OF MAIN RESULTS

In this section, we provide an overview of the main
results of this work. The main ideas are summarized in
Figs. 1 and 2. Given a computation problem, we map it
to a UDG-MWIS problem (i.e., a MWIS problem on a
UDG) using a novel encoding scheme. The resulting UDG-
MWIS is the native problem for Rydberg atom array plat-
forms allowing a direct implementation of QAA or QAOA
for its solution [10,13]. The solution for the UDG-MWIS
obtained on the quantum device can then be mapped back
to a solution for the original computation problem. The key
result of this work is to provide a general framework for the
low-overhead, efficient, and explicit mapping.

The main idea underlying our encoding is summarized
in Fig. 2 for three examples discussed in detail in this
work: MWIS on general (non-unit-disk) graphs, QUBO
and Ising problems with arbitrary connectivity, and inte-
ger factorization [21]. The general framework for mapping
combinatorial optimization problems defined on graphs
can be seen in Figs. 2(a)}-2(d). First, the variables corre-
sponding to vertices in the original graph can be encoded
in one-dimensional chains of atoms using the copy gadget.
These chains (represented by lines) are then arranged in
the form of a crossing lattice shown in Fig. 2(b), exhibit-
ing exactly one crossing between each pair of lines. For
each such crossing, we use additional gadgets—the cross-
ing gadget and the crossing-with-edge gadget— to encode
the presence (and strength) or absence of an interaction for
each pair of lines. All these gadgets are carefully designed
such that the resulting graph is a UDG (embedded on a
square lattice), and the solution of the original problem is
encoded in its MWIS. The mapping for the factoring prob-
lem follows a similar strategy [Figs. 2(e)}-2(g)]: we first
encode the problem of finding the prime factors of a N-bit
integer into an optimization problem; with the help of a
crossing lattice and a properly designed factoring gadget,
this optimization problem is then transformed to a UDG-
MWIS problem. In all cases, the overhead in the number
of qubits is at most O(N?), which is optimal for arbitrary
connectivity [22].
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FIG. 2. Architecture of UDG-MWIS mapping for three example problems. (a) Example non-UDG represented by G = (V, E) for the
MWIS and QUBO problems. (b) Crossing lattice used to construct UDG-MWIS mappings. Vertices in (a) are binary variables that can
be represented effectively by lines to construct the lattice. Intersections in the lattice allow arbitrary connectivity between the variables,
abstractly represented by squares. The lattice mimics an upper triangular adjacency matrix A, where for two vertices {v,w} € V,
Ay = 1if (v,w) € E and 4,,, = 0 otherwise, represented abstractly by a filled and empty square here, respectively. (c) Final UDG-
MWIS representation of the original MWIS problem on general graphs. (d) Final UDG-MWIS representation of the original QUBO
and Ising problem. (e),(f),(g) Similar encoding procedure for the integer factorization problem for the example 6 = 2 x 3, with the

corresponding UDG-MWIS representation shown in (g).

The paper is organized as follows. Section I1I introduces
Rydberg atom arrays and explains the natural encoding
of UDG-MWIS on the platform. Section IV outlines the
basic encoding gadgets by first showing MWIS gadgets
for simple constraint-satisfaction problems. Then, some
useful mapping gadgets are presented, including the copy
gadget, the crossing gadget, and the crossing-with-edge
gadget. Section V uses the above gadgets and the idea
of a crossing lattice to construct the explicit mapping to
UDG-MWIS from three example applications: MWIS on
general graphs, QUBO, and integer factorization. Addi-
tional gadgets and problem-specific details are presented.
Section VI studies the performance of quantum algorithms
before and after the mapping, focusing on the example of
the MWIS problem from a general graph to UDG mapping.
Finally, Sec. VII concludes the paper and outlines some
next steps and challenges. The Appendix includes more

details on strategies for overhead reduction and simplifi-
cation in Appendix A, a discussion on local defects and
MWIS guarantees in Appendix B, a more efficient map-
ping for problems with local connectivity in Appendix C,
and more details on the construction of the factoring gadget
in Appendix D.

III. BACKGROUND
A. Rydberg atom arrays

This work is primarily motivated by recent advances
in experiments with Rydberg atom arrays using neutral
atoms in optical tweezers [16,23—33]. In these systems,
atoms can be deterministically placed at programmable
positions in two dimensions [10,26,27]. Each atom real-
izes a qubit with an internal ground state representing |0)
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and a highly excited, long-lived Rydberg state represent-
ing [1). The atoms can be coherently manipulated with
laser fields and interact pairwise via induced dipole-dipole
interactions when two atoms are in the Rydberg state.
Specifically, the laser-induced quantum dynamics of this
system can be described by the Hamiltonian

+ Z VRyd(|?U) - r_)wl)nvnw- (1)

v<w

Here, T, denotes the position of the atom labeled by v,
o, = [1),(0] 4+ 10), (1| coherently flips its internal state,
and n, = |1),(1] counts if the atom is in the Rydberg
state. The parameters €2, and A, are the Rabi frequency
and laser detuning for the vth atom. In experiments, the
laser detuning can be controlled in a site-dependent way,
for example, using local ac-Stark shifts [34]. The interac-
tion potential VRyd(|FU> — r_‘;l) = C6/|TU> - r_)w|6 leads to
a strong (distance-dependent) energy penalty for config-
urations where two nearby atoms are simultaneously in
the Rydberg state, giving rise to the so-called Rydberg-
blockade mechanism [10—13]. As a result, the low-energy
states of the Hamiltonian do not contain states with pairs
of atoms that are both in the Rydberg state if they are
within some characteristic distance, defined as the block-
ade radius rp. This effect naturally imposes the indepen-
dent set constraint on the ground state(s) of the Hamil-
tonian at 2, = 0, which, as discussed below, allows one
to encode the MWIS of a corresponding UDG [10,13]. In
this classical limit (2, = 0), it is convenient to define the
blockade radius rg via Vrya(rp) = max,(A,), which is the
convention we adopt throughout this work.

B. Unit-disk graphs

A unit-disk graph is a graph G = (V, E) with vertices
V and edges E that can be embedded in the 2D Euclidean
plane such that two vertices are connected by an edge if
and only if they are separated by a distance smaller than a
unit radius. We are interested in unit-disk graphs since they
are in one-to-one correspondence with atom arrangements
in 2D. Specifically, each atom represents a vertex, and we
identify the blockade radius with the unit-disk radius of
the graph. In this way, the low-energy configurations of
the atom array at €2, = 0 correspond to large independent
sets of the unit-disk graph [13].

C. Maximum-weight independent sets

An independent set of a graph G is the subset of vertices
S C V, such that none of the vertices in S are connected
by an edge in G. The largest such independent set is
called a maximum independent set. Note that in general

the MIS may not be unique. The problem of finding a
MIS is called the maximum independent set problem. The
MIS problem can be generalized to the maximum-weight
independent set problem, where each vertex is assigned a
weight §, > 0, and accordingly, a weight Wy is assigned
to each subset of vertices S € V' via Wg =) _¢8,. The
MWIS problem is to find an independent set with the
largest weight. It can be formulated as an energy minimiza-
tion problem. For this, one can associate a binary variable
n, € {0, 1} with each vertex v € V. This allows us to iden-
tify a subset of vertices S by a bitstring n = (ny,ny,...),
via § = {v € V|n, = 1}. We frequently use this one-to-
one correspondence between bitstings and subsets in the
remainder of the paper. Using this representation, we can
consider the cost function

Hywis = — stnv + Z Uiwnun,. (2)

velV (u,v)eE

If U,y > 6, > 0 for all u,v,w, the ground-state configu-
ration of Hywis indeed corresponds to the MWIS. As in
the unweighted case, the ground state can be degenerate,
corresponding to multiple independent sets achieving the
same maximum weight [35].

If the graph G is a UDG, we then refer to the correspond-
ing MWIS problem as the UDG-MWIS problem. Impor-
tantly, for such UDG-MWIS problems, the Hamiltonian
(2) coincides with the Rydberg atom array Hamiltonian
(1) at 2 = 0, where each atom is placed at the respective
location of the corresponding vertex, the blockade radius is
identified with the unit disk radius (and the interaction tails
beyond the blockade radius is neglected [10,36]), and the
weight of each vertex is identified with the local detuning
A, = §,[10,13]. Hence, we aim in the following to encode
a variety of problems of interests in UDG-MWIS.

IV. ENCODING GADGETS

In this section, we construct a number of encoding gad-
gets, which are the basic tools used in this work to refor-
mulate a variety of optimization problems as UDG-MWIS.
To this end, we first encode solutions of a set of elemen-
tary constraint-satisfaction problems as the solutions of a
MWIS problem on properly constructed unit-disk graphs.

A. Constraint satisfaction problems as MWIS

Consider a set of binary variables n = (ny,n,...)
with n; € {0,1} and a set of constraints between them,
denoted by C, that can be simultaneously satisfied by
one or more assignments. We represent this constraint-
satisfaction problem as a MWIS problem by constructing
a weighted graph G¢, such that the solutions are in corre-
spondence with the maximum-weighted independent sets
of G¢. More specifically, we say the MWIS problem on G¢
represents the constraint-satisfaction problem C if every
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MWIS of G¢ coincides with a satisfying assignment of
C, and if every satisfying assignment of C corresponds to
at least one MWIS of G¢. Note that the number of ver-
tices in G¢ can be larger than the number of variables in C,
in which case we require the correspondence between the
MWISs and the satisfying assignments only on the subset
of vertices that correspond to the variables in C. Below, we
illustrate this concept on several examples.

1. Single constraints

We start with the simple example of two bits n =
(n1, ny) with a single constraint

ny =n, 3)

where 7; = 1 — n; denotes the negation of #;. This simple
NOT constraint has two satisfying assignments, n = (1, 0)
andn = (0, 1).

We represent this constraint-satisfaction problem as a
MWIS problem on a graph with two equally weighted ver-
tices connected by an edge [Fig. 3(a)], whose cost function
is simply Hywis = —38(ny + np) + Unyny, with U > § >
0. This graph has two degenerate MWISs, n = (1,0) and
n = (0, 1), which are indeed in one-to-one correspondence
to the two satisfying assignments of the constraint.

Note, that for these two assignments, the cost function
evaluates to Hywis = —§8, while a violation of the con-
straint incurs a cost § > 0 (for n = (0,0)) or a cost of
U—4§ > 0 (for n = (1, 1)), rendering them energetically
unfavorable. For the remainder of the paper, we introduce
the quantity &gap = min(U —§,8) > 0 as the minimum
energy penalty for violation of a constraint.

Next, we consider another simple two-variable con-
straint:

niny = 0. (4)

This constraint has three satisfying assignments n €
{(0,0),(1,0), (0,1)} and may be represented as a MWIS
problem on a complete graph with three vertices with equal
weights [Fig. 3(b)]. The first two vertices, labeled 1 and 2,
correspond to the two bits of interest, while the third ver-
tex corresponds to an ancillary variable. The cost function
associated with this MWIS problem is Hywis = —6(n +
ny + n3) + U(nyny 4+ nyns + n3ny), with the three degen-
erate solutions corresponding to the three satisfying assign-
ments. Importantly, each of the three MWIS states coin-
cides with one of the three satisfying assignments on the
two vertices of interest [see Fig. 3(b)]. Again, a violation
of the constraint incurs an energy cost of at least dg,p,.

We remark that in this manner one can construct the
MWIS representation of all the basic operations in Boolean
logic, by providing a gadget that is the MWIS representa-
tion of the NOR constraint in Fig. 3(c).

@ n=mn ning =0

8 BAL

NOR ny = nNo \/ ns

%i"%‘i’?@%‘l’?

(n1 =m2) A (ngns = 0)

OMIS_

FIG. 3. MWIS representation of some example constraints.
Each bit is represented by a corresponding vertex in the MWIS
problem graph. The weight of the vertices is indicated by its
interior color on a gray scale. For each example, the degener-
ate MWIS configurations are shown by identifying vertices in a
MWIS with a red boundary. The MWISs correspond to the sat-
isfying assignments to the corresponding constraint-satisfaction
problem. (a) MWIS representation of n; = n,. (b) MWIS repre-
sentation of n;n, = 0, with the third, unlabeled vertex being an
ancillary vertex. For each of the three MWIS states, the configu-
ration on the relevant vertices 1 and 2 matches the corresponding
satisfying assignment. (¢) MWIS representation of the NOR con-
straint using two ancilla vertices. Note that only four of the
five MWIS states are shown. Nevertheless, all five MWIS states
correspond to the four satisfying assignments on the relevant ver-
tices 1, 2, and 3. (d) A set of constraints C = {n; = n,, nyn3 = 0},
where each is of the form given in (a),(b). The corresponding
MWIS problem is obtained by combining the two graphs cor-
responding to both constraints in C, resulting in the weighted
graph on the right. Observe that vertex 2, which appears in both
constraints, has twice the weight of the other vertices.

2. Conjunction of constraints

Consider now a situation where C consists of a
set of multiple constraints that have to be satisfied
simultaneously. For example, consider a conjunction of
constraints involving three bits:

(n =ny) N (man3 =0), (5

which has three satisfying assignments, (n,n;,n3) €
{(1,0,0),(1,0,1),(0,1,0)}. To construct a corresponding
MWIS representation, we first consider the two MWIS rep-
resentations for the two involved constraints individually,
which are given in Figs. 3(a) and 3(b), and then simply
combine them by constructing the union of the individual
graphs and add their weights [Fig. 3(d)]. Equivalently, we
add the two cost functions of the two individual constraints
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to obtain the MWIS cost function encoding of Eq. (5):

HMWIS = —3(”1 + 2112 + n3 + n4)
+ U(niny + npny + n3ng + manz).  (6)

It is easy to see that ground states of this cost function cor-
responds to the satisfying assignments in Eq. (5) on the
vertices of interest, i.e., vertices 1, 2, and 3.

This example generalizes to the following impor-
tant observation: consider a set of constraints, C =
{C1,Cy,. ..}, allowing for at least one satisfying assign-
ment. Given the MWIS representations of each individual
constraint C;, we can construct a MWIS representation of
C by simply adding all the MWIS cost functions for all
individual constraints in C. The resulting cost function for
C indeed corresponds to a MWIS problem: its graph is
simply the union of the individual graphs corresponding
to the C;s, with the corresponding weights added on the
respective vertices [37].

This is a powerful method that allows us to build MWIS
representations of complicated constraints out of simpler
ones. We repeatedly make use of this technique in the
following sections. The utility of this tool can already be
illustrated by noting that the combination of the NOT and
the NOR constraints [Fig. 3(a) and 3(c)] is universal. This
immediately implies that we can encode any circuit satisfi-
ability problem [38] into a MWIS problem with a constant
overhead using this construction.

B. Gadgets for unit-disk transformation

While the representations introduced in the previous
subsection allow the encoding of arbitrary constraint-
satisfaction problems into MWIS, additional gadgets are
required for the specific task of transforming general
graphs problems into UDG-MWIS problems, which can
then been natively implemented using Rydberg atom
arrays. Here, we introduce several particularly useful gad-
gets in this context.

1. Copy gadget and effective bits

By combining N constraints of the form n,, = n,, [, we
obtain a gadget, called the copy gadget:

N =N =N =n3="---. @)

Here, the information of the bit n; is copied to all odd-
index bits n3,ns,.... As the name suggests, this copy
gadget is useful in situations where the value of the bit
ny is needed in several distant locations or in a location
in conflict with the unit-disk requirement. Conceptually,
copy gadgets “stretch” the representation of a bit from a
vertex (a pointlike structure) to a one-dimensional (1D)
line, while staying in the paradigm of unit-disk graphs.

This technique is similar to other encoding approaches of
using wires or chains of virtual vertices [14,18,36,39,40].
Using the techniques developed in Sec. IV A, it is easy
to construct the MWIS representation of the copy gadget in
Eq. (7). It consists of a one-dimensional graph with N ver-
tices and edges between neighboring vertices. All vertices
have a weight 26, except for the two boundary vertices
of the line, which have weights § [see Fig. 4(a)]. Indeed,

(a) Copy Gadget

Ny =mnNz="nNg =" "+="MN2-1= N2

(b) Crossing Gadget

(c) Crossing-with-edge Gadget

(1 =n3) A (n2 =n1)) A(nine =0)

O 9 020 @49

weights:

FIG. 4. Important gadgets for formulating constraint-
satisfaction problems as UDG-MWIS. (a) Copy gadget. A 1D
line graph encodes an effective bit. The two degenerate MWIS
solutions are shown: the subset of odd-numbered vertices (top)
and even-numbered vertices (bottom) represent the effective
bit values 1 and 0, respectively. In this way, one can copy a
single bit to any odd-numbered vertex. (b) Crossing gadget.
The four degenerate MWIS solutions of the left graph coincide
with the four MWIS solutions on the right graph on vertices
1,2,3,4. One of these solutions is shown. Given a graph
that contains a crossing, we can thus replace it with the right
UDG, without changing the structure of the MWIS solution.
(c) Crossing-with-edge gadget. Similar to (b), we can replace
any subgraph of the type depicted on the left with the UDG on
the right. One can check the MWIS solutions have one-to-one
correspondence. The weights in (a)(c) are encoded in grayscale
according to the legend at the bottom of the figure.
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this weighted graph has two degenerate MWIS solutions:
n=(1,0,1,0,...) and n = (0,1,0,1,...), corresponding
to the two satisfying assignments of Eq. (7). We can thus
use these two states to represent the effective binary vari-
able with values 1 and 0, respectively (corresponding to
the value of n1). Note that the 1D line representation does
not necessarily need to be drawn as a straight line when
embedded in a 2D plane; it can bend and have kinks,
as long as the resulting embedding satisfies the unit-disk
criterion.

Importantly, we can equip this effective bit with an effec-
tive weight w by simply favoring one of the two staggered
configurations with respect to the other. For instance, this
can be achieved by adding an additional weight w to any
one of the equivalent vertices with an odd index in this gad-
get, e.g., the boundary vertex n;. More generally, we can
induce an effective weight w by any vertex weight configu-
ration as long as it satisfies Y, o 8omi1 =W+ Y, Som
and 0 < §,,,w < U. The latter inequalities ensure that the
two staggered configurations remain the two lowest energy
states, i.e., states with defect have a lower weight.

2. Crossing gadget

The copy gadget allows the effective representation of
a binary variable as a 1D line on a UDG. When there
are multiple such variables in a geometric representation,
it can be extremely useful to allow two such lines to
cross, without introducing any coupling between their cor-
responding effective degrees of freedom. However, such
a crossing manifestly violates the unit-disk constraint. We
solve this problem with the crossing gadget.

For this, consider the following set of constraints
between four binary variables

(m =n3) N (np =ng). ®)

One way to represented this as a MWIS problem is to iden-
tify each variable as an equally weighted vertex in a graph
with edges £ = {(1,3), (2,4)}. Depending on the relative
location of the vertices in the 2D plane (which might be
fixed, e.g., due to additional constraints), these two edges
might need to cross each other, violating the unit-disk
requirement. The crossing gadget is an alternative MWIS
representation of the same pair of constraints (8) that
avoids this issue. This gadget is depicted in Fig. 4(b) and
contains four ancillary binary variables (vertices). Note
that the vertices representing the original variables are
weighted equally with a weight §, while the four ancillary
vertices have a weight 4§ [41]. This graph is manifestly a
UDG and realizes the desired relative geometrical distri-
bution of the vertices 1, 2, 3 and 4. One can easily check
that it has four-fold degenerate MWISs, which correspond
to the four satisfying assignments on the four original
vertices.

@) l ny =1

FIG. 5. (a) Two decoupled effective degrees of freedom. By
combining the copy gadget and the crossing gadget, we can form
two 1D lines, here drawn horizontally and vertically. Both lines
represent a binary variable, n, € {0, 1} and n, € {0, 1}, respec-
tively. The crossing gadget effectively decouples these degrees of
freedom. Accordingly, this weighted graph has a fourfold degen-
erate MWIS, corresponding to the four possible states of two
binary variables. One of the MWISs is shown in red correspond-
ing to n, =0 and n, = 1. Note that each of the four MWISs
contains exactly one of the four internal vertices of the cross-
ing gadget, so these internal vertices encode the states of both
effective degrees of freedom. (b) Two effective degrees of free-
dom, defined on a horizontal and a vertical line, respectively,
that satisfy an independence constraint n;n, = 0, introduced
by the crossing-with-edge gadget [Fig. 4(c)]. Note that this
graph has exactly three degenerate MWIS (out of which, one
is shown in red), corresponding to the configurations (ny,n,) €
{(0,0),(0,1),(1,0)}.

In Fig. 5(a), we illustrate how to combine a crossing gad-
get and the copy gadget to define two decoupled effective
binary degrees of freedom living on two lines, a horizontal
one and a vertical one. Specifically, in Fig. 5(a), the two
effective degrees of freedom are realized by the two stag-
gered configurations of the horizontal and vertical line, and
the crossing gadget decouples them; this structure is real-
ized by extending each boundary vertex of the crossing
gadget using the copy gadget. Following the recipe given
in Sec. IVA?2, one defines a vertex weight pattern with
weights 438 on the interior vertices of the crossing gadget,
weight 26 on the exterior vertices of the crossing gadget
and on all vertices of the lines, except for the boundary
vertices of each line, which have a weight §.

By generalizing this example, we can see that the copy
gadget allows us to represent binary variables as lines and
the crossing gadget allows these lines to cross without
introducing any interactions or constraints between their
effective degrees of freedom, so we can arrange these effec-
tive 1D lines arbitrarily in 2D without worrying about
crossings between them.

3. Crossing-with-edge gadget

The crossing gadget is useful to decouple effective
degrees of freedom defined on lines, even if the lines cross.
In contrast, we now introduce a gadget that allows us to
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introduce a specific type of interaction between the effec-
tive degrees of freedom. Specifically, we are interested
in a gadget that introduces the independence constraint
n,n, = 0 between two effective variables, n, and »,, when
their corresponding lines cross. For this, we consider the
situation where four binary variables must satisfy the
constraints

(m =n3) A (ny=m1)) A (mny =0), )

where in this case, n, = n;, n, = n,. This corresponds to
the MWIS problem on the graph on the left of Fig. 4(c).
In particular, we consider the situation where the vertices
are geometrically positioned relative to each other in a
way that requires a crossing; this case indeed occurs when
ni,n3 and ny, ny each belong to a line (created by a copy
gadget) that corresponds to the effective binary variable
associated with n; and n,. This graph is, however, not a
unit-disk graph, so we introduce the crossing-with-edge
gadget shown on the right of Fig. 4(c). The resulting graph
is manifestly a unit-disk graph with a threefold degener-
ate MWIS solution, corresponding to the three satisfying
assignments of the crossing-with-edge constraint required
in Eq. (9).

Analogous to the discussion of the crossing gadget, we
can also combine the crossing-with-edge gadget with copy
gadgets to obtain two crossing lines [drawn horizontally
and vertically in Fig. 5(b)] that host two effective binary
degrees of freedom, respectively, with an independence
constraint between them. The resulting weight pattern is
shown in Fig. 5(b).

V. ARBITRARY CONNECTIVITY

Using the suite of encoding gadgets introduced in the
previous section, we can now encode a variety of com-
putational problems into UDG-MWIS, which can then be
readily implemented on Rydberg atom arrays. Here, in this
section, we discuss three example applications in detail:
MWIS on graphs with arbitrary connectivity, QUBO prob-
lem, and the integer factorization problem. As we will see
later, the resulting UDGs can be embedded on a square lat-
tice with at most a quadratic overhead. The recipe involves
two main steps: the first is to construct the so-called cross-
ing lattice using the copy gadget, and the second is to apply
crossing replacements to encode arbitrary connectivity.

A. The crossing lattice

Consider an optimization problem for N binary vari-
ables, such as the MWIS problem defined on an arbitrary
graph G = (V, E), where each vertex represents a binary
degree of freedom. To realize arbitrary connectivity, we
first use the copy gadget to represent each vertex v € V by
a 1D vertex line. The state of the binary variable associ-
ated with a vertex v (0 or 1) can then be accessed at any

odd-index vertex of the corresponding line [Fig. 4(a)]. As
detailed below, interactions between the effective degrees
of freedom represented by these lines can be introduced at
points where the lines cross. To achieve arbitrary connec-
tivity, each line must thus cross every other line at least
once. A simple layout achieving this is shown abstractly
in Fig. 2(b), where each line is drawn with a vertical and
a horizontal segment, forming an upper triangular crossing
lattice. In this way, a line (representing vertex v) crosses
any other line (representing vertex w) exactly once. At
these crossing points, we can then use the various cross-
ing gadgets introduced in the previous section to induce
interactions between v and w or to keep them decoupled.
This is detailed concretely in Secs. VB and V C below.
In addition to introducing interactions, these gadgets also
turn the resulting graph explicitly into a UDG. Note that
the resulting graph can be constructed by N(N — 1)/2
“tiles,” each containing eight vertices for a tile formed
by a crossing gadget, or seven vertices for a tile formed
by a crossing-with-edge gadget. Taking into account also
the boundary vertices, we conclude that this construction
leads to a UDG with at most 4N? vertices, corresponding
to the optimal quadratic overhead for arbitrary connectiv-
ity [22]. We note that this particular choice of “weaving”
lines together may be suboptimal, especially if the connec-
tivity is sparse. In such a case, the total size of the lattice
and thus the encoding overhead can be reduced by form-
ing more sophisticated crossing lattices. More details of the
simplification steps are included in Appendix A.

B. Maximum-weight independent set

Building on the above recipe, we now detail how to map
the MWIS problem on an arbitrary weighted graph G =
(V, E) with vertex weights w, (v € V) to a UDG-MWIS
problem. As shown in Fig. 6(a), we first create a cross-
ing lattice using the copy gadget. At each crossing point
between two lines (corresponding to vertices u, v € V), we
decouple the effective degrees of freedom using a crossing
gadget if (1, v) ¢ E, or induce an independence constraint
for the effective degrees of freedom via a crossing-with-
edge gadget if (u,v) € E, as shown in Fig. 6(b). We note
that this results in a UDG that can be embedded on a
square lattice (whose diagonal sets the unit-disk radius).
The weights on the vertices of this UDG are 26 on all ver-
tices except the four interior vertices of the crossing gadget
(which have weight 458) and the two boundary vertices
of each line, whose weights are chosen to introduce the
correct effective weights w, for the effective variable rep-
resented by each line. We choose a convention in which the
first vertex along the line v has a weight § 4+ w, /2, and the
last vertex along this line has a weight § — w, /2. Note that,
to guarantee that the MWIS of the resulting UDG is indeed
formed by the proper low-energy configurations of each
line, the weights have to satisfy 2w, < §. This can always
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(a) Crossing Lattice
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FIG. 6. Example encoding procedure for the MWIS problem
on the K53 (non-unit-disk) graph into UDG-MWIS. (a) Cross-
ing lattice. Each vertex v is represented by a line using the copy
gadget, with odd-numbered vertices labeled. Each line is bent to
form a triangular lattice, giving a crossing point between any two
variables. If the two variables share an edge in the original graph,
we draw an edge between their representative vertices on the lat-
tice. A UDG is then obtained by replacing each crossing with
a crossing or crossing-with-edge gadget. (b) UDG representation
and the corresponding ground-state solution. Each crossing in (a)
is replaced with a unit cell containing at most eight vertices, thus
resulting in a final mapping with 92 vertices. The MWIS of the
original graph ({2, 4, 5}) can be read out from the boundary ver-
tices of the ground state of the mapped graph. This mapping can
further be simplified (see Fig. 10) to a mapping of only nine ver-
tices, where the vertices corresponding to the original degrees of
freedom still encode the desired MWIS solution.

be achieved by a proper normalization of the weights, or a
suitable choice of § (for more details see Appendix B).
The MWIS of the mapped problem can be straightfor-
wardly transformed back to a valid solution in the original
problem. Indeed, since the state of the effective degrees of
freedom associated with each line can be accessed at the
first vertex of the line, the MWIS of the original problem
is directly given by the configuration of the boundary ver-
tices of the MWIS of the mapped problem. This solution
readout is shown as the yellow ellipses of Fig. 6(b).

C. Quadratic unconstrained binary optimization

QUBO is a paradigmatic NP-hard combinatorial opti-
mization problem that has a wide range of applications.
Generally, it seeks to find an input configuration that
minimizes a quadratic polynomial function

f@= ZJijZiZj + thzi:

i<j i

(10)

where the domain of f is binary bitstrings z € {1}V,
QUBO is also called the Ising problem, where each bit
can be represented by a spin 1/2 degree of freedom, and
the QUBO solutions correspond to the ground states of the
Ising model.

To encode the QUBO problem in a UDG-MWIS, we
again start with constructing the crossing lattice, with each
line encoding one of the binary variables z; [Fig. 7(a)]. For
simplicity, we choose the number of vertices along each
line to be even. We then use the crossing gadget at each
of the crossing points of the lattice, which decouples all
the N effective binary degrees of freedom. Recall that at
this point in the construction all vertices in the resulting
graph have a weight 25, except for the boundary vertices
on each line, which have a weight é and the four interior
vertices of each crossing gadgets, which have a weight 44.
The QUBO cost function is then imposed on the effective
degrees of freedom by adjusting these weights as follows:
Firstly, the weight of the two boundary vertices of line i
is adjusted to § + w; for the first vertex and § — w; for the
last one [see Fig. 7(a)]. It is easy to see that for lines of
even length this induces the linear term /;z; for the effec-
tive degree of freedom z;, with w; = A; up to normalization
(see Appendix B). Secondly, the weights of the internal
four vertices of the crossover gadget between the lines
representing the bits i and j are adjusted to 45 £ w;; as
depicted in the inset of Fig. 7(a), where w; =J; up to
normalization. To see that this induces the quadratic inter-
action term Jj;z;z; between the two effective bits, recall
that exactly one of the four ancillary vertices of the cross-
ing gadget is part of the MWIS, and that this vertex is
determined by the configuration of the effective degrees
of freedom z; and z; [see Figs. 5(a) and 7(b)]. Similar to
the MWIS encoding, the additional weights have to be
appropriately normalized, such that the ground state of
the cost Hamiltonian consists of configurations that cor-
respond to valid (i.e., defect-free) configurations of the
effective degrees of freedom. This is guaranteed by a nor-
malization such that maxi(zj [wij |, Iwi]) < é. For more
details on the normalization, see Appendix B. Similar to
the MWIS problem, the ground state of the QUBO prob-
lem can be directly inferred from the ground state of the
resulting UDG-MWIS problem. An example is shown in
Fig. 7(c) highlighting the MWIS for a random choice of
Jij and h;, and N = 5. In the inset, we confirm that the
MWIS state is indeed the one corresponding to the solution

010316-9



MINH-THI NGUYEN et al.

PRX QUANTUM 4, 010316 (2023)
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FIG. 7. Example encoding procedure for the QUBO and Ising
problem for a 5-bit system. (a) Crossing lattice. Similar to the
MWIS mapping, we can construct the UDG-MWIS represen-
tation of a generic QUBO problem by inserting a gadget at
each crossing. The gadget has a similar structure as the crossing
gadget used in the MWIS encoding, but the weights on the ancil-
lary vertices are biased to induce quadratic interaction terms wj;
between the effective degrees of freedom; see (b). (¢c) Example
of an encoded N = 5 QUBO problem, and the high-weight spec-
trum of the encoded cost function, illustrating that the MWIS is
indeed in the 0-defect sector and thus encodes the solution of the
QUBO problem. The QUBO solution {—1,+1,+1,41,4+1} is
encoded in the boundary of the graph.

of the QUBO problem. We also show the weights of other
independent sets, including those that do not correspond
to valid configurations of the effective degrees of freedom,

i.e., configurations that include defects. We note that the
weights of the configurations in the zero-defect sector have
a one-to-one correspondence with the spectra of the orig-
inal QUBO problem. One can see that some states with
defects have a higher total weight than some states that rep-
resent valid configurations of the effective variables (i.e.,
without defects), but, importantly, the MWIS is guaranteed
to be in the zero-defect sector given proper normalization.

In summary, any QUBO problem on N variables can be
encoded in a UDG-MWIS problem with at most 4N? +
O(N) vertices. For restricted connectivity, one may con-
struct a lower-overhead crossing lattice; for details, see
Appendix C.

D. Integer factorization

As a final example, we now formulate the problem of
decomposing an r-bit composite integer m = pq into its
prime factors p and ¢ as the UDG-MWIS problem. To
this end, we use the binary representation for the inte-
ger m= Y10 2y, with m; € {0,1}, p = Y4 2ip; for
the k-bit integer, and g = Y k=l 2ig; for the (n — k)-bit
integer. The factoring problem thus amounts to finding the
unknown bits p; and ¢; such that

n—1 k—1 n—k—1
Y o2m =3 3" 2y, (11)
i=0 i=0 j=

Note that k is a priori unknown. However, this is not an
issue, as one can consider the problem (11) for each possi-
ble value k = 1,2,...,n/2, or, alternatively, consider n-bit
representations of both p and q.

We proceed by introducing ancillary binary variables
s;; and c;;, which may be interpreted as partial sum bits
and carry bits, respectively. Using elementary algebra, the
factoring problem (11) may be expressed as a system of
k(n — k) coupled equations [42,43]

sij +2¢i; = piq; + Siv1j-1 + Cim1y (12)

fori=0,....,k—1andj =0,...,n—k — 1, where the
values c_;; = c;p =s5;—1 = 0 are fixed and we identify
so,; = m;. Factoring m thus reduces to finding binary val-
ues for s;;, ¢;j, pi, and g; such that the k(n — k) Eq. (12)
are all satisfied.

To embed this system of equations in a 2D plane, we
use the copy gadget to copy the values of p; and g; to new
ancillary variables p;; and g;; with the copy constraints

pizj =pi+1,j’ (13)

qij = qij+1> (14)

and identify p; = p;o and ¢; = qo;. We then can write
Eq. (11) as

Sij +2¢ij = Ppijqij + Sit1j-1 + Ci1- 15)
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We refer to the three Eqgs. (13)+15) (for a given i,j)
as the factoring constraints F;;. The constraints [; are
manifestly local in two dimensions, in the sense that the
variables s;;, ¢;;, pij, and g;; can be arranged on a square
lattice such that all factoring constraints F;; involve only
neighboring or diagonally neighboring variables. A graph-
ical representation of this is given in Fig. 8(a), with the
box at lattice point (i,j) representing the constraints F; ;.
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FIG. 8. Encoding procedure for integer factorization. (a)
Graphical representation of the set of equations to be satisfied
for integer factorization (m = p - g). The factor bits p;,¢; and
binary variables s;;, ¢;; are represented by copy lines to construct
an effective square crossing lattice for the problem, with a filled
square at crossings and the integer bits m; specifying some of the
boundary conditions of the problem. (b) Each filled square rep-
resents a set of equality constraints between the binary variables
associated with the adjacent legs. The final UDG-MWIS can be
obtained by replacing each square with the factoring gadget that
enforces the mathematical constraints relevant for the factoring
problem. The unit-disk radius should be slightly larger than 2+/2
times the lattice constant. (c) An example of the UDG-MWIS
representation of the factoring problem 6 = 3 x 2.

Specifically, each line represents a binary variable, and
each box represents the factoring constraints that have to
be satisfied by the variables connected to it. We note that
each variable enters in exactly two factoring constraints,
except at the boundary.

This formulation of the factoring problem allows for
a mapping to a UDG-MWIS problem. Specifically, we
introduce a new factoring gadget consisting of a weighted
32-vertex unit-disk graph depicted in Fig. 8(b), where
we identify eight of the vertices with the eight variables
involved in the factoring constraints F7;;. See Appendix D
for more details on the construction of the factoring gad-
get. In particular, we follow the design principle given in
Sec. IV A: the factoring gadget is designed such that (i)
the MWIS space is degenerate, (ii) every MWIS coincides
with a valid solution of F;; on the vertices that represent
the involved variables, and (iii) every valid solution of F;;
is represented by at least one MWIS. All these require-
ments can be checked by exhaustive search for the factor-
ing gadget depicted in Fig. 8(b). Since each variable has to
satisfy two factoring constraints [see Fig. 8(a)], we design
the factoring gadget such that this geometrical requirement
can be easily met. Indeed, we can represent the full set
of constraints {F;;[i =0,...,k— 1,7 =0,...,n—k—1}
as a unit-disk graph (of unit radius » = 24/2 on a square
lattice), by repeating the factoring gadget on a k(n — k)
square lattice, as depicted in Fig. 8(c). This construction
therefore results in a lattice with some of the boundary con-
ditions fixed by the values of m;, such that the MWIS of
the rest of the graph reveals the values of p; and ¢;, satisfy-
ing Eq. (11), thus providing the solution for the factoring
problem.

VI. NUMERICAL SIMULATIONS

In previous sections, we demonstrate an encoding strat-
egy to map a computation problem with arbitrary connec-
tivity onto a maximum-weighted independent set problem
on a unit-disk graph, showing that the ground state of
the mapped problem encodes the solution of the original
problem. We now present numerical simulations of quan-
tum algorithms to demonstrate the impact of the proposed
mapping procedure on quantum performance. Specifically,
we use the quantum adiabatic algorithm and consider the
MWIS problem on an ensemble of non-isomorphic, simply
connected six-node graphs, which includes three non-unit-
disk graphs. For simplicity, we choose uniform weights
for each graph A, = A. Using the procedure introduced
in Sec. VB and further simplification steps described in
Appendix A, we map each of the original MIS problems to
a UDG-MWIS problem and compare performance metrics
of QAA for both problems. There are a total of 112 non-
isomorphic graphs with six vertices. We sample 54 such
graphs: due to limits of classical simulation, we evaluate
only instances whose mapped graphs contain no more than
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25 vertices; we also do not consider the 40 graphs that
can be directly embedded as UDGs on the square lattice
without any overhead.

Figure 9 presents the performance results for the ensem-
ble of graphs. The QAA for the MWIS problems may
be performed for a particular graph by varying A,(?)
and ©,(f) in the Rydberg Hamiltonian (1) [13]. Typi-
cally, the QAA is designed by initializing all qubits in
the |0) state, where A(f = 0) < 0 and (¢ = 0) = 0 (with
U > 0). QAA for MWIS is usually done in two or three
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FIG. 9. QAA performance for MWIS on original and mapped
graphs. (a) Example unit-disk mapping and MIS configuration of
a six-vertex graph. The original graph (left) is unweighted, and
the mapped graph is a weighted UDG (right). The correspond-
ing vertices are labeled with numbers. (b) i. Rabi frequency 2 (¢)
and detuning A(¢) sweep used in the QAA protocol. The global
detuning A(?) is shown in solid red, while 2A(#) and 3A(¢) are
shown in dashed lines. ii. Computed Pys for the original and
mapped graphs as a function of total sweep time 7. The adia-
batic timescale 71z, which is related to the minimum energy gap,
is extracted from the long-time Landau-Zener fitting. (c) Scal-
ing of T for mapped graphs for the ensemble of unweighted
nonisomorphic graphs with size N = 6.

stages [10]. First, (¢) is ramped up to a nonzero value
while A(?) is slowly tuned from negative to zero. Next,
Q(?) is ramped off while A(?) is slowly tuned from zero
to positive. In this way, the initial state is adiabatically
connected to the ground state of the final, classical Hamil-
tonian whose ground state encodes the MWIS solution of
the UDG. For sufficiently slow ramps, the quantum state
of the system follows the instantaneous ground state of
the time-dependent Hamiltonian and thus the final state
corresponds to the MWIS of the graph.

In order to focus on adiabatic behavior near the gap
closing point and account for the weights in the MWIS
problem, we choose to initialize the state of the system
starting at the end of the first stage, in the ground state of
the Hamiltonian Q(t = 0) = Q¢ and A(¢ = 0) = 0. Then,
Q is linearly ramped to zero over a time 7 and each of the
detunings are linearly ramped from zero to a final value.
Note that because the weights A, on each vertex may be
different, the rate of change of detuning may be different
on each vertex. This protocol is shown in Fig. 9(b).

For our numerical simulation, we work in the limit of
Ay, 2y < U, where the nonindependent set space of the
graph can be neglected (in experiments, this corresponds
to the strong Rydberg-blockade limit). In this limit, we
can restrict the simulation to the independent set subspace
of the graph. We also ignore long-range Rydberg interac-
tions, since the original graph does not have a geometric
description.

The performance of QAA is often discussed via an anal-
ysis of the minimum spectral gap along the parameter
path. However, the minimum gap alone is not sufficient
to understand the time scales for adiabaticity, as the struc-
ture of matrix elements between ground and excited states
can cause larger or smaller diabatic effects. Furthermore,
it can be ambiguous for instances where multiple degen-
erate ground states exist. We therefore compare the QAA
performance on the original and mapped problems by
directly comparing their adiabatic time scales. Specifi-
cally, we evaluate the adiabatic time scale by extracting
a Landau-Zener time scale, 71z, which is the character-
istic time needed to evolve the system adiabatically. 71z
is determined by fitting numerical results to the expected
long-time behavior of the ground-state probability Pyys =
1 —e* T/Mz at T where Pys > 0.99. This procedure is
described in more detail in Ref. [13].

Figure 9(c) presents results of this analysis, compar-
ing the extracted Landau-Zener time scale for the origi-
nal graphs in our ensemble with the Landau-Zener time
scale of the corresponding mapped UDGs. The simula-
tion results indicate that for the graphs considered, the
timescale for adiabaticity of a mapped MWIS problem
is correlated with that of the original problem: the cor-
relation appears to be linear, but the limited range of
data precludes a reliable fitting; the spread of the data is
likely due to the specific structure of the graph, but there
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is no clear dependence on the number of vertices in the
mapped graph. Unfortunately, these instances are far from
the large-problem size limit and the displayed time scales
give us little intuition about the asymptotic performance
of the quantum algorithm for larger graphs. To have more
conclusive understandings of the performance of quan-
tum algorithms, one has to study it in Rydberg atom array
experiment on larger graphs.

VII. CONCLUSIONS AND OUTLOOK

In this work, we described an encoding strategy to map
a variety of computation problems with arbitrary connec-
tivity to maximum-weighted independent set problems on
unit-disk graphs, which have a hardware-efficient imple-
mentation of quantum optimization on neutral, trapped
atoms interacting via Rydberg states. The encoding incurs
at most a quadratic overhead in the number of variables
in the optimization problem and is thus very efficient. In
addition, the mapping follows an explicit, straightforward
procedure, which produces a unit-disk graph that can be
embedded on a square lattice with favorable conditions on
the necessary unit-disk radius and hence enables practical
implementation with Rydberg atom arrays.

We provided three concrete examples for the problem
mapping: MWIS problem on general graphs with arbitrary
connectivity, the QUBO problem, and the integer factor-
ization problem. In all examples, we show how the for-
mation of a crossing lattice together with a few encoding
gadgets enable a simple, unified approach to map a wide
range of computation problems into UDG-MWIS. Numer-
ical simulations indicate that the performance of quantum
algorithms on the mapped problems is directly correlated
with that of the original problems. If the linear correla-
tion in the Landau-Zener time persists asymptotically, this
suggests that any quadratic quantum speedup [10] in the
original graph may be transferred to an equivalent speedup
on the unit-disk graph.

While in this work we focused on encodings into
UDG-MWIS, we remark that similar strategies can also
be designed for encoding computation problems into
unweighted UDG-MIS problems. This is favorable for
experimental implementation when local detuning capabil-
ities are not available. The details for unweighted encoding
are described in a companion paper [22]. There are at
least several interesting future directions that deserve fur-
ther explorations. First, our approach may be generalized
to encode computation problems that include interactions
involving three or more variables, such as higher-order
unconstrained binary optimization (HUBO) problems; the
NOR gate shown in Fig. 3(c), for example, is a constraint
that involves three variables. It would also be interesting
to consider encoding approaches beyond 2D geometry, for
example, by generalizing the idea of a crossing lattice to a
“crossing cube” in three dimensions (3D); one may design

encoding methods with lower overhead in 3D or make use
of the third dimension in other ways such as thinking of
it as the time direction for circuit satisfiability problems.
Finally, we emphasize that our encoding strategy focuses
on exact (ground-state) solutions. An interesting question
is to what extent such strategies can be employed for
approximate optimization. It will be important to under-
stand the effects of the encoding mappings on the perfor-
mance of quantum algorithms in terms of excitations into
higher-energy states.

The source code that implements the mappings
in this work is available in the GitHub repository
UnitDiskMapping.jl. The (sub)optimal configurations and
weight spectrum of the maximum independent set prob-
lem instances are computed using the Julia package
GenericTensorNetworks.jl, which implements the generic
tensor-network algorithm [44].
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APPENDIX A: OVERHEAD REDUCTION

In this Appendix, we provide additional strategies to the
introduced mapping scheme to further reduce the over-
head required for encoding the computation problems into
UDG-MWIS problems. We introduce several simplifica-
tion techniques that can be easily automated to reduce the
overhead of the final mapped graph, allowing us to map
specific graphs with significantly less overhead.

1. Crossing lattice reduction
a. Pathwidth reduction

As discussed in the main text, to impose interaction con-
straints for arbitrary connectivity, we construct a crossing
lattice. We can reduce the depth of the crossing lattice by
reordering the vertices, thus allowing the final mapping to
scale with the pathwidth of the original graph. A graph
G = (V, E) has a pathwidth pw(G) < kifand only if it has
a vertex order vy, vy,...,v, such that for any 1 <i <n,
there are at most k vertices among {vy, ..., v;} that have
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neighbors in {v;1,...,v,}. We can obtain pw(G) with a
path decomposition. A path decomposition is a sequence
of “bags” (X1,X3,...,Xy), where X; C V such that

veX,veXy =V e[ikl,velX. (A1)
In other words, every vertex v € V in G belongs to at
least one bag and the set of bags containing v forms a
connected interval of the sequence (X, X3, ..., Xy). More-
over, for each edge e € E, there is a bag X; that contains
both endpoints. We define the width w of a path decom-
position as the maximum size of the bags and pathwidth
pw(G) =w— 1.

This is advantageous because for a sparse graph, the
pathwidth is usually much smaller than the number of ver-
tices. For example, the pathwidth of a 3-regular graph is
asymptotically bounded by /6, and the pathwidth of a tree
graph is logarithmic in #n. By inspecting the appearance of
the order of vertices in a bag in an optimal path decom-
position, we get a good vertex reordering that reduces the
size of the crossing lattice as described below.

b. Vertex reordering

One can reorder the vertices in the encoding mappings
to reduce the depth of the final mapped graph to the path-
width of the graph, i.e., the size of the crossing lattice is
thus O(N * pw(G)). More concretely, we can reduce the
overhead in the mappings by minimizing the length of
the copy lines and reducing the number of crossing gad-
gets needed. Reordering the vertices allows us to cluster
crossings in the crossing lattice where the two degrees of
freedom interact (such as when two vertices share an edge
in the MWIS problem), and thus reduce the number of
unnecessary crossings in the crossing lattice.

Graphically, as seen in Fig. 10, for the example of the
MWIS problem on the X 3 graph. Figure 10(a) depicts the
original crossing lattice discussed in Sec. V A. Reorder-
ing the vertices according to the path decomposition of the
graph [Fig. 10(b)] reduces the number of empty squares
(crossing gadgets) from 4 to 2, thus reducing the mapping
overhead even when pw(G) + 1 = N; in general, we have
pw(G) + 1 < N for most graphs. Because the crossing lat-
tice is a 2D mapping, we can apply the same strategy to
reorder vertices along both axes: one can find a bipartition
of a graph to construct a crossing lattice that minimizes
the number of unnecessary crossings (or empty squares),
as shown in Fig. 10(c). Using vertex reordering, for the
K> 3 example graph, we can construct a simplified unit-disk
mapping of nine vertices [Fig. 10(d)] whereas the direct
mapping has 92 nodes.

Thus, we can generally simplify the standard mapping
and reduce the overhead by restructuring the crossing lat-
tice to reduce the length of copy lines and minimize unnec-
essary crossings. The optimal vertex reordering requires
computing the optimal path decomposition of a graph,
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FIG. 10. (a)~(c) Simplification techniques to reduce the over-

head. Vertex reordering can be used to reduce the depth of the
crossing lattice. (d) Final mapping of the K 3 graph after biparti-
tion and vertex reordering, reducing the overhead mapping from
92 nodes to 9 [see Fig. 6(b)]. (¢) MWIS overhead scaling as a
function of the number of vertices of original randomly gener-
ated graphs for chosen graph classes using a greedy pathwidth
reduction algorithm.

which is itself an NP-hard problem. For small graphs, the
optimal path decomposition can be effectively computed
with the branching algorithm [45]; for larger graphs, one
can use heuristic algorithms to find good path decomposi-
tion. This strategy allows us to achieve an overhead scaling
for a chosen set of graph classes shown in Fig. 10(e).
A more detailed discussion of how vertex reordering can
reduce the number of crossings is included in the compan-
ion paper [22].

2. Simplification gadgets

We can further reduce the mapping overhead from
the standard encoding procedure, or any valid unit-disk
mapping by introducing rewriting rules, or gadgets that
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maintain the integrity of the mapping, while also reduc-
ing the overhead of the graph. Simplification gadgets are
most useful for the MWIS problem, where node weights
are more uniform, but simplification gadgets should pre-
serve the weight constraints of the original problem. For
example, here are some simplification rules:

APPENDIX B: DEFECTS AND MWIS
GUARANTEES

As described in the main text, one needs to be care-
ful with the proper normalization of the vertex weights to
ensure the ground state of the mapped problem correctly
encodes the solution of original problem. In this Appendix,
we provide more details on normalization for the MWIS
and QUBO problem.

For the MWIS mapping shown in Fig. 6, the UDG-
MWIS problem is guaranteed to encode a valid solution of
the original problem only if the additional weights (biases)
are properly chosen. If a bias is too large, it may be ener-
getically favorable to violate a constraint in the problem,
causing the MWIS to be an invalid solution. These con-
straint violations, in the context of the copy gadget, are
called “defects.” It is thus imperative to limit the size of
the biases to guarantee that the MWIS is a valid solution.

For the constraint-satisfaction problems constructed as
reductions for MWIS and QUBO, there is a hierarchy of
constraints. At one scale is §, which corresponds to the
energy scale of the unweighted problem and at another
scale is the linear (w;) and quadratic (w;;) biases that pre-
fer certain MWIS and QUBO solutions for the weighted
problems.

The safest normalization of biases is to constrain that the
total weights is less than the cost of a single constraint vio-
lation. For the copy gadget, which encodes the constraint
(n; =ny) A (mp =n3) A - - -, the cost of violating one con-
straint and adding one defect is at least §. For instance,
consider a length-12 copy gadget with bias w

+w —w
O0—-0—-0—-0-0-0- 000000 E=1i-w
OO0 0000000000 E=15+w
O0—0—-0—-0—-0-0—0-0—-0-0-0-0 E;=105

For the configuration with a defect (the third line), the
left side incorrectly represents a 1, while the right side
represents a 0. Similarly, for the crossing gadget, remov-
ing the vertex from a clique costs an energy of at least
24, at the expense of adding two defects; one to the hor-
izontal and one to the vertical copy gadget. Thus, the most
conservative normalization of biases, which sums over all
clauses, is

5> fwyl + [wil. (B1)

y

Unfortunately, such a normalization is too conservative.
For the MWIS problem, the normalization goes as 1/N,
while, for the QUBO problem, the normalization goes as
1/N?2. A larger bias that still guarantees a valid MWIS can
be found by inspecting the structure of the copy gadget and
crossing lattice.

For the MWIS problem, it is beneficial to inspect only
a single copy gadget. Consider a copy gadget of length
2n and biases +w on one end and —w on the other. The
valid solutions have energies (n — 1)§ £ w, and the single-
defect invalid solution has an energy »nd. Thus, in order to
guarantee a valid solution, it serves to have every bias § >
w;. In this way, the normalization must obey the constraint

8 > max;|w;.

(B2)

For the QUBO problem, it is similarly beneficial to inspect
only a single copy gadget. Single-defect solutions to the
copy gadget may potentially be energetically favorable if
the cost of adding a defect is outweighed by satisfying
more quadratic terms. As an extreme case, consider a bit
i in a state —1, with a QUBO interaction w; > 0 with
every other qubit j. However, suppose the optimal state
of every other qubitj is +1 forj < k, and —1 forj > k
due to a strong linear term pinning the vertical j bits. In
this case, every QUBO quadratic contribution to the left of
k is negative while all to the right are positive, and the total
contribution to the QUBO energy is small,

with a weight of w = w; — 3. [wy | + 3, Iw; |. How-
ever, if one adds a single defect to bit i at k, it looks like a
+1 state to the left and —1 to the right, satisfying every
QUBO quadratic term at the cost of adding one defect
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worth of energy,

+w; 1

Twio Wiz FWig

with a weight of W = w; + Zj |[wji | — 8. To guarantee the
MWIS encodes a valid solution, the weight of the zero-
defect solution must be larger w > w'. Given a QUBO
contribution will always contribute a positive weight (w >
w;), this guarantee is equivalent to enforcing that the defect
cost is greater than the sum on all w for each bit

§ > max; Y [wyl. (B3)
J

If both the linear and quadratic constraints are satisfied by
normalizing the weights correctly, the MWIS is guaran-
teed to be a zero-defect state and thus encode the QUBO
solution.

APPENDIX C: RESTRICTED QUBO
CONNECTIVITY

While it is useful to envision arbitrary-connectivity
QUBO problems, its application comes at the practical
cost of encoding overhead. For example, encoding a 5-
bit problem takes around a 16 x 16 lattice, which is on
the upper limit of today’s Rydberg atom array system
[10]. A more near-term solution is to specify graphs with
a constrained connectivity that naturally fit more bits
onto today’s hardware. A natural restriction is a nearest-
neighbor 2D connectivity, such as an example graph shown
in Fig. 11(a). Just like any arbitrary QUBO problem can be
mapped to a UDG-MWIS problem with a quadratic over-
head, a restricted 2D QUBO problem can be mapped onto
UDG-MWIS with only a constant overhead.

In order to construct particular restricted connectivity
QUBO problems for the particular topology of Fig. 11, it
is instructive to introduce three new gadgets, which are
extensions of the crossing gadget. The first gadget is a
square clique of four vertices, which is similar to the four-
vertex clique of the QUBO gadget, shown in Fig. 11(b).
The four MWIS of the clique represent four possible states
of two qubits; for this mapping, we choose the top right
vertex to be the ++ state, and the bottom right vertex to
be the +— state, etc. In order to encode a QUBO interac-
tion between the bits, we likewise bias the weights of each
vertex as shown in Fig. 11(b).

An additional gadget can encode ferromagnetic (J > 0)
or antiferromagnetic (J < 0) interactions between adja-
cent bits, as shown in Fig. 11(c). The independent set
restriction naturally encodes nn-type interactions, while
QUBO usually requires ZZ-type interactions, which can

(@) 50-bit Nearest-Neighbor
restricted QUBO

(b) =z, e {13
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FIG. 11. An example 2D restricted-connectivity graph and
reduction to UDG-MWIS. (a) A particular topology of bits (ver-
tices) and quadratic terms (edges). The original graph can be
mapped into a UDG-MWIS using some gadgets. (b) Two bits can
be represented by a clique of four vertices, with each state (&%)
represented by a single vertex of the clique. Linear and quadratic
interactions are represented by biasing the weights of the clique.
(c) Interactions between neighbors can be represented by adding
ancilla vertices. (d) The original restricted-connectivity QUBO
problem as mapped to a UDG-MWIS problem, where the ground
state encodes the solution to the QUBO problem. Here, quadratic
QUBO weights are chosen to be +J. This example graph has
50 bits in the original graph and an extent of 13 x 13 in the
mapped UDG graph, which naturally fits onto today’s Rydberg
atom array hardware.

be converted back and forth using linear terms. In this
way, the interaction between adjacent bits can be encoded
by adding one (J < 0) or two (J > 0) ancilla vertices
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in between each clique within the unit-disk radius. Ulti-
mately, the absolute value of the interaction is encoded into
the weight of these interaction vertices.

For an example of how this interaction gadget works,
consider the one vertex antiferromagnetic interaction and
gadget of Fig. 11(c). If the horizontal bit of the left clique
is in the +1 state (e.g., on the right side of the clique),
the ancilla vertex is blockaded from being part of the
independent set, and likewise if the horizontal bit of the
right clique is in the —1 state. Thus, the effective inter-
action, encoded into the condition of the ancilla vertex
of weight w;; being included in the independent set, is
wii (1 — z)(1 + z;)/4. Similarly, the two-vertex ferromag-
netic interaction is encoded into the weight as w;; (1 — (1 —
zj)(1 +z;)/4), as the ancilla vertex is only blockaded for
one configuration instead of three. Note that the antiferro-
magnetic gadget has a negative sign in front of the zz term,
as required, and similar for the ferromagnetic gadget. After
correcting the linear offsets, the biases for each vertex of
the gadget are shown in Fig. 11(c), with w; = J.

Finally, one must guarantee that the ground state does in
fact map to the codespace of valid solutions, with proper
normalization as described in Appendix B. Here, a solution
is valid if each four-vertex clique has at least one vertex in
the maximum independent set. This may be guaranteed by
increasing the zero-bias weight of the four-vertex clique
to be much larger than any other scale. One guaranteed
offset is U = 8J, where J is the largest coupling strength
between adjacent bit cliques. This condition is set because,
if the weight is smaller, an independent set vertex in the
clique can be replaced with two adjacent vertices of the
interaction gadget, which each have a weight of 4|/]|. Thus,
this bias guarantees the correct ground state. An example
set of weights, which encodes a graph with random bonds
+J, is shown in Fig. 11(d).

It should be emphasized that Fig. 11 is just one particu-
lar example of a local connectivity encoding for unit-disk
graphs. In practice, there may be many different encod-
ings of many different restricted-connectivity graphs. Due
to the nature of Rydberg atom arrays, which reconstruct the
graph for each shot, these neutral-atom platforms are much
more flexible in the connectivities of the problems they
solve, potentially even on a shot-by-shot basis. This is in
contrast with other architectures such as superconducting
qubits, which have a fixed qubit connectivity and require a
lengthy fabrication process to modify their topology.

Additionally, these local-connectivity graphs can encode
more nonlocal problems, by increasing the ferromagnetic
weight of edges such that the ground state of adjacent ver-
tices are always the same. In this way, choosing a large
ferromagnetic weight recreates the copy gadget and, by
extension, may recreate the crossing lattice of the all-to-
all QUBO problem shown in Fig. 7. Furthermore, such
a local-connectivity graph may recreate other hardware’s
configuration. For instance, the DWAVE Chimera graph

[46] consists of sets of eight bipartite connected bits in a
unit cell, which are connected colinearly with adjacent unit
cells. The same connectivity can be reproduced by choos-
ing some large ferromagnetic J terms appropriately on the
grid of Fig. 11. It should be emphasized that due to the
reconfigurable nature of Rydberg atom arrays, it is trivial
to modify the topology of the connectivity. For example,
on one shot, a Rydberg atom array system could recreate
the DWAVE Chimera topology, while, on the next shot, it
may recreate the DWAVE Pegasus topology, and so forth.

APPENDIX D: FACTORING GADGET

In this Appendix, we elaborate on the factoring gad-
get introduced in Fig. 8. The factoring gadget is designed
such that the MWIS space corresponds to the satisfying
assignments

sij +2¢ij = pijqij + Siv1j-1 7+ Cim1j, (D1)
qdi+1; = 4ij» (D2)
Pij+1 = Pij- (D3)

We first focus on the constraint (D1) since the other
two constraints are easy to satisfy with a combination
of copy and crossing gadgets. To simplify notations, let
us rewrite the constraint (D1) as ab+c+d=2e+f
between binary variables a,b,c,d,e,f € {0,1}. We fur-
ther rewrite this constraint as a conjunction of two simple
constraints, namely

z = ab,

z+c+d=2e+f.

(D4)
(D5)

We obtain a MWIS representation of the first constraint
directly from the crossing gadget [see Fig. 12(a)]. As
already discussed in the main text, the interior vertices
of the crossing gadget encode the information about the
variables on the boundary. Specifically, the lower left inte-
rior vertex (representing z) is in the MWIS if and only if
both the top and the right outer vertices (representing a
and b, respectively) are also in the MWIS, thus exactly
representing ab = z.

The MWIS representation of the second constraint is
given in Fig. 12(b). One can check by exhaustive search
that the MWISs of this gadget indeed represent exactly all
satisfying assignments of z + ¢+ d = 2e 4+ f . To obtain
the MWIS representation of ab + ¢ + d = 2e + f , we thus
simply join the graphs in Figs. 12(a) and 12(b) at the com-
mon vertex z. Note that the total weight of the vertex z in
this joint graph is the sum of its weights in each individual
graph. One can easily identify this joint structure in the full
factoring gadget given in Fig. 8(b). The remaining parts of
this gadget are simply formed by combining it with copy
and crossing gadgets that satisfy (D2) and (D3) and to route
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b):+ct+d=2e+f

@ ab==z2

weights: (O

FIG. 12. The two basic components of the factoring gadget.
The gadget in (a) is a crossing gadget. Besides its use in routing
effective variables a and b, it also serves as a tool to access the
value of the product of the variables, z = ab, at the indicated
interior vertex. The gadget in (b) is the MWIS representation of
the constraintz +c+d =2e+f .

the variables to positions where they can be accessed also
by neighboring factoring gadgets.
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