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A B S T R A C T   

Technological advances have driven many recent advances in developmental biology. Light sheet imaging can 
reveal single-cell dynamics in living three-dimensional tissues, whereas single-cell genomic methods open the 
door to a complete catalogue of cell types and gene expression states. An equally powerful but complementary set 
of approaches are also becoming available to define development processes from the bottom up. These synthetic 
approaches aim to reconstruct the minimal developmental patterns, signaling processes, and gene networks that 
produce the basic set of developmental operations: spatial polarization, morphogen interpretation, tissue 
movement, and cellular memory. In this review we discuss recent approaches at the intersection of synthetic 
biology and development, including synthetic circuits to deliver and record signaling stimuli and synthetic 
reconstitution of pattern formation on multicellular scales.   

1. Introduction 

1.1. The emerging interface between synthetic biology and development 

For many biologists, embryogenesis is the greatest show on earth. 
The rapid development from a single cell to a complex, patterned 
multicellular organism encapsulates many of the features that capture 
the imagination about life: the formation of exquisite molecular patterns 
and physical structures and the elaboration and maintenance of the 
diverse cellular types required for a functional organism. Many recent 
technological advances have thus focused on watching the show with 
ever-greater resolution. For example, light-sheet microscopy enables the 
developmental biologist to observe every cellular actor from all angles in 
its full three-dimensional context. At the same time, single-cell 
sequencing methods provide more detailed information about these 
individuals than ever before, offering new insights into the richness of 
cell types that the embryo generates. Collectively, these methods have 
generated new datasets with unprecedented resolution, and these data 
have in turn enabled increasingly rigorous quantitative models which 
link properties of cell signaling networks to macroscopic developmental 
outcomes. 

Nevertheless, a developmental biologist may not be content to 

merely watch the show, but from time to time might also wish to try 
their hand at writing or directing an episode. Here, a different class of 
approaches are needed. We might require a rudimentary cast and set – a 
developmental model system where environmental variables can be 
controlled or altered, and different cellular actors can be assembled. We 
may also wish to revise the script and characters: altering the rules for 
cell signaling or physical interactions to observe how the final state 
changes. Achieving these goals would deepen our understanding of 
developmental processes by delineating minimal sets of components 
that can perform a desired function and pointing the way to correct 
errors when they occur. 

Fortunately, a different and complementary set of methods from 
synthetic biology are increasingly available to help the developmental 
biologist achieve their show-running goals. Synthetic biology is a 
discipline focused on engineering complex biological functions from 
well-defined and predictable parts. From its roots in constructing bac
terial gene networks that act as oscillators[1] or toggle switches [2], 
synthetic biology has grown to encompass approaches for building 
eukaryotic signaling circuits[3,4], ligand-receptor signaling[5–7], and 
cell-cell adhesion [8], processes that are all deeply relevant to our un
derstanding of development. A second thrust has been the establishment 
of synthetic interfaces: engineered proteins and genes that, for example, 
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enable the experimentalist to deliver stimuli to a cell using light[9–11], 
or that record particular signaling states into persistent changes in a 
cell’s DNA sequence[12–15] or protein contents[16,17]. These in
terfaces present exciting new opportunities to perturb and monitor 
developmental processes. 

In this review, we describe current advances at the intersection of 
synthetic and developmental biology. First, we highlight new advances 
in engineering developmental “input/output interfaces”: optogenetic 
tools to apply precise inputs to developmental systems and synthetic 
recording systems for measuring new outputs such as cell lineage and 
signaling histories. We then review advances in understanding three 
developmental processes that have proven to be especially amenable to 
synthetic manipulation: morphogen signaling, cell fate specification, 
and tissue patterning and self-organization. We close by discussing 
emerging future applications at the interface of synthetic and develop
mental biology. 

2. Synthetic interfaces to developmental systems 

Where in developmental biology might engineering-based ap
proaches have the biggest impact? One context where questions meet 
tools is in the context of designing synthetic “interfaces” – engineered 
proteins or gene networks that enable the experimentalist to either 
deliver a stimulus to a cell of interest (input interfaces) or to record a 
specific cellular response (output interfaces). Synthetic interfaces are 
also among the simplest synthetic systems, serving primarily as relays 
that convert light, chemical, or biological signals to gene expression. 

In development, cells often encounter transient stimuli that may 
trigger a fate choice hours or days later. The ability to deliver such a 
stimulus to a particular set of cells, or to track cells that receive an 
endogenous stimulus over time, would be particularly powerful. 

Synthetic interfaces also provide exceptional capacity for reuse. For 
example, an optogenetic interface can be used to deliver signals that 
vary in timing, intensity, or spatial range, enabling the experimentalist 
to scan a wide range of perturbative effects. In this section we focus on 
how cell engineering can be used to build circuits for precise input 
control and output measurement in developmental systems. 

2.1. Engineering the inputs: optogenetics for controlling developmental 
systems 

We focus first on one class of synthetic input interface: optogenetic 
tools that enable light-based control over developmental processes 
(Fig. 1 A). Optogenetics is ideally suited for probing developmental 
systems[18–22]. Light delivery is feasible for any developmental model 
system that is amenable to imaging studies (e.g., Drosophila and zebra
fish embryos; the mouse pre-implantation embryo; stem cell-based 
models like gastruloids and organoids). Light can be applied and 
removed at will, can be patterned with high spatial resolution, and is 
largely non-interacting with most developmental cell types. We note 
that excellent resources, including reviews[23,24] and the OptoBase 
web portal [25], are already available that describe in detail the large 
and growing toolbox of light-sensitive protein domains that make up the 
optogenetic toolbox – we point the interested reader to those resources 
and focus here on their applications in developmental biology. 

2.1.1. Optogenetic control of developmental processes 
Over the past few years, the use of optogenetics in developmental cell 

signaling has exploded. Many classical developmental signaling path
ways – including BMP [26], FGF [27–29], Ras [30–32], Wnt [33,34], 
Nodal [18], and Notch/Delta [35,36] signaling – have now been placed 
under some form of optogenetic control. But the devil is in the details: 

Fig. 1. Engineering the inputs: synthetic strategies for delivering designed stimuli to developmental systems. (a) Synthetic input interfaces aim to link a desired 
stimulus of interest to defined cellular outcomes. Stimuli may be either controllable and engineered (e.g., such as light or chemical stimuli) or may represent external 
factors presented by other cells (e.g., surface proteins presented by neighboring cells or factors that they secrete). (b) Optogenetic tools constitute a major class of 
synthetic interfaces. The basic toolset includes many different forms of light-driven protein interaction, such as light-based dimerization and clustering. These tools 
can be applied to control diverse developmental processes, including light-induced expression of target genes of interest. (c) The availability of synthetic input 
interfaces necessitates new experimental workflows that take advantage of the ability to deliver precise spatiotemporal stimuli. For example, varying the period of 
illumination can define sensitive windows to a signaling cue, and coupling rapid input variation with live biosensors can reveal the magnitude and timescale of 
downstream processes. Recent studies have also begun to define which stimuli are sufficient to rescue the loss of an endogenous developmental pattern. 
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because each pathway may be activated by different molecular events, 
the mechanistic basis for optogenetic control can vary (Fig. 1B). For 
many receptor-driven signaling events (e.g., BMP, Nodal and FGFR), 
light-controlled dimerization between receptor subunits has proven to 
be a powerful strategy [18,26,29]. Dimerization can be readily achieved 
upon blue light illumination using fusion to the light-oxygen-voltage 
sensing (LOV) domains from V. frigida Aureochrome 1 (VfAU1) or the 
N. crassa Vivid protein (VVD), ~150 amino acid domains that homo
dimerize upon blue light stimulation [29,37–39]. 

Protein clustering is also known to play a crucial role in the activa
tion of many signaling pathways and can be robustly achieved using 
variants of the of A. sativa Cry2 photolyase homology region (PHR) 
domain that oligomerize upon blue light stimulation [40,41]. 
Light-triggered clustering proved to potently modulate FGFR [27,28], 
Wnt [34], and Notch/Delta signaling [35], although in the case of 
Notch/Delta clustering proved to be inhibitory, rather than activating. 
Finally, Notch/Delta signaling has also been successfully manipulated 
by directly controlling the nuclear localization of the Notch intracellular 
domain using the combined action of a bifunctional optogenetic tool: the 
Zdark/LANS system, in which the LANS-tagged protein both dissociates 
from the mitochondrial outer membrane upon illumination and un
dergoes light-induced nuclear import [36]. Taken together, these 
diverse successes demonstrate that a vast array of developmental pro
cesses are accessible to optogenetic control. 

Cell-type specific control over gene expression is one of the major 
tools in the developmental biologist’s arsenal, and it was recognized 
early on that extending this capability to light-based gene expression 
would be quite powerful. One major class of tools rely on light- 
controlled variants of the yeast Gal4 transcription factor, which has 
long been a mainstay in developmental biology since its original 
development in Drosophila [42]. Gal4 binds DNA as a dimer, and early 
efforts sought to replace this constitutive dimerization with light using 
the VVD blue light-activated homodimerization domain [38]. The 
resulting LightOn system (also termed GAVPO) was successfully applied 
for light-induced Cre recombination or insulin secretion in a transgenic 
mouse [38], as well as to interrogate the decision of cultured mouse 
embryonic stem cells to different into mesendoderm or neural ectoderm 
[43]. Most recently, the VVD-derived pMag/nMag heterodimerization 
system brought high-quality optogenetic Gal4 control back to the fly in 
the “ShineGal4′′ system [39,44,45]. GAVPO-based tools proved func
tional but toxic in zebrafish, and an alternative approach was developed 
using a bacterial transcription factor, EL222, which dimerizes and binds 
DNA in a light-sensitive manner [46]. Fusions of EL222′s DNA binding 
domain with eukaryotic transcriptional activation domains led to potent 
light-dependent gene expression in zebrafish embryos [47–49]. 

What about endogenous transcription factors? It is attractive not just 
to control gene expression from an engineered Gal4-responsive pro
moter, but also to drive endogenous programs of gene expression from a 
naturally produced transcription factor. A variety of optogenetic nuclear 
import-export systems can provide this function, including the LEXY 
system for light-inducible nuclear protein export [50] and the LANS [51] 
and LINUS [52] systems for import. These approaches are beginning to 
see application in a variety of cell and developmental contexts as well, 
including nuclear shuttling of the YAP transcription factor [53] and 
optogenetic control of the Bicoid morphogen [54] and Twist transcrip
tion factor [55] in Drosophila embryos. Finally, higher-order assembly of 
transcription factors is emerging as an organizing principle for gene 
regulation, and light-inducible clustering tools have recently begun to 
be used to control developmental transcription factors, including the 
transcription factor Bicoid [56] and the pioneer factor Zelda [57]. In 
summary, developmental optogenetics has entered a period of rapid 
growth, with tools available or within reach for almost any process in 
developmental signaling or gene expression. 

2.1.2. Experimental workflows for optogenetic developmental biology 
The optogenetic strategies described above have also been coupled to 

innovative experimental workflows to gain insights into developmental 
systems. One of the most straightforward uses of light-sensitive signaling 
proteins has been to precisely define the temporal windows of an effect 
(e.g., the window in which cells can differentiate in response to a 
signaling cue) (Fig. 1C, top). This experimental approach takes advan
tage of the rapid timescale with which light can be applied and removed 
and is particularly well suited to light-sensitive proteins that rapidly 
revert to their inactive states after a shift to darkness. A similar approach 
of varying the illumination time was used to map the essential temporal 
requirements for the transcription factors Bicoid and Zelda in early 
Drosophila embryogenesis [56,57], assess when the embryo is most 
sensitive to ectopic Erk signaling in Drosophila [30] and zebrafish [58], 
and define the relationship between signal timing and gene expression 
for Nodal and BMP signaling in zebrafish [18,26]. 

A second group of studies have begun to focus more precisely on the 
relationship between signaling and the dynamics of developmental gene 
expression, using a combination of optogenetic stimulation with live-cell 
transcription biosensors such as the MS2/MCP system [59] (Fig. 1C, 
middle). Light can be used to acutely trigger nuclear import/export of a 
developmental transcription factor within seconds-minutes, raising the 
possibility that the dynamics of these distinct regulatory processes can 
be separated in time. Many exciting early examples of this framework 
have appeared in Drosophila studies, which has proven to be an excellent 
test bed for coupling optogenetic stimulation and live transcriptional 
biosensors. For example, Viswanathan and colleagues linked the 
light-triggered nuclear import of the Notch intracellular domain, a 
transcriptional activator, to live biosensors of the sim target gene [36]. 
These experiments revealed sim transcriptional adaptation on a 
~30 min timescale despite sustained nuclear accumulation of the tran
scription factor, with subsequent experiments pointing to a role for the 
transcription factor Twist in regulating adaptation. McFann and col
leagues combined optogenetic Erk activation, live transcriptional im
aging, and genetic perturbations to define a negative regulatory circuit 
on mesoderm specification that acts through hkb, a target of Erk 
signaling [60]. Finally, Singh, Wu, and colleagues performed similar 
acute optogenetic perturbations of the Bicoid transcription factor while 
monitoring all four canonical Bicoid-responsive gap genes [54]. They 
observed diverse timescales of transcriptional response ranging from 
3 min to 1 h, including a paradoxical response from the kni gene, which 
was rapidly transcribed upon a decrease in nuclear concentration of its 
activator Bcd. These experiments suggest that there is much to learn 
from acutely perturbing transcription factors while monitoring signal 
flow through developmental gene networks. 

Finally, a third class of studies capitalizes on the power of opto
genetics for applying local spatial stimuli, which could in principle take 
the form of different geometric “blocks” of light, continuous gradients, 
or even noisy or discontinuous patterns (Fig. 1C, bottom). Spatial stimuli 
are exceptionally well suited to studying developmental signaling and 
tissue morphogenesis, processes that define the body’s coordinate sys
tem, drive organized patterns of cell movement, and trigger tissue- 
specific gene expression. De Renzis and colleagues pioneered the use 
of spatial optogenetic stimulation using the Drosophila ventral furrow as 
a model system. Light-inducible recruitment of a lipid phosphatase 
drove dramatic changes in illuminated cell shape due to neighboring 
cells’ morphogenetic movements [19], whereas recruitment of a Rho 
GTP exchange factor (RhoGEF) triggered local apical constriction and 
invagination of cells in the illuminated region [61]. In both cases, a close 
correspondence was observed between the geometry of the illuminated 
region and the aspect ratio of individual cells. These approaches have 
been further extended to investigate differences in light-induced 
morphogenesis between different embryo regions [62] or at a subcel
lular scale by comparing light-induced tissue movements along apical, 
basal, and lateral cell surfaces in the Drosophila wing disc [63]. 

Perhaps the highest bar that can be satisfied by a synthetic devel
opmental pattern is to demonstrate that it can fully compensate for the 
loss of the corresponding endogenous pattern. This complete 
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replacement can be exceedingly difficult to achieve, because it may 
require a synthetic system whose activity covers the entire dynamic 
range of the natural pattern, the ability to precisely replicate the natural 
pattern in space and time, and a loss-of-function background that is 
otherwise fully competent for normal development. 

Despite these strict requirements, light-based rescue has been 
demonstrated for one developmental process: the terminal pattern of 
Ras/Erk signaling in the Drosophila embryo [32]. This context proved 
ideal for a few reasons. First, the endogenous pattern can be eliminated 
without additional consequences. The terminal pattern, a pair of 
inward-facing gradients from the anterior and posterior poles of the 
embryo, is established by a ligand and receptor tyrosine kinase that are 
dispensable for the remainder of the fly life cycle [64]. Second, the 
timing and spatial range of the endogenous signal has been quantified 
rigorously [65], and is comparatively easy to replicate with a pattern of 
light. Finally, the OptoSOS system was previously shown to have 
exceptional dynamic range (from 0% to 200% of the natural pattern), 
and can be tuned to intermediate levels by varying the intensity or 

duration of light pulses [30]. The authors found that even an all-or-none 
light stimulus delivered to the embryonic termini led to successful 
completion of embryogenesis in many of the illuminated embryos 
despite loss of the signaling gradient present in the endogenous pattern. 
Such developmental reconstitution is only a first step towards defining 
the mechanistic basis by which different doses of Erk signaling dictates 
developmental phenotypes. 

2.2. Engineering the outputs: recording signaling cues, gene expression 
and cell lineage 

Embryonic development is dynamic: cells move in relation to one 
another and experience complex, time-varying combinations of external 
signals before adopting their final positions and fates. It thus remains 
challenging to link the signals that a cell experiences along its journey to 
its ultimate transcriptional and morphogenic fate. While fluorescent 
reporter cell lines can illuminate some of these transient signals, they 
typically only reflect recent activity of a pathway of interest, making it 

Fig. 2. Engineering the outputs: detecting and recording complex cell states. (a) Synthetic output interfaces aim to selectively sense a particular cellular state – e.g., 
whether a specific combination of genes is expressed, or if a pathway is transiently activated. They then transduce the signal to a long-lived reporter, such as a 
permanent genetic modification or stable protein filament. (b) Scratch pad recorders target Cas9 cutting and error-prone repairs to defined, transcriptionally active 
sequences in the genome; these can later be sequenced to report on cell lineage. (c) Ticker-tape recorders perform sequential operations that can be read out over 
time, providing a linear temporal history of cellular states. DNA-based ticker tapes use prime editors to sequentially modify DNA sequences, whereas protein-based 
ticker tapes form long-lived protein polymers with differentially labeled subunits. (d) Readers can provide detailed information about the combination or dynamics of 
active pathways in a cell. Recombinase-based circuits can detect complex combinations of upstream inputs, provided they are linked to recombinase expression. 
Conversely, a pulse-detecting gene circuit offers the first opportunity to stably record transient signaling dynamics. Figure created with BioRender.com. 
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difficult to bridge the timescales of signaling (typically minutes to hours) 
and cell fates/phenotypes (many hours to days). Here we outline how 
synthetic biology may define a new generation of “smart” reporters that 
can track stimulated cells with higher resolution and over longer periods 
of time. 

Ideally, such a smart reporter would contain two components. The 
first is some kind of “recorder” system – a gene/protein network that can 
be triggered under well-defined conditions to result in a long-term 
cellular change (Fig. 2A). The second component is a “reader” – a sys
tem that activates the recorder only in response to a desired stimulus, 
such as a particular combination of upstream signaling pathways or gene 
expression states. Together, a reader-recorder pair could connect mea
surements of signaling dynamics to endpoint phenotypes (e.g., the 
number or identity of cells in an eventual differentiated tissue), or be 
combined with methods such as single-cell RNA sequencing [66], 
MERFISH [67], or slide-seq [68] to relate early signaling events to 
subsequent cellular identity. Here we review the current state of reader 
and recorder systems that may ultimately enable the experimentalist to 
connect transient stimuli to eventual cell phenotypes at unprecedented 
resolution. 

2.2.1. DNA-based molecular recorders 
The predominant strategy for molecular recording uses CRISPR- 

targeted DNA mutations to encode lineage information within a cell’s 
genome. This approach can be understood as an extension of lineage 
tracing by mapping somatic mutations. A cell stochastically accumulates 
mutations in its genome over time, which are inherited by all its progeny 
and therefore encode information about their lineage. Synthetic DNA- 
recording circuits work by concentrating somatic mutations at a tar
geted recording locus, for example using CRISPR-based genome editing. 
A cell is engineered to harbor a ‘scratchpad’ DNA locus at which edits 
will be performed; it also must express both the Cas9 protein and a guide 
RNA (gRNA) that targets Cas9 to the scratchpad. Repair of Cas9- 
generated double stranded DNA breaks is error-prone, so insertion- 
deletion (indel) mutations accumulate within the scratchpad (Fig. 2B). 
This overall strategy has been implemented successfully to annotate 
lineage phylogeny in zebrafish [12,69], mouse [13], and fly embryos 
[14]. 

CRISPR-based molecular recorders all share the same basic principle, 
but their detailed implementations vary depending on the desired mu
tation rates and total number of edits. For example, the zebrafish-based 
GESTALT system features a 257 bp recording scratchpad with 10 opti
mized target sites, each corresponding to a separate gRNA [69]. Because 
the recording locus is embedded within the 3′ UTR of an EGFP gene, 
single cell scratch pads can be retrieved within a droplet-based scRNA 
sequencing pipeline. GESTALT was optimized for rapid recording to 
match the fast pace of early zebrafish development, and most scratchpad 
edits appear to occur prior to dome stage (4.3 h post-fertilization), after 
which their scratchpads are exhausted. 

In the mouse, editing rates must be scaled to achieve lineage tracing 
over a proportionally longer developmental time window. Chan and 
colleagues addressed this challenge by identifying three target-guide 
RNA pairs which show a broad dynamic range of editing rates depend
ing on the location and frequency of sequence mismatches [13]. They 
further improved the recording channel capacity by integrating up to 20 
copies of the scratchpad recording cassette, each with a unique ‘inte
gration barcode’ that allows copies to be disambiguated during 
sequencing. Leeper and colleagues adopted an alternative approach in 
mice termed “homing CRISPR” [70]. In typical Cas9-based genome 
editing, a guide RNA loses the ability to recognize and re-edit its target 
site after one to several indels accumulate. Homing CRISPR combines 
the gRNA and scratchpad into a single unit by adding the 
protospacer-adjacent motif (PAM) to the gRNA gene. By targeting its 
own sequence, the gRNA maintains fidelity as it self-edits and evolves. 

In each of the preceding cases, DNA edits are transcribed and read 
out using single-cell RNA sequencing of dissociated cells. This approach 

is powerful because it enables cell lineage to be linked to the full tran
scriptome of single cells; however, it also destroys information about 
cells’ spatial position within the tissue. A related technique, MEMOIR, 
seeks to overcome this limitation by imaging cell lineages in situ using 
multiplexed smFISH [15]. MEMOIR features 28 scratchpads, each with a 
shared protospacer target sequence and a unique barcode sequence 
which can be imaged using corresponding single molecule fluorescence 
in situ hybridization (smFISH) probes. Cas9 mutation of the target 
causes ‘collapse’ of the scratchpad and a loss of signal when it no longer 
binds its corresponding smFISH probe. A successor method, intME
MOIR, dispenses with Cas9 entirely and instead uses the serine integrase 
Bxb1 to irreversibly recombine a recorder sequence from an initial state 
to one of two distinct edited states [14]. This element therefore com
prises a trinary memory element, or ‘trit’. intMEMOIR features an array 
of 10 trits, whose states can be imaged via independent smFISH probe 
barcodes. intMEMOIR was deployed in Drosophila to trace the lineage of 
neuronal cell types to their progenitor neuroblast cells. In both flavors of 
MEMOIR, spatial information comes at the price of transcriptomic 
depth, as smFISH cannot yet achieve full transcriptomic depth at scale. 

2.2.2. “Tickertape” recorders link signaling states to long-lived responses 
An ideal molecular recorder would not just integrate a pathway’s 

activity over time but would leave a time-resolved history of signaling 
states. Proof of concept of such a ‘tickertape’ recorder was recently 
demonstrated using CRISPR-Cas9 prime editing technology to insert 
targeted barcode sequences into a recording locus [71]. A prime editor is 
a fusion protein comprising a reverse transcriptase and a Cas9 nickase (a 
Cas9 with one catalytic site deactivated). Prime editing guide RNAs 
(pegRNAs) are also specialized to include an additional template 
sequence adjacent to the targeting protospacer sequence. When the Cas9 
nicks the target site, the reverse transcriptase appends the template 
pegRNA sequence next to the targeting sequence within the host 
genome. 

In a recent preprint, Choi, Chen, and colleagues adapted prime 
editing to realize a tickertape recorder by designing a recording locus 
that sequentially orders prime edits [72] (Fig. 2C, upper). Specifically, it 
features a repeated array of 5′ truncated protospacer target sites, where 
only the first site has the complete protospacer sequence. The pegRNAs 
are designed such that upon prime editing, the reverse transcriptase 
inserts a template barcode, disrupts the 3′ end of the current target site, 
and completes the 5′ end of the subsequent site. The net effect is 
therefore to record the active pegRNA via its barcode at the current site 
shift and shift the tickertape ‘write-head’ to the following site. The 
sequence of barcodes therefore encodes the order in which they were 
inserted. Choi, Chen, et al. validated this technique using serial trans
fections in cell culture, although the resulting tickertape recording was 
only revealed in averaged measurements from many cells, presumably 
due to the current inefficiency of prime editing. Future improvements 
are likely necessary to provide tickertapes with single-cell resolution for 
developmental applications. 

Inferring signaling dynamics from such a tickertape further requires 
that the availability of barcoded pegRNAs somehow depends on the 
cell’s signaling state. In a simultaneous effort, the same group reported 
ENGRAM: a technology for parallel recording of signaling pathway ac
tivity using prime editing [73]. ENGRAM uses the endoribonuclease 
Csy4 to excise barcoded pegRNAs from the 3′ UTR of synthetic mRNAs 
[74]. By placing the host mRNAs under the control of pathway-specific 
sentinel promoters, barcode insertions at the recording locus can be 
linked to their corresponding pathway. To validate ENGRAM, the au
thors simultaneously recorded barcodes corresponding to Wnt, NF-κB, 
and Tet-On responsive promoters. 

In principle, ENGRAM is compatible with a sequential tickertape 
recorder, opening the possibility of encoding a complete history of a 
cell’s signaling dynamics directly in DNA. However, the low editing 
efficiency of existing prime editors is an important technical barrier. 
ENGRAM labeled less than 5% of cells in validation studies after 48 h at 
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saturating doses of Wnt or NF-κB; tracing developmentally relevant 
signals will require higher fidelity and temporal resolution. Sequence- 
reconstructions of tickertape events also required ensemble averaging 
over populations of cells. This may not be possible in a developmental 
context where it can be difficult to know which subpopulations should 
be averaged. In sum, while the remarkable information bandwidth of 
DNA-based tickertapes makes them attractive, a next-generation of 
improved prime editors is likely needed to unlock this strategy’s full 
potential. 

Might it be possible to record a cell’s history in other polymers than 
nucleic acids? Two groups recently reported development of protein- 
based tickertapes to encode the history of neuronal activity within a 
growing protein fiber (Fig. 2C, lower). Lin, Li, and collaborators used a 
fusion protein of the kinase domain of Pak4 and its inhibitor Inka1 
(together, iPAK4). iPAK4 polymerizes within cells into stable linear 
crystals with internal pores that permit inclusion of fluorescent tags 
[16]. Alternating wash-ins of two different halo-tag dyes labels the 
growing fiber with stripes, creating a temporal basis. A GFP-iPAK4 
fusion is placed under the cFos immediate earlier gene promoter, so 
that neuronal activity is recorded by inclusion of GFP within the 
growing fiber. Imaging the iPAK4 ticker tape in cultured cells after a 
12-hour recording period was able to resolve signaling dynamics with 
sub-hour temporal resolution. Linghu and collaborators simultaneously 
developed a protein ticker using the same basic principle (cFos-de
pendent incorporation of labeled monomers into a growing protein 
chain), but a different chemistry [17]. Their ticker tape comprised of 
1POK monomers fused to ‘insulating’ maltose binding protein (MBP) 
domains (which prevent lateral aggregation), and short epitope tags 
which are resolved by immunohistochemistry. Their 1POK ‘expression 
recording islands’ (XRIs) demonstrated longer recordings than iPAK4, at 
the cost of lower temporal resolution. In principle, both protein fiber 
tickertapes could be adapted to record developmental signals by 
expressing labeled monomers under signal-responsive promoters. 
Recorder toxicity might post a challenge: while protein tickertapes did 
not disrupt neural signaling, they may be more problematic when 
embedded in mitotically active, migratory cells of the embryo. 

2.2.3. “Readers” for detecting dynamic and combinatorial cellular signals 
What synthetic circuits could endow a cell to read a specific signaling 

state of interest? The simplest case is a classical pathway-specific pro
moter, which can highlight whether a single pathway is on in a partic
ular cell at a particular time. Yet more sophisticated circuits could be 
quite useful. Combinatorial circuits could selectively label cells in which 
multiple pathways are active simultaneously [75], and dynamic circuits 
could define subpopulations that experience transient pulses of signals 
[76]. An ideal signaling reader would be specific to a desired stimulus 
condition, and would detect stimuli only during a user-defined devel
opmental time period. 

Implementing this kind of signal detection is precisely where syn
thetic biology excels. One may use a gene network that acts as a logic 
gate to define which cells experience a particular combination of 
developmental cues (e.g., an AND gate that triggers gene expression only 
in the presence of signals A and B). Synthetic logic gates have been 
produced using a variety of biological components, including combi
nations of engineered transcription factors [77], RNA-based logic [78], 
or programmable DNA binding domains termed transcription 
activator-like effectors (TALEs) [79]. Even more complex logic functions 
have been constructed using sets of orthogonal recombinases in the 
so-called BLADE system [80] (Fig. 2D, upper). These circuits work by 
excising or inverting sections of DNA at specific sites, so that only the 
presence of specific combinations of recombinases would enable 
expression of specific gene programs. Eight orthogonal pairs of recom
binases and DNA elements were identified and used to construct more 
than 100 logic functions that selectively respond to states of up to three 
distinct inputs. An important caveat is that these circuits are typically 
single use, since any recombinase would typically rearrange genetic 

elements in the circuit, altering its initial state. (The permanent DNA 
modification produced by recombinase-based logic also blurs the line 
between reader and recorder circuits.) Nevertheless, the logic gates 
described above make it possible for an experimentalist to define 
virtually any logical cellular state (e.g., cell in which pathway A and B 
are on but C is off) and, with high fidelity, label only the cells in that 
state. 

Synthetic gene circuits can also be implemented to specifically detect 
the dynamics of a signal. Dynamic-sensitive gene circuits build on de
cades of work cataloguing ‘network motifs’ – the signal processing 
functions conferred by modules of a small number of interacting 
biochemical systems [81]. Feedforward loops, a subset of network mo
tifs that contain combinations of fast and slow (or direct and indirect) 
regulatory links, were predicted to be especially sensitive to the dy
namics of a signal [82]. Based on this logic, Ravindran et al. screened a 
small library of feedforward networks for the ability to selectively detect 
signaling pulses, identifying one incoherent feedforward circuit with 
robust pulse-detecting capabilities [76] (Fig. 2D, lower). The authors 
went on to implement this circuit experimentally for the Erk signaling 
pathway using a single synthetic target gene cassette: an Erk 
pathway-responsive promoter [83] driving the expression of a chimeric 
transcription factor fused to an Erk-triggered nuclear export tag (the 
‘kinase translocation reporter’, or KTR) [84]. Only upon a rise in Erk 
activity is the chimeric transcription factor expressed; a subsequent fall 
of Erk activity is necessary to trigger its nuclear import and subsequent 
expression of a fluorescent reporter. The authors demonstrated that Erk 
pulses, but not high or low activity states, were capable of triggering 
gene expression, opening the door to selectively defining the subpopu
lation of cells exhibiting Erk pulses without requiring live-cell imaging 
or tracking, a simple workflow for developmental studies. 

Despite these exciting proofs of principle, few studies have yet con
nected any of the reader and recorder systems in a functional develop
mental context. We eagerly await the work of a next generation of 
developmental synthetic biologists interested in bridging the timescales 
of signaling and cell fate response using molecular readers and 
recorders. 

3. Reconstituting the emergent properties of developmental 
systems 

In its purest form, synthetic biology proposes to build complex bio
logical functions from the bottom up. Like classical in vitro biochemical 
reconstitution, which has been instrumental in defining how minimal 
biochemical circuits can give rise to emergent properties ranging from 
stable oscillations to traveling waves[85,86], synthetic approaches offer 
the chance to define how tissues might generate gradients, self-organize, 
polarize, and adopt long-lived differentiated states using minimal sets of 
well-defined components. Synthetic reconstitution can also enable the 
experimentalist to monitor how emergent properties are altered when 
system parameters (e.g., the concentrations or affinities of components) 
are systematically altered, which can be essential understanding both 
the functions and limitations of a biochemical or genetic network. 

Pioneering efforts in synthetic biology were focused at the cellular 
scale, first in bacteria [2,87] and subsequently in mammalian cells [88]. 
In recent years, an explosion of interest in synthetic multicellularity and 
pattern formation has brought engineered networks to simple multi
cellular contexts and even classical developmental model systems. Here, 
we highlight examples in which these tools have been used to engineer 
developmental processes and functions in eukaryotic cells. 

3.1. Synthetic morphogen gradients 

The question of how cells obtain information about their physical 
location in an embryo remains one of the central questions of develop
mental biology [89]. A major organizing concept has been the idea of a 
morphogen [90] – a substance (e.g., small molecule or protein ligand) 
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that diffuses across a field of cells to alter the behavior of cells that sense 
it. In their simplest form, morphogen gradients can be generated by a 
sender cell releasing a soluble factor that diffuses over the length of 
multiple cells, with receiver cells sensing this factor and triggering 
concentration-dependent responses. However, the situation is often 
complicated by regulatory feedback loops. Morphogens may not freely 
diffuse but instead interact with other molecules such as inhibitors, 
shuttling proteins, or coreceptors [91]. Morphogen gradients are also 
further modified by positive or negative feedback loops triggered in the 
cells that receive them, resulting in increased or decreased expression of 
receptors, ligands, or other system components. Due to their central role 
in embryo patterning, morphogen gradients have been a major recent 
testbed for synthetic developmental approaches. 

Initial success in reconstituting morphogen signaling was obtained 
using cell culture models. Li and colleagues reconstituted Sonic 
Hedgehog (Shh) gradients in an engineered cell culture model [92]. The 
authors generated a “sender” cell line in which ligand production could 
be induced and a “receiver” cell line which produces a fluorescent re
porter upon ligand detection and pathway activation. Even though the 
diffusible ligand was not itself labeled, receiver-cell measurements and 
cell patterning experiments revealed that Shh gradient formation 
required cell-cell contact and is likely to occur via lateral movement in 
the cell layer as opposed to free bulk diffusion. Furthermore, varying the 
ligand production rate and the receiver cell network architecture 
revealed mechanisms that ensure the pathway’s robustness to ligand 
levels and rapid progression to a steady-state gradient. These insights 
complement studies of how signaling feedbacks in vivo can confer 
robustness [93,94] and scale-invariance [95] to morphogen patterns. 

Whereas Li et al. reconstituted a morphogen gradient out of natural 
components, another approach is to build fully synthetic morphogen/ 
receptor systems. The SynNotch system [7] presents an exemplary 
design strategy. In Notch signaling, activation of the receptor by a 
surface-presented ligand on a neighboring cell triggers cleavage and 
release of an intracellular domain, which then acts as a transcriptional 
activator. SynNotch adapts this architecture to instead release a syn
thetic transcriptional activator (e.g. Gal4, rtTA) in response to an engi
neered ligand-receptor interaction (e.g. GFP/anti-GFP nanobody). Toda 
et al. adapted SynNotch for the detection of diffusible ligands by 
capturing the ligand with a membrane-bound anchor on neighboring 
cells. While this two-step binding mode might be seen as an inconve
nience of the synthetic system, it likely improved performance, as weak 
surface tethering of ligands has been found to be essential for proper 
gradient formation both in synthetic and natural systems [8,96]. Indeed, 
tuning the number of anchors present in the cell population was suffi
cient to modify the range of the established gradients. Using two 
orthogonal SynNotch with cognate ligands and anchors – and imple
menting positive feedback via SynNotch induced expression of more 
ligand and negative feedback via secretion of inhibitors – the authors 
could increase the complexity of the synthetic morphogen network. 

While a pure in vitro reconstitution can probe quantitative aspects of 
morphogen patterns, it cannot directly address the biological implica
tions of pattern features. Can a synthetic morphogen system functionally 
compensate for the loss of an endogenous pattern to coordinate tissue 
morphogenesis? This question was resoundingly addressed by a recent 
study to engineer synthetic replacement of the Dpp morphogen gradient 
in the Drosophila wing disc [96] (the fly homolog of vertebrate BMP li
gands). Stapornwongkul and colleagues designed a synthetic 
morphogen system comprising a diffusible GFP dimer and a synthetic 
receptor pair fused to an extracellular anti-GFP nanobody to sense the 
GFP ligand. Because the synthetic receptor pair further carries intra
cellular copies of Dpp receptor domains (one with tkv, another with 
punt), they initiate Dpp signaling upon heterodimerization in the pres
ence of a GFP morphogen. The authors regulated protein clearance by 
adding a membrane-tethered anti-GFP nanobody, thereby creating a 
detectable GFP dimer gradient. Replacing the endogenous Dpp pathway 
with this synthetic GFP morphogen system was sufficient to rescue the 

formation of recognizable wing structures. Tuning the affinity of the 
nanobody co-receptors, their expression levels, and their ability to 
laterally diffuse on the membrane (e.g., using a transmembrane domain 
versus GPI anchor protein) allowed the authors to refine the system such 
that the resulting GFP gradient was sufficient to induce wildtype-like 
target gene expression and wing morphology. 

3.2. Synthetic circuits for cell sorting and tissue self-organization 

While diffusible ligands can establish the coordinate axes of a 
developmental model system, much of the actual structural shaping of 
the embryo requires self-organized changes in cellular properties: cell 
shape, cell-cell adhesion, mechanical forces, and cell movement [97]. 
Synthetic developmental biologists have begun to mold their own 
self-organizing tissues by combining synthetic contact-dependent 
signaling with response programs that themselves regulate cell-cell in
teractions. Signaling thus drives physical changes that further alter 
signaling, forming feedback circuits that result in emergent tissue-scale 
properties. 

The SynNotch synthetic contact-dependent signaling system proved 
to be instrumental as a platform for programming tissue-scale patterning 
[7]. These receptors have two primary advantages. First, signaling only 
proceeds at direct cell-cell contacts, avoiding undesired interactions 
between secreting and sensing cells over long distances. Second, Syn
Notch receptors directly link a cell-cell contact event to a transcriptional 
response, so cells may be engineered to express multiple SynNotch 
systems without crosstalk between any shared components (assuming 
distinct ligand recognition and transcription factors). A network of 
SynNotch systems was thus used to produce concentric rings of gene 
expression responses in 2D cultured cells, seeded by a central group of 
GFP-expressing cells to first initiate SynNotch activation (Fig. 3B). 

A follow-up study went still further, extending synthetic tissue 
morphogenesis to a 3-dimensional context and avoiding the requirement 
for pattern seeding [8]. The authors placed the expression of different 
sets of cadherins under the control of SynNotch-based signaling circuits, 
hypothesizing that the resulting changes in cell-cell adhesion would 
enable cells to sort into distinct self-organized patterns (Fig. 3B). This 
differential adhesion hypothesis is a classical model of multicellular 
self-organization, and prior reconstitution studies have shown cell 
sorting in response to differential cadherin expression [98,99]; the study 
was the first to use synthetic signaling-based control to achieve pro
grammable self-organization. Indeed, connecting two engineered “cell 
types” (defined by different SynNotch receptors linked to distinct 
cell-cell adhesion molecules) enabled the generation of tissue spheroids 
with two- or three-layered spatial organization. Moreover, a circuit 
resembling the lateral inhibition of the original endogenous Notch/
Delta system (i.e. a double-negative feedback loop) was able to produce 
multilayered and asymmetric spheroid structures starting from a single 
cell type [100]. The resulting synthetic tissues exhibited true 
self-organization capabilities ranging from spontaneous symmetry 
breaking and pattern formation to self-healing upon mechanical 
splitting. 

3.3. Synthetic cell fate determination 

One major consequence of developmental signaling is to trigger 
appropriate cell fate choices. But how do cells achieve irreversible 
commitment to a particular fate? Here, again, synthetic biology is poised 
to produce insights. The ability to toggle between stable gene expression 
states is a classic challenge in synthetic biology [2], belying a long 
history of interest in how to achieve stable acquisition of a gene 
expression program. More recently, studies have established synthetic 
control over epigenetic modification to produce heritable expression 
states in mammalian cells [101–105]. For example, Park et al. engi
neered mammalian cells to use an orthogonal form of epigenetic 
modification, N6-methyladenine (m6A). Cells expressing synthetic 
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factors that read and wrote m6A modification could produce stable 
epigenetic memory and gene expression control. 

Yet despite these impressive capabilities, a gap has remained be
tween the simple picture afforded by two-state synthetic gene circuits (i. 
e., a two-state paradigm where a gene may be either on or off) and the 
potentially richer landscape of cell states that is traversed during 
development. For example, a single population of pluripotent cells often 
gives rise to more than two distinct fates, suggesting the existence of 
multi-stable circuits with more than two possible states. 

One recent study suggests a first bridge between the simple synthetic 
picture and the more complex landscape of developmental cell fate 
transitions [105] (Fig. 3C). Taking inspiration from classical develop
mental transcription factors (e.g., Sox2, Oct4, and Sox17), the authors 
observed that developmental transcription factors are often connected 
in autoregulatory feedback loops, but that homo- and hetero-dimers 
formed between these transcription factors often exert different – or 
even opposing – effects on their target genes. To explore the possible 
consequences of these forms of regulation, the authors engineered 

synthetic zinc finger transcription factors that could homo- and heter
odimerize as well as regulate their own expression. The authors found 
that seven distinct stable cell states could be produced using only 3 of the 
synthetic transcription factors, and that varying the initial concentration 
or stability of each transcription factor could predictably alter the 
number of stable states. The wealth of tools and predictive control 
afforded by modern synthetic transcriptional memory systems suggests 
that reconstitution or re-engineering of developmental cell fates in vivo 
may soon be within reach. 

4. Summary and outlook 

We have laid out a few directions where advances in synthetic 
biology and cell engineering are already beginning to make an impact in 
developmental model systems. These areas include (1) synthetic in
terfaces for delivering cues to cells of interest and measuring their re
sponses and (2) synthetic circuits for producing morphogen gradients, 
stable cell fate decisions, and tissue self-organization. These are by no 

Fig. 3. Synthetic reconstitution of developmental processes. (a) Synthetic morphogen gradients can be constructed by placing ‘sender’ (morphogen secreting) and 
‘receiver’ (receptor-expressing) cells nearby one another. Recent evidence suggests that simple diffusion-based transport of soluble ligands is unlikely to be sufficient 
in many cases, and surface transport plays a key role in gradient formation. Engineered, surface associated GFP gradients can rescue pattern formation in the wing. 
(b) Synthetic cell-cell communication and differential adhesion can drive pattern formation in simple ‘tissues’ composed of engineered cells. SynNotch receptors that 
link specific cell-cell interactions to expression of homotypic adhesion molecules can drive patterns of gene expression in 2D and cell sorting and patterning in 3D. (c) 
Synthetic multi-stable gene circuits exhibit long-term memory and the potential to implement complex differentiation landscapes. Simple gene circuits containing 2 
or 3 transcription factors produced up to 3 or 7 stable gene expression states, respectively, that persisted over many cell generations. Figure created with Biorender 
.com. 
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means an exhaustive list! There are many other developmental questions 
that could be addressed using engineering principles (e.g., spontaneous 
symmetry breaking and polarization along a single body axis) [106, 
107]. We chose to highlight examples that are particularly mature – 
where the synthetic tools are already well described and the applications 
to development are clear. 

Nevertheless, our reader will likely realize that we have highlighted 
very few studies in which synthetic tools were already applied to a 
developmental model system. Many of the case studies described here 
fall one step short: they rely on toy models such as immortalized cell 
lines that are argued to function in analogy to developmental systems. 
We predict that this line will continue to blur; as synthetic approaches 
are increasingly applied in vivo or in stem-cell derived micropatterns 
[108], organoids [109], or gastruloids [106], we will learn more about 
the sufficiency of synthetic tools to recapitulate true developmental 
processes. 

We have described many synthetic approaches that can perform 
developmentally relevant functions in isolation: secreting a localized 
morphogen, recording a transient signaling state, or forming a tissue- 
scale pattern. We predict that future studies will begin to combine 
these modules to achieve more complex developmental outcomes. One 
may envision linking patterning and cell fate circuits to define the 
spatial organization of functional cell types or combining optogenetic 
stimulation with a morphogen module to polarize development along a 
user-defined body axis. Experimental feedback control is also a powerful 
technique for shaping and controlling the response of biological systems 
[110–112]; when coupled to optogenetic control in a developmental 
model system, feedback control over light inputs could enable a new 
generation of precision tools for manipulating morphogenesis and tissue 
patterning. The future is bright for synthetic developmental biology. 
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