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Abstract—Despite long-contested viability, numerous applica-
tions still rely upon Advance Encryption Standard (AES) in
Counter mode (AES-CTR). Research supports that the vulner-
abilities associated with CTR from a mathematical perspective,
mainly forgery attempts, stem from misusing the nonce. When
paired with cryptographic algorithms, assuming no nonce
misuse increases the complexity of unraveling CTR. This paper
examines the pairing of CTR with AES-128 (AES-CTR). It
includes (1) full key recovery for a software implementation of
AES-CTR utilizing a template attack (TA) and (2) enhancing
the TA analysis’s point of interest (POI) using first-order
analysis and known key to identify leaky samples.

Index Terms—AES, Counter mode, CTR, EM SCA, POI,
Sidechannel Analysis, Template Attack

I. INTRODUCTION

Block cipher modes of operation provide confidentiality to
a block cipher [1]. Some modes, such as cipher feedback
(CFB) and counter (CTR), have the added advantage of
converting a block cipher to a stream cipher. Since the
introduction of block cipher modes of operation, many
studies have addressed attacks on the algorithms [2], [3],
[4] and their implementations in software and hardware.
Techniques such as side-channel analysis (SCA) is well
known for finding exploitation in the implementation, filling
in the gaps left by analytical approaches.

SCA’s first introduction was given in the work of [5], where
a power analysis attack utilizing a difference of mean (DoM)
distinguisher allows for a full key recovery attack.Following
the work in [5], several other studies enhanced the prior
result, [6] introduce the correlation coefficient as a more
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efficient statistical tool which ignores the noise compared
to the DoM; the attack became known as correlation power
analysis (CPA), [7] mutual information (MIA), and [8] TA.
The attacks listed above work well against leakage at a
single point, first-order leakage. However, AES-CTR and
CTR mode is unique due to their nonce coupled with counter
input into the cipher, which leads to the failure of standard
first-order analysis techniques such as DoM, and CPA, when
the nonce is unknown. To alleviate this facto, r [9] created
a method that handles the unknown initialization vector
(nonce) and an unknown key while showing the primary
method for evaluating side-channel analysis and attacks of
AES-CTR as well as other CTR-related implementations
(e.g.,Galois counter mode and counter with cipher block
chaining message authentication code). Other methods, such
as deep learning and neural networks [10], [11], [12] have
been tested, [13], but have yet to yield an efficiency com-
pared to the [9] approach.

The current work shows that TA can produce comparable
results with similar devices to [9] and [13]. However, region
containing the POIs must be carefully selected. To find the
POIs, a comparison algorithm searches numerous first-order
analyses for a family of devices to determine where the key
bytes are located. In practice, the nonce for cryptosystem
based on AES-CTR will be unknown, creating challenges
when performing first-order analysis without relying on [9].
Using a set of known nonce and plaintext from a family of
embedded devices running the same cryptographic module
makes it possible to ascertain POIs for a device with an
unknown key. Although it is possible to use first-order
analysis, such as differential power analysis(DPA) and CPA,

0525

Authorized licensed use limited to: Kevin Kornegay. Downloaded on July 07,2023 at 21:43:11 UTC from IEEE Xplore. Restrictions apply.



to develop a set of POIs, a system with an unknown key is
complex. The method provided by [9] can accomplish this
task but is computationally intensive. Using TA with a set
of POIs reduces the computational workload.

The remainder of this paper is organized as follows: Section
IT describes our contributions. Section III covers the back-
ground and literature review. Section IV describes the threat
model. A description of the experimental configuration is
given in sections V and VI. The implementation is discussed
in section VII. Results are presented in Section VIII, and
conclusions are presented in section IX.

II. CONTRIBUTION OF THIS WORK

TA may require profiling a family of devices running the
same algorithm with a known key(s) before performing an
attack against a device from the same family running an
unknown key. Since the samples in a trace may be large
(n > 1000), there is a high computational complexity when
processing the noise covariance matrix needed to execute an
attack. In performing a TA on AES-CTR, this paper contains
the following contributions:

o Implementing an algorithm that compares multiple first-
order analysis results to determine the best POIs for
a family of devices running the same cryptographic
algorithm.

o Performing a full key recovery attack on a CoraZ7-07s
device running AES-CTR.

III. BACKGROUND
A. Advanced Encryption Standard (AES)

FIPS-197 [14] standardized the AES in 2001. AES is a 128-
bit block cipher with a substitution permutation network.
AES has three variants of master keys (K), 128, 192,
and 256-bits. Concerning key sizes, the rounds are 10, 12,
and 14, respectively. For AES-128, the first nine rounds
break down into four transforms, Addroundkey, Subbytes,
Shiftrows, and Mixcolumns. The tenth round omits Mix-
columns. AES 128-bit state and key state map to a four-by-
four matrix. AES takes 16-byte input A and returns 16-byte
output A’.The four transformations for AES operation are:

« AddRoundKey: for a round key K": A} ; = A; ;O K;

o SubByte: substitution (S) permutation on a 256-byte
on the output from AddRoundKey: A; ; = S[A; ;] =
S[Ai; & K 5]

o ShiftRows: circular shift on the last three rows of the
4-by-4 matrix: A;yj =A; jti

e MixColumns: A 4-byte lookup table M is applied:
A =30 oM, iAjn

Several attacks have targeted AES, from an implementation
perspective [9], [13], [15], [16], [17] in the name of key
recovery. These attacks utilize power, temperature, radiation,
timing, and sometimes even acoustic variations. They have
been able to break AES and recover the secret key. However,

several modes of operations, such as counter mode (CTR)
and cipher block chain (CBC), are attached to AES to
provide confidentiality.

B. AES Counter Mode (AES-CTR)

CTR is a NIST standard mode of operation for block
ciphers [18]. In CTR, instead of encrypting the plaintext,
the nonce plus counter is encrypted. The output from the
encryption process is XORed with the plaintext block to
generate the ciphertext. Let B denote the block cipher, K the
key, C the initial counter, X1 represent the T*" block to be
encrypted, and Y7 represent the 7" block to be ciphertext.
Then the 7" block of the ciphertext can be written as seen
in equations 1 and 2:

Yr=Xr®B(C+T,K) (1)
Subsequently, the decryption process is as follows:

Xr=Yre®B(C+T,K) )

C. Side-channel Analysis (SCA)

The beginning of modern SCA began with [19] in 1996.
Their study focuses on key recovery using timing traces col-
lected from a device while performing a cryptographic op-
eration. Since then, several studies have expanded upon [19]
work. Side-channel attacks break down into passive attacks
(non-invasive) and active attacks (invasive). Passive attack
channels include power measurement [20] of a device run-
ning cryptographic operation and reading of electromagnetic
(EM) emanation [21]. Example of power analysis methods
include simple power analysis, DPA [5], CPA [22]MIA [7],
linear regression analysis [23], and TA [24], [25], [26], [8],
which is a profiling-based attack.

There have been several countermeasures proposed to
counter these side-channel attacks. Most countermeasures
focus on either reducing the release of leaked information or
removing any relationship between the leaked information
and the secret. Some algorithms reduce the number of
times a key [27] is used, which prevents adversaries from
collecting a high number of traces, thereby deterring the
adversary’s advantage. A constant tug-of-war exist between
adversaries and researchers. Side-channel analysis is an
evolving field that exploit physical system weaknesses. Since
it is challenging to balance performance and security, there
will always be flaws in the physical system, leading to
exploitable gaps for adversaries.

D. EM SCA

EM emanation is a form of radiation leakage that yields
an exploitable side channel of physical systems. When a
system running a cryptographic operation radiates high EM
emanation, an adversary can exploit the leakage through the
radiation and recover the secrets about the cryptosystem.
Special shields [28] encase the system to reduce radiation
leaks, thus, mitigating information leakage. There are other
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available methods for reducing the leakage of information.
The approach described in [28] suggests a low-level ap-
proach that requiring the designer to start by developing
the integrated circuit (IC) with built in radiation prevention
techniques. By routing the cipher at the lower levels of
the integrated circuit and avoiding the top layer (metal
layer), reducing the cryptographic algorithm’s leakage level
is possible.

E. Template Attack (TA)

TA apply concepts from signal detection, estimation theory,
and information-theory [22]. TA is a two-phase process.
However, it is treated as a three-phase in this work. The
initial two phases of a template attack are the profiling
(learning) phase and the exploitation (attack) phase. The
most crucial phase in any practical template attack is con-
sidered to be the POI selection. The POI phase is not
mandatory [8]; however, if POI is omitted, the TA could
suffer from timing complexity issues due to the large sample
size. Making the POI selection mandatory eliminates the
timing complexity issue in this work. Furthermore, a suitable
method for selecting points can reduce adversary’s time to
deploy an attack.

As described by [8], TA follow a multivariate Gaussian
model. [25] simplifies the steps to achieve a practical TA.
For the sake of convenience, we reiterate these steps. Trace
classification requires building a template for each of the
possible operations that reside in the trace. The templates
then reflect the statistical characteristics of the trace. In other
words, the distribution of the trace properties for all points.

1) Points of Interest (POI): POI or selected points serve as a
way to reduce the computational complexity of the template
by reducing the number of inputs to the noise covariance
matrix. Researchers have proposed many techniques to select
POIs [25], [24], [29]. Overall, they all lead to the same
conclusion. Given a trace with an N sample, a set n < N
must be chosen to reduce the computational complexity
directly related to the noise covariance matrix for a template
attack. [8], [25] describe some properties the selected points
should possess. The properties are as follows:

« The minimum distance between these points should be
approximately a clock cycle since additional points in
the same cycle do not provide further information.

e The minimum height of a selected point should be
higher than the noise floor of the sum of differences
traces.

Selected points without these properties lead to poor classi-
fication performance during the template generation phase.
This process relies on CPA for selecting points with the
highest peak and ensuring that per byte of the key, a point
exist such that the minimum height is higher than the noise

floor. CPA also ensures that our points do not fall into the
same clock cycle.

2) Template Building: The mean vector consists of the
mean for each operation taken from all traces in the set.
Assuming m operations need to be distinguished and for
those operations, several g traces captured named #1, ..., t,.
If one of the m operations is considered, then the mean
vector is calculated as shown in equation 3 :

1 q
t=M=-) t;
q;]

All traces are taken from the same operation. For all ¢; traces
of an operation, there exists a corresponding noise vector IV;
such that N, = ¢; — M. The noise vectors form the basis
of the noise covariance matrix; the second part is needed to
build a template. The covariance matrix measures the linear
dependence between two random variables. The covariance
of two random variables, X and Y, is defined as shown in
equation 4:

3)

cov(X,Y) =

LS wi-nm-n @

n—1~4

Our trace set contains more than two random variables.
Therefore, a covariance matrix is needed for its description.
The noise covariance matrix can be defined as shown in
equation 5:

(&)

For all m operations, template tuple defined as: (M, CM),
where M is the mean vector and C'M is the covariance
matrix.

CM (u,v) = cov(Ny, N,)

3) Trace Classification: After building all possible tem-
plates for a device, it becomes possible to classify a captured
trace ¢t from the chosen attack device. Distinguishing the
captured trace requires an application of the maximum
likelihood principle to select a template that best fits the
trace. The steps below show how to accomplish this process.

1) For a specific key value and its associated template,
compute the noise N, as if the device under attack is
associated with that template. The mean vector M;
refers to the vector of means generated during the
template-building phase, as shown in equation 6.

N; =M, —t 6)

2) Assuming every point in the trace is drawn from a
Gaussian probability distribution, it is possible to use
the n—dimensional Gaussian probability distribution
along with the maximum likelihood to select a tem-
plate with the highest probability for observing the
calculated noise covariance as shown in equation 7.

p(N:) = s R
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Equation 7 measures how well the template fits a given
trace.

3) Finally, the newly generated template based on the
unknown key is compared to the known key template
generated in the template-building phase. The decision
rule is the maximum likelihood, which minimizes the
probability of selecting the wrong decision given a
hypothetical pair (M, CM). The maximum likelihood
decision rule is calculated as shown in equation 8.

p(t; (M, CM);) > p(t; (M,CM))) Vji#1 (@)

Where ¢ represents a trace from the unknown
set,(M,CM); is hypothetical for the unknown key
and (M, CM), the hypothetical for the known key.

IV. THREAT MODEL

The threat model is split into two parts, the first part
encompasses the POIs phase, which relies on CPA. The
second part covers a DPA-like TA relying on the DoM.

A. POI

Using CPA, the POIs are determined by the Hamming
weight model in a first-order attack scenario. The Hamming
weight model assumes the data leakage through the power
side channel depends on the number of bits switching [22].
Thus, given an n-bit processor with binary data D =
Z;:Ol dj,d; = 0 or 1. The hamming weight is the number of
bits set in a data word. H(D) = Z;’;Ol d; The intermediary
attack model relies on the output of the encryption of the
ciphertext C' and the key K. Assuming some associated data
D consisting of the ciphertext; the leakage is defined as L,
in equation 9:

L(D,K) = HW(S7'[C;; ® K;]) )

B. Template

Once all POIs are located, the next step is building templates.
Naturally, templates are characterized using the multivariate
normal distribution of the pair (M, CM), where M is the
mean vector and CM is the covariance matrix. During this
step, some modifications are made to the original attacks.

(1) This work assumes that the noise did not significantly
affect the attack’s performance. This assumption simplifies
the template-building phase since the covariance matrix is
replaced with the covariance identity matrix. The reduced
multivariate normal distribution equation 7 is as shown in
equation 10:

1
exp —=~NI'N; (10)

1

(2m)™ 2
Furthermore, the natural log of the distribution is taken to
eliminate the issue with small values during the normal
distribution calculation, as shown in equation 11.

p(t;m) =

Inp(t;m) = —%((ln 2m)" + N'V;) (11)

(2) During the classification (exploitation) phase, the least-
square (LSQ) test is applied. The only relevant term in the
simplified multivariate normal distribution is the square of
the difference between ¢ and m. The decision rule for the
reduced template simplifies to equation 12:

(t_mdi,kj)T<t_mdi7kj) < (t_mdhkl)T(t_mdi,kl) (12)

where N; = ¢t — M, k; for the known set of trace and
(t — maq, x,) for the unknown set of trace. The reduced
equations 11 and 12 are easier to work with since they
remove the problem of a singular matrix and eliminate the
timing cost that would exist if a covariance matrix is present.
They should be adapted if the noise does not contribute
significantly to the trace set under attack.

V. EXPERIMENTAL SETUP

The device under test is the CoraZ7-07s [30], containing a
Xilinx System-on-Chip. Our code executes on the ZYNQ
hard processor, an ARM Cortex A9 single-core processor
operating at 667 MHz.

A. EM Probe

The experiment utilizes an EM probe for trace collection.
The probe is a high-precision probe using a tip of 0.5mm
diameter. The tip includes an adjustable shield and direct
coil, allowing the search to pick up EM fields with frequen-
cies up to 6 GHz; the collected frequencies get converted to
AC signals for the scope to process. In addition, the probe
gets attached to an XYZ station which allows for scans of the
chip to find the precise area of operation of the cryptographic
algorithm when collecting traces. Figure 1 shows the setup.

DRE M

Fig. 1. EM Acquisition of traces from CoraZ7-07s using a EM probe
mounted on an XYZ station

B. Oscilloscope

The oscilloscope is the Lecroy Waverunner 9404M Oscillo-
scope. It is a 4 GHz, 4 Channel, 40 GS/s oscilloscope with
64 Mpts/CH. The scope runs a driver that integrates with
the collection computer for later processing.

C. Collection PC

For data collection and processing, a Dell Precision Tower
5820 runs an 8-core Xeon processor. Riscure inspector is
used to conduct the attack utilizing the built-in modules for
TA. Figure 2 shows a schematic of the experimental setup.
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Fig. 2. SCA setup for trace collection and processing

VI. EXPERIMENTATION

Our experiment included two phases trace collection and
trace processing.

A. Trace Collection

EM trace collection requires a precise understanding of
where the cryptographic operation is active on the chip.
The typical way of determining areas that may house the
cryptographic function is to divide the chip into a grid and
scan each grid region using an EM probe; thus, a detailed
map is developed of the area where the operation occurs by
splitting the grid into tiny rectangles. The best arrangement
usually is an n-by-n. Once the grid arrangement is finished,
the next step is to run the cryptographic operation and collect
a trace from each grid segment. After collecting traces per
segment, it is best to apply spectral analysis to the set of
traces to look at the spectral intensity. The spectral intensity
allows for a visual perspective of high-activity areas on
the chip. Assuming the only operation running on the chip
is the cryptographic operation, then areas of high activity
indicate where the operation is happening. Figure 3 shows
an example of a grid using a 10-by-10 square showcasing
the spectral intensity of AES-CTR on CoraZ7-07, the point
with the highest intensity is shown in red. After selecting an

Fig. 3. Spectral intensity graph of the scanned region of the chip for the
device under test

area based on the spectral intensity graph, the EM probe is
moved to that area to collect some traces.

B. Trace Processing

The next step involves collecting traces and confirming the
correctness of the inputs and outputs. This step is done by
collecting the input and outputs from a set of encryption
with a known key. An AES-CTR calculator can be used to
verify the information, and the result is then compared to
the output to ensure it is correct.

VII. RESULTS

Finding the POIs proved to be difficult for this experiment.
This work assumes the typical POIs methods such as CPA,
Signal-to-Noise Ratios (SNR), Sum Of Squared pairwise T-
difference (SoST), and Sum Of Squared Difference (SoSD)
would be sufficient for generating successful POIs. However,
those methods fell apart when attempting to recover the
unknown key using the 10*" round AES-CTR. Several
iterations were done in the recovery attempt, but they all
produced unsatisfactory results. Finally, a first-order analysis
on the trace set was launched with a known key, but the
POIs from the first-order analysis did not match the points
generated using CPA, SNR, SoST, and SoSD. This process
was repeated for several traces with known keys from the
same device family, and the results from the first-order
analysis for those trace sets matched closely with each order
compared with the POI techniques. Based on our findings,
we decided to trust the first-order analysis results over the
POI results.

A MATLAB algorithm was implemented to compare the
results from all first-order analyses two at a time and on
a byte-by-byte basis. The idea behind this approach is that
devices from the same family running the same algorithm
should have POIs within the same region for the same key
byte. This approach and the method leading up to it are
described in section VII-A. In section VII-B, a successful
key recovery using templates built based on the method is
shown in section VII-A

A. POI

In our approach, two sets of traces are gathered under
identical conditions but with two distinct key sets for each
set. A total of 1.5 million traces and 66,000 samples with the
oscilloscope frequency set to 1 GHz were gathered for each
trace set through the experimental phase of the research. The
stages involved in the process are shown in Figure 4.

For algorithm 1, two correlation coefficient matrices are
considered, data; and datas, which are the results of the
first-order analysis. The dimensions for the matrices are
T x S x N, where T is traces, .S is the number of samples,
and N is the number of byte . Next, the absolute value
of both data sets is taken to ensure the range is from 0
to 1. Next, the maximum index is collected for each byte,
idr; and idzs, and its corresponding peak value, S; and
So, respectively, per trace. Then, sort the max peak values
in descending order, keeping track of the indices for each
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Acquisition traceset 2
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Acquisition traceset 1
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Output The Accurate POl needed
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Fig. 4. Setup for comparing the first-order analysis results for two set traces
from the same device family

maximum value. After sorting, the indexes are associated
back to S; and Ss. Lastly, the top 10 maximum indexes
for S; and Sy are compared. Also, displaying the indexes
and computing the difference if they are not matched. The
difference computation is necessary because it determines
how well samples related to the same byte from a family
of devices overlap. If the samples are within a clock cycle
based on the difference, then using any of those samples in
the template-building phase will yield adequate results in the
classification phase. However, if the indices’ differences are
too far apart (multiple cycles apart), the templates built using
these samples will give poor results during key recovery.

Algorithm 1 Byte and Distance Compare
Input: dataq, datas
1: All correlation coefficients should be in the range [0,1]
[S1,idx1] < max(abs(datal))
S1 + SORT(Sl)
[S2, idxs] < maxz(abs(datal))
SQ — SORT(SQ)
Keep track of the total number of traces (cols),
samples (rows), and bytes
[T,S,N] + SIZE(datal)
Associate the index idx1 and idz2 back to
S1 and Sy after sorting. Then compare the top 10

D A A T ol

—_
—_ o

: max indices for both data sets on a byte-by-byte basis
:fori<0to N—1do
for j < 0to (T'—1) do
if idxq[i, j] == idxs[i, §] then
print match and index value
else
dif f = abs(idz[i, j] — idxsli, 5])
print i,j, S1, and S2 indices
end if
end for
: end for

[ I S R e e e
N R A i

The Leakage process includes some of the most important
aspects considered throughout the decision-making proce-
dure before a CPA attack is launched on the CoraZ7 board.

After an in-depth analysis of the CTR block diagram, we
settled on attacking the last AES block, round 10, to retrieve
the key. The hamming weight model is used as the primary
model.

As previously stated, two devices from the same family are
used to collect two sets of traces with two distinct keys.
Figure 5 shows the two sets collected from the devices. The

Tracesets 1

E) 3
Tracesets 2

1 I 1 1 4 2 )

Fig. 5. Traces collected from similar devices using different keys

top image, called "trace sets 1," and the second, the down
bottle image, called "trace sets 2," were collected under
the same conditions and acquisition equipment. The only
difference between the two sets of traces is the keys.

Because the device are identical and the key is the only
difference, we assume a meaningful change in the trace
sets could be found. The assumption was very quickly as
incorrect. Due to the key difference, a slight change in the
power level was expected but not in the timeshift. However,
looking at the post-processing phase, a shift in time is
noticed. This time shift is seen when at 50 ps position on
trace sets 1 and 2. From these two sets of traces, there was a
difference between the timeshift and the power level. Before
diving into the attack, it is crucial to visually confirm that
the trace sets showed the pattern matching the cryptography
algorithm’s operations. Figure 6 presents the trace sets’
absolute value taken. After taking the absolute versus the

Fig. 6. The absolute of trace set 1

raw traces, it is much easier to identify partners in the traces
since the absolute eliminates all minimum points from the
original traces. Furthermore, during the inspection of the
absolute traces set, the standard deviation is computed and
shown in Figure 7.

Fig. 7. Standard deviation for trace set 1
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The standard deviation helps to visualize all the rounds of
the cryptography operation from start to finish. For example
the ten rounds of the AES-128 are easily counted; rounds 1
to 9 are similar, while round 10 is different. The trace set is
correct because AES-128 in the nine first rounds contains the
following operations, SubBytes, ShiftRows, MixColumns,
and AddRoundKey. The tenth round of the algorithm is
smaller since it does not contain MixColumns. The same
process is repeated on the traces set 2.

Once both trace sets were confirmed to correct, the trace’s
static aligment and resampling were performed. The tenth
round from each set was extracted to increase the processing
performance. The new trace sets contain only round 10 of the
operation and have only 6258 samples out of 66K from the
original trace sets. Then a first-order analysis was conducted
using correlation power analysis (CPA) on both trace sets.
Without the loss of generality, the hamming weight attack
model is chosen to attack the tenth round of the AES. Since
AES-128 CTR is constant in the front (round 1) except for
the last 4 bytes of the plaintext, an attack on round 1 using
the plaintext would not yield success. Figure 8 showcases the
successful results of the CPA attack on both sets of traces.

CPA Attack Results Tracesets 1

e o
:

s

i

3 ‘

:

: m \
!

:

3 .

CPA Attack Results Tracesets 2

100 nef

RIOKOIOR58 HW

MWWWMWWMWWW*WWW'WMW

Fig. 8. Correlation power analysis result showing similar POIs for both
sets of traces

The CPA results of trace sets one, and two show that at
least one byte of the tenth round key is close to the same
position on both trace sets. Indeed, this met our expectations
of similar devices, the same operation, different keys, and the
same attack, yielding similar results. These results then gave
us confidence that, under the same circumstances, the TA
would be a direct attack. Trace set 1 is used in the learning
phase, and trace set 2 is for the matching set.

Knowing that the CPA attack was successful on both sets,
the POI file was generated based on the CPA POI method.
After generating the point of interest file, we created the
template profile file and proceeded to the attack phase.
Surprisingly, the attack failed. We began investigating the
failure by inspecting the POIs graphs corresponding to the
previous steps’ CPA attack result. Figure 9 shows the POI
using the CPA method. When comparing the CPA attack
results in Figure 8 to the CPA base POIs in Figure 10, we
quickly identified a high correlation at 0.5 microseconds,
which did not exist in the CPA attack results in Figure 8.
Next, we used other POI methods, such as the Sum Of

= ‘CORR ofHARIONOID),
“”“'74»’)“”’“ o ’* Al A
5
10

3 I I3 £ 7 £

Fig. 9. Result of CPA for POIs with an extra peak at 5 microseconds
overshadowing peaks at 0.5 and 1.5 microseconds

s m‘%vmmww

Squared pairwise T-differences (SOST) and the Signal-to-
Noise Ratios (SNR). Then tried those additional methods,
but the TA still failed. So we finally settled on examining
the SOST and the SNR base POI graph of as shown in
Figure 10.

'SOSTof HWIR10ImOIO)

JU i

SNR of HW(R10m00)

1) 3 3 X r o %

Fig. 10. Top Sum Of Squared pairwise T-differences (SOST) Bottom
Signal-to-Noise Ratios (SNR)

We found that the high peak observed from the CPA-based
POI is the only peak that the SOST and the SNR methods
are capturing. When zooming in at around 0.5 microseconds
on both the SOST and SNR graphs, the key byte located at
that position is found with relatively low power. Figure 11
displays the lower power peak at 0.5 microseconds. Both of

Fig. 11. Small peak at 0.5 microseconds is obscured by the peak at 5
microseconds

the abovementioned POI approaches helped to find the root
cause of the issue. The peak at 5 microseconds masks the
detection of the actual sample by the software.

We sorted through all the points in the CPA attack file to find
the matching point between both datasets. Then imported the
results into the Matlab code and searched for the point where
the high peaks matched. The output shows the exact location
and the distance between high peaks in both datasets. The
comparison result is used to crop out the valuable parts from
trace sets 1 and 2. Figure 12 shows the crop traces of sets
1 and 2.

The POI is generated from snipped trace set 1 using the
CPA, SOST, and SNR POI methods. Figure 13 shows the
new points of interest from the three methods used. After
generating the POIs, all the byte positions on the graphs in
Figure 8 are now visible and look very similar to the ones
in Figure 13. Then the template profile with the CPA-based
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Fig. 12. Trimmed traces based on output from first-order comparison data
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Fig. 13. After cropping the trace set, the result from the POI search matches
the first-order attack results

POI mentioned initially is generated. Using the new template
profile, we successfully retrieved all 16 bytes of keys on the
known input trace set.

B. Template Attack

After settling on both trace sets above for the POI stage, a
third trace set was collected. The third trace set has 500k
traces, and this time the trace set contains an unknown key.
We snipped the new trace set based on our previous results
during the point of interest phase, keeping only the tenth
round. Table I shows a list of POI selected from the POI
phase for the template building.

TABLE I
POI FOR ATTACK

Point of Interests
POI3 | Pola | POI5 | POI6

2150

1653
Byte 14 1843 1842 1882 1875 1825 1841 1833 1883 1834 1794
Byte 15 2031 2032 2030 2033 2023 2022 2014 2071 1971 2064
Byte 16 2218 2217 2219 2238 2233 2224 2173 2223 2230 2212

We successfully recovered the key for the tenth round using
the built template against the new trace set. The POIs colored
in green in Table I are the exact match of the new sample set
in the template file. The columns in Table I are the 10 POIs

for each key byte, and the rows represent the position for
each key byte in the tenth round. Even though the last four
rows in Table I did not precisely match the new sample set,
it did not influence the full round key recovery. The original
key is recovered by working backward from the tenth round
using the AES key scheduler.

VIII. CONCLUSION

This work presents a TA on AES-128 CTR. We create a
comparative algorithm to select the best point of interest
from 2 sets of traces and show that the selected points are the
suitable region to build the templates. We were able to apply
the built template to a third set of traces and fully recover the
key used in that set with 500k traces. The method presented
in this work reduced the number of traces used to recover
a key from an AES-128 CTR software implementation on a
Coraz7 board.
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