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Abstract. We are interested in the nature of the spectrum of the one-dimensional
Schrödinger operator

−
d2

dx2
− Fx+

∑

n∈Z

gnδ(x− n) in L2(R)

with F > 0 and two different choices of the coupling constants {gn}n∈Z. In the first
model gn ≡ λ and we prove that if F ∈ π2Q then the spectrum is R and is furthermore
absolutely continuous away from an explicit discrete set of points. In the second model
gn are independent random variables with mean zero and variance λ2. Under certain
assumptions on the distribution of these random variables we prove that almost surely
the spectrum is R and it is dense pure point if F < λ2/2 and purely singular continuous
if F > λ2/2.

1. Introduction and main results

In this paper we investigate spectral properties of Schrödinger operators defined through
the formal differential expression

− d2

dx2
− Fx+ λ

∑

n∈Z
δ(x− n) (1)

where F ≥ 0 and λ ∈ R (a precise definition is given in Section 2). In particular, we
study the absence or presence of absolutely continuous, singular continuous, and pure
point spectrum.

When F = 0 or λ = 0 the operators defined by (1) are completely understood. Indeed,
in these cases the operator is the Laplace operator (F = λ = 0), the Stark operator
(F 6= 0, λ = 0), or that of the Kronig–Penney model (F = 0, λ 6= 0). While the spectrum
in these three cases differs rather drastically, it is always purely absolutely continuous.
When neither of F and λ is zero, the structure of the spectrum is less clear. Starting with
the work of Berezhkovskii and Ovchinnikov [7] the model (1) was frequently studied in
the physics literature, as we will review below. Berezhkovskii and Ovchinnikov arrived at
the conclusion that localization prevails (in their words, ‘the width of the electron levels
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is exactly zero’) independently of the parameters F, λ 6= 0. Later, Ao [1] suggested that
the nature of the spectrum (or rather dynamical localization and delocalization properties)
depend both on the size of F/λ2 and on whether a certain resonance condition on F is
satisfied. In [1, Eq. (9)] the resonance condition is stated explicitly as an integer condition,
but other parts of the paper rather suggest a rationality condition. Borysowicz [9] arrives
at a similar size condition on F/λ2 determining the nature of the spectrum, but not at
Ao’s resonance condition. Through more quantitative, but still non-rigorous arguments
Buslaev [10] notices that a special role is played by a rationality condition which, when
satisfied, would lead to absolutely continuous spectrum.

While we are still rather far from fully understanding the spectrum in the general case, in
this paper we provide evidence for the validity of Buslaev’s analysis and almost completely
solve the problem under a rationality assumption. In particular, Ao’s integer condition [1,
Eq. (9)] needs to be replaced by a rationality condition and Borysowicz’s predictions can
at most be correct in the irrational case. We would also like to emphasize that, while the
rationality assumption is required for our definitive result, the bulk of our analysis is valid
without it and we expect this part to play an important role in any future advances in the
irrational case.

Our main result on the spectral structure for this model is summarized in the following
theorem.

Theorem 1.1. Fix F ∈ π2Q+, λ ∈ R, and write F = π2q
3p with p, q ∈ N. Let LF,λ be the

self-adjoint realization of (1) in L2(R), then

σac(LF,λ) = R , σsc(LF,λ) = ∅ , and σpp(LF,λ) ⊆
{π2

3p
m+ λ : m ∈ Z

}

.

Remark 1.2. A few remarks are in order:

(1) by a unit translation LF,λ is unitarily equivalent to LF,λ + F and, in particular,
the spectrum of LF,λ is F periodic. Therefore, the existence of an eigenvalue at

E = π2

3pm + λ only depends on m mod q. Consequently, to fully determine the

spectrum it remains to understand q additional values of E.
(2) the assumption F ≥ 0 is purely for convenience. Indeed, by the change of variables

x 7→ −x the operator LF,λ is unitarily equivalent to L−F,λ.

We will discuss the strategy of the proof of Theorem 1.1 later in this introduction. There
we will also comment on its relation to the works of Buslaev [10], whose predictions we
prove rigorously, and Perelman [36], whose techniques we adapt to do so.

1.1. A related random model. In addition to the operators LF,λ we shall also consider
the following closely related random model, which was suggested in [43]. Our results refine
those obtained by Delyon, Simon, and Souillard in [14, 15].
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Let (Ω,F ,P) be a probability space, g : Ω → RZ, ω 7→ {gn(ω)}n∈Z a measurable function,
and consider the random differential expression

− d2

dx2
− Fx+

∑

n∈Z
gn(ω)δ(x− n) . (2)

Throughout we assume that the random sequence of coupling constants {gn(ω)}n∈Z satisfies

(i) gn are independent for different n ∈ Z,
(ii) Eω[gn] = 0,
(iii) Eω[g

2
n] = λ2, for some λ 6= 0 and all n,

(iv)
∑

n≥1 Eω[g
4
n]n

−2 <∞,

(v) Pω
[
limn→∞ n−1/4gn = 0

]
= Pω

[
limn→−∞ |n|−1/2gn = 0

]
= 1, and

(vi) there exists n0 ∈ Z such that the distribution of gn0 is absolutely continuous with
respect to Lebesgue measure.

We note that if gn are i.i.d. copies of a random variable X, the assumptions (iv)-(v)
are satisfied if and only if Eω[X

4] < ∞; for details, see Remark 4.6. In particular, the
assumptions are valid with gn chosen as independent N (0, λ2). If the gn are not identically
distributed, assumptions (iv)-(v) are valid if Eω[|gn|α] are uniformly bounded for some
α > 4 (see Remark 4.6).

Theorem 1.3. Let {gn(ω)}n∈Z satisfy assumptions (i)-(vi). Then (2) almost surely defines
a self-adjoint operator LωF,λ in L2(R). Moreover, σess(L

ω
F,λ) = R almost surely and the

spectrum is almost surely purely

• singular continuous if F > λ2/2,
• dense pure point if F < λ2/2.

As mentioned above, this theorem refines a result obtained in [14, 15]. What the authors
of these papers prove is that if F is sufficiently small (depending on λ) the spectrum is
almost surely pure point, while if F is sufficiently large (depending on λ) the spectrum
is almost surely purely continuous. Our result refines this in two aspects; first, we obtain
a precise transition point F = λ2/2, which separates the two regimes, and secondly we
classify the continuous spectrum above the transition point as being singular continuous.
That the latter aspect was left open is explicitly mentioned in [14]. Analogous sharp
spectral transitions have been shown to occur by Minami [34] in a model related to that
studied here and by Kiselev, Last, and Simon [26] for certain Schrödinger operators in l2(Z)
with decaying random potential. In particular, the techniques in the latter paper will be
important for us.

We wish to point out that the transition from singular continuous to pure point spectrum
in Theorem 1.3 might appear somewhat more drastic than it actually is. As we shall see, the
spectral transition can be traced to the asymptotic behavior of generalized eigenfunctions.
In what follows we prove that generalized eigenfunctions have power-like decay given by

x−1/4−λ2/(8F ) as x → ∞ (up to oscillations and small corrections). The nature of the
spectrum is classified depending on whether these generalized eigenfunctions are square
integrable or not. So while the spectral nature changes instantaneously when F/λ2 crosses
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the point 1/2, the change at the level of behavior of eigenfunctions is continuous as a
function of F/λ2.

1.2. Strategy of proof. While our main interest is towards the spectral theoretic results
in Theorems 1.1 and 1.3, the bulk of the paper will concern understanding the asymptotic
behavior of solutions of the generalized eigenvalue equation







−ψ′′(x)− Fxψ(x) = Eψ(x) for x ∈ R \ Z ,
limε→0+(ψ(n+ ε)− ψ(n− ε)) = 0 for n ∈ Z ,

limε→0+(ψ
′(n+ ε)− ψ′(n− ε)) = gnψ(n) for n ∈ Z ,

(3)

where gn = λ and gn = gn(ω) in the first and second models, respectively. Passing from
precise asymptotics of the solutions ψ to spectral properties of LF,λ and LωF,λ can be
accomplished through arguments which are fairly standard in the field. Indeed, in the case
of Theorem 1.1 it consists of an application of Gilbert–Pearson subordinacy theory [20, 21]
while Theorem 1.3 follows from rank-one perturbation theory and, in particular, a spectral
averaging argument (see [42] and references therein). Moreover, the refinements of Gilbert–
Pearson theory developed by Jitomirskaya and Last [23, 24] and furthered by Damanik,

Killip, and Lenz [13] imply that for F > λ2

2 the spectral measure of LωF,λ almost surely

vanishes on sets of Hausdorff dimension less than 1− λ2

2F ; see Proposition 4.16.
The key in both arguments will be to study whether there exist solutions of (3) which

are subordinate at ∞ and whether these solutions are square integrable or not. We recall
that a non-trivial solution ψ of (3) is subordinate at ∞ if for any linearly independent
solution ϕ it holds that

lim
x→∞

∫ x
0 |ψ(t)|2 dt
∫ x
0 |ϕ(t)|2 dt = 0 .

What we shall eventually prove for the ODE in the first and second models differs
significantly; in the deterministic case subordinate solutions do not exist while the converse
is almost surely true in the random setting. Nonetheless, the overall strategy we employ
to prove these ODE results is the same. However, the analysis required to understand the
deterministic model is considerably more intricate. In both cases the key part of the proof
is to understand the nature of certain exponential sums with amplitude given in terms
of the coupling constants. In the random case, the assumption that Eω[gn] = 0 leads to
large cancellations in these sums with high probability. In the deterministic model, no such
probabilistic cancellations take place and it becomes necessary to understand to a precise
degree how cancellations arise from the oscillatory nature of the summand.

1.3. Reduction to a discrete system. We wish to emphasize that it is only in the very
last step of our proof of Theorem 1.1 that the rationality assumption F ∈ π2Q+ enters.
In fact, what we believe to be our main contribution to the analysis of the operators LF,λ
is not that stated in the theorem, but rather a reduction of the understanding of their
spectral properties to the understanding of a certain discrete system. The discrete system
we arrive at resembles those studied in the theory of orthogonal polynomials on the unit
circle (OPUC), for which we refer the reader to [40, 41]. (As an aside we mention that the
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F periodicity of the spectrum of LF,λ mentioned in Remark 1.2 is reflected in the fact that
the spectrum of CMV matrices underlying OPUC is a subset of the unit circle.)

The idea of a reduction to a discrete system goes back to Buslaev [10] and the discrete
system that we arrive at is essentially equivalent to his. Buslaev, however, is very clear that
his arguments are not rigorous (see, in particular, the last paragraph in Section 1 in [10]).
Our approach to rigorously providing this reduction follows closely that of Perelman in [36]
who performed a similar analysis for less singular periodic perturbations of the Stark opera-
tor; see also [38]. While our overall strategy is essentially the same as Perelman’s, there are
significant technical differences and, in particular, subtle exponential sum estimates play a
much more pronounced role in our paper. In this regard we also refer to the discussion at
the beginning of Section 5.

While it should be emphasized that neither the Stark nor the Kronig–Penney part of
the potential is in any proper sense weaker than the other, the essence of our analysis is
to relate the solutions of (3) to the corresponding solutions of the Stark equation. Note
that this is somewhat different from Ao’s tilted band picture, which rather emphasizes
the solutions of the Kronig–Penney equation. A distinguished role in this analysis will be
played by a particular solution of

− ζ ′′(x)− Fxζ(x) = Eζ(x) , for x ∈ R , (4)

namely

ζ(x) =
( π

F 1/3

)1/2(
iAi(−F 1/3(x+ E/F )) + Bi(−F 1/3(x+ E/F ))

)
, (5)

where Ai,Bi denote the standard Airy functions [16, §9].
Theorem 1.4. Fix F > 0, E ∈ R, and λ ∈ R. Let ψ be a real-valued solution of (3) then

there are functions R : N → R+ and Λ: N → R such that, for x ∈
(
π2

F (l − 1
2)

2, π
2

F (l + 1
2)

2
]
,

ψ(x) = R(l)
ei(Λ(l)−λ

√
⌈x⌉/F )ζ(x)− e−i(Λ(l)−λ

√
⌈x⌉/F )ζ̄(x)

2i
+O

(
|ζ(x)|R(l)l−1/2

)
, (6)

and
∫ π2

F
(l+ 1

2
)2

π2

F
(l− 1

2
)2

|ψ(x)|2 dx =
π

F
R(l)2

(

1 +O(l−1/2)
)

. (7)

Moreover, the functions R and Λ satisfy

log
(R(l + 1)

R(l)

)

=
λ√
2Fl

sin(2Θ(l)) +
λ2

4Fl

(
1 + cos(4Θ(l))

)
+O(l−5/4) ,

Λ(l + 1)− Λ(l) =
λ√
2Fl

cos(2Θ(l)) + λ2S(l) +O(l−5/4)

(8)

where

Θ(l) = Λ(l) + Γ(l) , Γ(l) = −π
3l3

3F
+
πl

F
(E − λ) +

5π

8
,
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and S is independent of R,Λ, and satisfies

S(l) = O(l−3/4) .

Remark 1.5. A couple of remarks:

(1) As we shall see below, |ζ(x)| = |Fx|−1/4(1 + o(1)), so the error term in (6) can be
written as O(R(l)/l).

(2) Since ψ, ζ, and ζ̄ all solve the ODE in (4) between consecutive integers, the same
is true for both the main term and the remainder in (6).

(3) While the approximate equation for R does not fully determine R, it is sufficient
to determine the asymptotic behavior of R up to a constant factor. Similarly,
the equation for Λ suffices to determine its asymptotic behavior up to a bounded
additive error.

(4) In the proof of Theorem 1.4 we will provide an explicit expression for S. However,
this expression is somewhat complicated and not particularly illuminating, so we
refrain from writing it out here. Furthermore, one can probably show that S is
substantially smaller than stated (in fact, O(l−1−ε) for some ε > 0), but the rough
bound that we state is sufficient for our purposes.

1.4. Historical remarks & related work. While a complete mathematical treatment
of the spectral properties of the operator (1) is still missing, both this model and random
variants thereof was a topic of some discussion in theoretical solid state physics in the
80’s [7, 43, 6, 31, 30, 29, 32, 19, 8, 1, 9] (see also [25] for a review of mathematical results
on a different, but related model). We note that the Hamiltonian (1) arises in two different
physical models, namely, in that of a crystal in an electric field and in that of a conducting
ring threaded by a magnetic flux which increases linearly in time.

If the periodic δ-array in the definition of the operator is replaced by a smoother periodic
potential the mathematical literature is more extensive. In particular, it has been shown
that under appropriate assumptions the absolutely continuous spectrum is all of R, see for
instance [46, 4, 5, 37, 38, 35, 12, 39]. In the opposite direction, it has been shown that if the
δ-array is replaced by the even more singular potential given by a δ′-array, the absolutely
continuous spectrum is empty [3, 33, 17, 2]. As such, the case that we consider here is
in some sense critical and the spectral properties of (1) could very well depend in a very
subtle manner on the parameters F and λ.

Acknowledgements The authors would like to express their gratitude to Pavel Exner,
who drew the attention of the first author to this problem in 2005 and shared some helpful
remarks on a preliminary version of the manuscript. Several stimulating discussions with
Helge Krüger, Jonathan Breuer, and Yoram Last are acknowledged.

2. Preliminaries & Notation

Throughout the paper we shall frequently make use the following standard asymptotics
notation .,&,∼, o, and O. When we use this notation the dependence of the implicit
constants on the parameters of the problem varies from time to time. In particularly,
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certain implicit constants in our analysis of the random model are allowed to depend on
the realization ω and may only be finite with probability one.

We write R+,R− for (0,∞) and (−∞, 0), respectively. Similarly we let Q± = Q ∩ R±.
For a function u ∈ L2(R) such that u, u′ are locally absolutely continuous in R \ Z we

define the jumps of u and u′ at n by

Ju(n) = lim
ε→0+

(u(n+ ε)− u(n− ε)) ,

Ju′(n) = lim
ε→0+

(u′(n+ ε)− u′(n− ε)) ,

whenever these limits exist.
To unify our notation we shall for F ≥ 0 and g = {gn}n∈Z ⊂ R write LF,g for the

Schrödinger operator in L2(R) defined by the differential expression

− d2

dx2
− Fx

with domain

D(LF,g) = {u ∈ L2(R) : u, u′ locally abs. cont. in R \ Z, − u′′ − Fxu ∈ L2(R \ Z)
Ju(n) = 0, Ju′(n) = gnu(n)} .

That is, in the deterministic model g is the constant sequence, gn ≡ λ, while in the random
case g = {gn(ω)}n∈Z. Analogously we can define corresponding Schrödinger operators in
L2(I) for any I ⊆ R.

The following theorem ensures that at least under certain assumptions on the coupling
constants the Schrödinger operator LF,g is well-defined [11]. In particular, we emphasize
that these assumptions are valid for the operators considered here (almost surely in the
setting of Theorem 1.3).

Lemma 2.1. Let LF,g be the Schrödinger operator defined as above. Then provided there
exists constants C1, C2 such that gn ≥ −C1|n| − C2 the operator LF,g is self-adjoint and
the differential equation (3) is limit point at ±∞.

As noted above, the assumption F > 0 is only for definiteness. The reason for this
assumption is made clear by the following lemma, which essentially tells us all that we
need about the eigenvalue equation corresponding to our operators on the negative half-
line.

Lemma 2.2. Let F > 0 and {gn}n<0 satisfy lim infn<0(|n|−1/2gn) > −
√
F . For any E ∈ R

there exists a non-trivial ψ ∈ L2(R−) which solves






−ψ′′(x)− Fxψ(x) = Eψ(x) in R−\ Z ,
Jψ(n) = 0 for n ∈ Z ∩ R− ,

Jψ′(n) = gnψ(n) for n ∈ Z ∩ R− .

Proof. Let Lθ be the corresponding operator in L2(R−) defined by the boundary conditions

ψ(0) sin(θ) + ψ′(0) cos(θ) = 0 .
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Let also Qθ denote the corresponding quadratic form. For θ 6= 0 Qθ is defined by taking
the closure of the quadratic form

L2 ∩ C∞(R−) ∋ ψ 7→ ‖ψ′‖2L2(R−) + F‖
√

|x|ψ‖2L2(R−) +
∑

n<0

gn|ψ(n)|2 + cot(θ)|ψ(0)|2 ,

while for θ = 0 it is the closure of

C∞
0 (R+) ∋ ψ 7→ ‖ψ′‖2L2(R+) + F‖√xψ‖2L2(R+) +

∑

n<0

gn|ψ(n)|2 .

By the Sobolev inequality ψ in the domain of Qθ is continuous and for any x ∈ R−, ε > 0,
and bounded interval I ⊂ R− containing x,

|u(x)|2 ≤ ε‖u′‖2L2(I) + (|I|−1 + ε−1)‖u‖2L2(I) . (9)

To avoid cumbersome notation, the term cot(θ)|ψ(0)|2 should in what follows be in-
terpreted as zero in the case θ = 0. By assumption there exist δ ∈ (0, 1) and N so that

gn|n|−1/2 ≥ −
√
F (1−δ) for n < −N . Using (9), with I = (−n−1,−n] and ε = (

√
Fn1/2)−1

to bound |ψ(−n)|2, we find for ψ in the quadratic form domain

Qθ(ψ) ≥ ‖ψ′‖2L2(R−) + F‖
√

|x|ψ‖2L2(R−) +
N∑

n=1

g−n|ψ(−n)|2 + cot(θ)|ψ(0)|2

−
∑

n>N

√
F (1− δ)n1/2|ψ(−n)|2

≥ δ‖ψ′‖2L2(R−) +

N∑

n=1

g−n|ψ(−n)|2 + cot(θ)|ψ(0)|2

+

∫

R−

|ψ(x)|2
[

F |x| −
∑

n>N

1(−n−1,−n](x)
√
F (1− δ)n1/2(1 +

√
Fn1/2)

]

dx .

Since δ > 0, the ‘effective potential’

F |x| −
∑

n>N

1(−n−1,−n](x)
√
F (1− δ)n1/2(1 +

√
Fn1/2) .

tends to infinity at −∞. Consequently, the domain of Qθ is compactly embedded in L2(R−)
and the spectrum of Lθ is discrete. Consequently at all E which are in the spectrum of
Lθ for some θ we have an L2-solution of the eigenvalue equation. It remains to prove that
∪θ∈[0,π)σ(Lθ) = R.

Let λk(θ) denote the k-th smallest eigenvalue of Lθ. By the variational principle, for
each k the function θ 7→ λk(θ) is continuous and strictly decreasing. Thus the image of
[0, π) under the map λk is a half-open interval, and these intervals are disjoint for different
k. To prove that the eigenvalues cover all of R it remains to prove that there are no gaps
between these intervals.
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We first note that λ1(θ) → −∞ as θ → π. Indeed, this follows by taking as a test
function in the Rayleigh quotient any smooth and L2-normalized function which vanishes
outside (−1/2,0] and is non-zero at 0.

By the continuity of θ 7→ λk(θ) it remains to show that λk(0) = limε→0+ λk+1(π − ε)
for all k ≥ 1. Assume for contradiction that this is not the case, and let k0 be the
smallest k for which the statement fails. We aim to construct an L2-normalized function
φ̃ in the form domain of L0 that is orthogonal to the first k0 eigenfunctions of L0 and
satisfies Q0(φ̃) < λk0+1(0). By the variational characterisation of the eigenvalues this is a
contradiction.

Let φk,θ be an L
2-normalized eigenfunction of Lθ corresponding to λk(θ). We abbreviate

φj = φj,0 and ψε = φk0+1,π−ε. Fix η ∈ C∞(R−) with 0 ≤ η ≤ 1 with η(x) = 0 for x ≥ −1
and η(x) = 1 for x ≤ −2. Let ψε,δ(x) = η(x/δ)ψε(x). By an integration by parts using
that ψε, φj solve the eigenvalue equations we find

∫

R−

φj(x)ψε,δ(x) dx =
λk0+1(π − ε)

λj(0)

∫

R−

φj(x)ψε,δ(x) dx

− 1

λj(0)

∫ −δ

−2δ

(
2δ−1ψ′

ε(x)η
′(x/δ) + δ−2ψε(x)η

′′(x/δ)
)
φj(x) dx .

(10)
For the second integral on the right side Cauchy–Schwarz and η ∈ C∞ implies

δ−1

∣
∣
∣
∣

∫ −δ

−2δ
ψ′
ε(x)η

′(x/δ)φj(x) dx

∣
∣
∣
∣
. δ−1

(∫ −δ

−2δ
|ψ′
ε(x)|2 dx

)1/2(∫ −δ

−2δ
|φj(x)|2 dx

)1/2

,

δ−2

∣
∣
∣
∣

∫ −δ

−2δ
ψε(x)η

′′(x/δ)φj(x) dx

∣
∣
∣
∣
. δ−2

(∫ −δ

−2δ
|ψε(x)|2 dx

)1/2(∫ −δ

−2δ
|φj(x)|2 dx

)1/2

.

(11)

Since φj ∈ H1
0 (R−) we can bound

∫ −δ

−2δ
|φj(x)|2 dx =

∫ −δ

−2δ

∣
∣
∣
∣

∫ 0

x
φ′j(t) dt

∣
∣
∣
∣

2

dx

≤
∫ −δ

−2δ

(∫ 0

x
1 dt

)(∫ 0

x
|φ′j(t)|2 dt

)

dx

≤ 3

2
δ2

∫ 0

−2δ
|φ′j(x)|2 dx .

Since φ′j ∈ L2(R−), the second integral on both right sides of (11) tends to zero. This

together with the fact that ψ′
ε is bounded in L2(R−) uniformly in ε, as is easily checked,

implies that the left side in the first equation in (11) tends to zero as δ → 0, uniformly in
j = 1, . . . , k0 and ε > 0.
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For the second equation in (11) the same argument as above yields
∫ −δ

−2δ
|ψε(x)|2 dx =

∫ −δ

−2δ

∣
∣
∣
∣
ψε(0)−

∫ 0

x
ψ′
ε(t) dt

∣
∣
∣
∣

2

dx

. δ|ψε(0)|2 +
∫ −δ

−2δ

(∫ 0

x
1 dt

)(∫ 0

x
|ψ′
ε(t)|2 dt

)

dx

≤ δ|ψε(0)|2 +
3

2
δ2

∫ 0

−2δ
|ψ′
ε(x)|2 dx .

Since λj(θ) are ordered and bounded for all θ ∈ [0, π), we conclude that φj,θ(0) → 0 as
θ → π for all j ≥ 2. In particular, for given ε > 0 we can choose δ = |ψε(0)|2. Again by the
boundedness of ψ′

ε in L
2(R−) we conclude that the left side in the second equation in (11)

tends to zero as ε→ 0, uniformly in j = 1, . . . , k0 and with δ = |ψε(0)|.
Since by assumption limε→0 λk0+1(π − ε) > λk0(0), we therefore deduce from (10) that

the functions φj and ψε,δ are almost orthogonal. By choosing ε small enough, the function

φ̃ =
ψε,δ −

∑k0
j=1〈ψε,δ, φj〉φj

‖ψε,δ −
∑k0

j=1〈ψε,δ, φj〉φj‖L2

,

is well-defined, L2-normalized, orthogonal to φj , j = 1, . . . , k0 and in the form domain of L0.

The estimate Q0(φ̃) < λk0+1(0) follows by the triangle inequality, λk0+1(π− ε) < λk0+1(0),
and choosing ε appropriately small. We have arrived at the desired contradiction, thus
completing the proof of Lemma 2.2. �

3. Relative Prüfer variables

3.1. Derivation of the Prüfer equations. As mentioned in the previous subsection
our main results will follow from standard techniques once we understand the asymptotic
behavior of solutions of the ODE







−ψ′′(x)− Fxψ(x) = Eψ(x) for x ∈ R \ Z ,
Jψ(n) = 0 for n ∈ Z ,

Jψ′(n) = gnψ(n) for n ∈ Z .

(12)

In what we introduce certain modified Prüfer coordinates for ψ solving (12). This modified
Prüfer set-up has been used in several instances before. In particular, we follow the notation
used by Kiselev, Remling, and Simon [27] where they set up such coordinates in a general
framework and successfully use them to derive a variety of spectral theoretic results. While
our operators are far from those considered in [27], the algebra involve in setting up the
coordinates and deriving the associated equations is unchanged. It is perhaps worth noting
that the exact same change of coordinates is a key step in Minami’s analysis [34].

The Prüfer coordinates are defined relative to a reference solution of an unperturbed
ODE, in our case the Stark equation (4). The reference solution ζ should be chosen such
that the Wronskian

{ζ, ζ̄}(x) = ζ(x)ζ̄ ′(x)− ζ ′(x)ζ̄(x) = ζ(0)ζ̄ ′(0)− ζ ′(0)ζ̄(0) 6= 0 . (13)
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Here we shall to choose our reference solution to be that defined in (5). Since Ai and Bi
are linearly independent, our choice of reference solution satisfies (13).

By the assumption that {ζ, ζ̄} 6= 0 any ψ solving (4) on an interval I ⊂ R can be
written as ψ(x) = αζ(x) + βζ̄(x), x ∈ I, for uniquely determined constants α, β ∈ C. In
particular, this applies to any solution of (12) restricted to an interval of the form (n−1, n),
with n ∈ Z. Given a generalized eigenfunction we wish to understand the change of the
coefficients α, β when going from the interval (n− 1, n) to (n, n+ 1).

Fix ψ solving (12). Define α(n), β(n) ∈ C so that for all x ∈ (n− 1, n)
{

ψ(x) = α(n)ζ(x) + β(n)ζ̄(x)

ψ′(x) = α(n)ζ ′(x) + β(n)ζ̄ ′(x) .

By the continuity of ψ and ζ we have, for any n ∈ Z,

α(n)ζ(n) + β(n)ζ̄(n) = α(n+ 1)ζ(n) + β(n+ 1)ζ̄(n) . (14)

Using the fact that ζ ∈ C∞(R) the jump condition in (12) can be written equivalently as

gn
[
α(n)ζ(n) + β(n)ζ̄(n)

]
= α(n+ 1)ζ ′(n) + β(n+ 1)ζ̄ ′(n)− α(n)ζ ′(n)− β(n)ζ̄ ′(n) . (15)

Writing equations (14) and (15) in matrix form we have proved
(

ζ(n) ζ̄(n)
gnζ(n) + ζ ′(n) gnζ̄(n) + ζ̄ ′(n)

)(
α(n)
β(n)

)

=

(
ζ(n) ζ̄(n)
ζ ′(n) ζ̄ ′(n)

)(
α(n+ 1)
β(n+ 1)

)

.

Since det
( ζ ζ̄
ζ′ ζ̄′

)
= {ζ, ζ̄} 6= 0 we thus have the recursion

(
ζ(n) ζ̄(n)
ζ ′(n) ζ̄ ′(n)

)−1(
ζ(n) ζ̄(n)

gnζ(n) + ζ ′(n) gnζ̄(n) + ζ̄ ′(n)

)(
α(n)
β(n)

)

=

(
α(n+ 1)
β(n+ 1)

)

. (16)

A direct computation yields
(
ζ(n) ζ̄(n)
ζ ′(n) ζ̄ ′(n)

)−1(
ζ(n) ζ̄(n)

gnζ(n) + ζ ′(n) gnζ̄(n) + ζ̄ ′(n)

)

= 1+
gn

{ζ, ζ̄}

(
−|ζ(n)|2 −ζ̄(n)2
ζ(n)2 |ζ(n)|2

)

.

As we shall see in the next subsection we can write ζ(x) = |ζ(x)|eiγ(x) for a smooth
increasing function γ : R → R. In particular, by Lemma 3.3 below we can write the one-
step transfer matrices as

An = 1+
gn

{ζ, ζ̄}

(
−|ζ(n)|2 −ζ̄(n)2
ζ(n)2 |ζ(n)|2

)

= 1+
gn

2iγ′(n)

(
1 e−2iγ(n)

−e2iγ(n) −1

)

.

We note that the transfer matrices An are elements of the group SU(1, 1), i.e. for each n

A∗
nσ3An = σ3 and det(An) = 1 ,

where σ3 =
(
1 0
0 −1

)
is the third Pauli matrix.

Since the coefficients in the ODE are all real it is sufficient to study real-valued solutions ψ
of (12). For such ψ the vectors ( αβ ) ∈ C2 in the above representation are of the form β = ᾱ.
From here on we restrict ourselves to studying real-valued generalized eigenfunctions.
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Following [27] we represent and study our real-valued solution ψ in terms of the complex
Prüfer coordinate

ρ(n) = 2iα(n)

and the real-valued Prüfer radius R : N → (0,∞) and angle η : N → R defined by

ρ(n) = R(n)eiη(n) ,

with η(1) ∈ (−π, π] and η(n + 1) − η(n) ∈ (−π, π]. For notational convenience we also
define θ : N → R by

θ(n) = η(n) + γ(n) .

To simplify notation we extend the functions ρ,R, η, θ to R as left continuous step func-
tions by setting ρ(x) = ρ(⌈x⌉) and similarly for R, η, θ. With these definitions

ψ(x) =
1

2i

(

ρ(x)ζ(x)− ρ̄(x)ζ̄(x)
)

for all x ∈ (0,∞).

Our understanding of the asymptotic behavior of ψ will be based on studying the recur-
sion equations satisfied by the Prüfer coordinates.

Lemma 3.1 ([27, Theorem 3.3]). Set

U(n) =
gn
γ′(n)

. (17)

Then

ρ(n+ 1)− ρ(n) = U(n)ρ(n) sin(θ(n))e−iθ(n) (18)

R(n+ 1)2 = R(n)2
[
1 + U(n) sin(2θ(n)) + U(n)2 sin(θ(n))2

]
(19)

cot(η(n+ 1) + γ(n)) = cot(η(n) + γ(n)) + U(n) . (20)

If |U(n)| . 1 then

log
(R(n+ 1)

R(n)

)

=
U(n)

2
sin(2θ(n)) +

U(n)2

8

− U(n)2

8

(

2 cos(2θ(n))− cos(4θ(n))
)

+O(|U(n)|3)
(21)

and

η(n+ 1)− η(n) = −U(n)

2
+
U(n)

2
cos(2θ(n))

+
U(n)2

4

(

sin(2θ(n))− 1

2
sin(4θ(n))

)

+O(|U(n)|3) .
(22)

Moreover, if |U(n)| ≤ 1 then

|η(n+ 1)− η(n)| ≤ π

2
|U(n)| . (23)
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Remark 3.2. The assumption |U(n)| . 1 is true uniformly for n ≥ 1 in the case of our

deterministic model since |γ′(x)| ∼ |x|1/2 as x → ∞ (see Lemma 3.5). Similarly, in the
random model by assumption there exists almost surely Cω < ∞ such that |U(n)| =
|gn(ω)|
γ′(n) ≤ Cω

n1/4 for all n ≥ 1.

Proof of Lemma 3.1. Equation (18) follows from equation (16) together with the identities
in Lemma 3.3, and the fact that ρ(n) = 2iα(n). Equations (19) and (20) along with the
bound (23) can be deduced form (18) precisely as in the proof in [27].

What remains is to prove (21) and (22). This is simply a question of appropriate Taylor
expansions. By (19) we have

log
(R(n+ 1)

R(n)

)

=
1

2
log

[

1 + U(n) sin(2θ(n)) + U(n)2 sin2(θ(n))
]

so using the Taylor expansion

log(1 + x) = x− x2

2
+O(x3)

one finds

log
(R(n+ 1)

R(n)

)

=
1

2

[

U(n) sin(2θ(n)) + U(n)2 sin2(θ(n))

− 1

2

(

U(n) sin(2θ(n)) + U(n)2 sin2(θ(n))
)2

+O
(∣
∣U(n) sin(2θ(n)) + U(n)2 sin2(θ(n))

∣
∣3
)]

=
U(n)

2
sin(2θ(n)) +

U(n)2

8
− U(n)2

8

(

2 cos(2θ(n))− cos(4θ(n))
)

+O(|U(n)|3) ,

where we made used of the identity

sin2(x)− 1

2
sin2(2x) =

1

4
+

1

4
cos(4x)− 1

2
cos(2x) .

Similarly, using the fact that

arg(1 + z) = ℑ(z)−ℑ(z)ℜ(z) +O(|z|3)
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and elementary trigonometric identities

η(n+ 1)− η(n)

= arg
(ρ(n+ 1)

ρ(n)

)

= arg
(
1 + U(n) sin(θ(n))e−iθ(n)

)

= −U(n) sin(θ(n))2 + U(n)2 cos(θ(n)) sin(θ(n))3 +O(|U(n)|3)

= −U(n)

2
+
U(n)

2
cos(2θ(n)) +

U(n)2

4

(

sin(2θ(n))− 1

2
sin(4θ(n))

)

+O(|U(n)|3) .

This completes the proof of Lemma 3.1. �

3.2. Properties of a particular solution to the Stark equation. In the construction
that follows we shall need to use certain properties of our reference solution

ζ(x) =
( π

F 1/3

)1/2(
iAi(−F 1/3(x+ E/F )) + Bi(−F 1/3(x+ E/F ))

)
. (24)

Since Ai,Bi solve the Airy equation it is easily checked that ζ is indeed a solution of (4).
Since Ai,Bi are linearly independent their real zeroes are distinct. Therefore |ζ(x)|2 > 0
for all x and arg(ζ) is well-defined. We can thus define γ ∈ C∞(R) by

ζ(x) = |ζ(x)|eiγ(x) with γ(0) ∈ (−π, π] .
Most of the properties of ζ which are of interest to us concern γ and its derivatives.

While we do not reflect this in our notation, we note that both ζ, γ implicitly depend on
the values of F,E. It should however be emphasized that ζ is independent of the coupling
constants {gn}n∈Z. We also note that the dependence on the parameters F,E is very
simple. Indeed, from the explicit expression for ζ we have that

ζF,E(x) = F−1/6ζ1,0(F
1/3(x+ E/F )) and γF,E(x) = γ1,0(F

1/3(x+ E/F )) .

In particular, all quantitative properties of ζ, γ which we shall discuss are uniform for F,E
in compact subsets of their respective domains.

For future reference in the next lemmas we collect some properties of ζ.

Lemma 3.3. For any F > 0, E ∈ R and with ζ, γ as above it holds that

{ζ, ζ̄} = −2i and |ζ(x)|2 = 1

γ′(x)
for all x ∈ R .

For the record we note the following corollary of the second identity in Lemma 3.3 when
combined with the fact that Ai,Bi are continuous and tend to zero as x→ −∞.

Corollary 3.4. For any F > 0, E ∈ R there exists a δ > 0 such that γ′(x) > δ for all
x > 0. Moreover, δ can be chosen uniform for F,E in compact subsets of R+ and R,
respectively.
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Lemma 3.5. As x→ ∞ it holds that

γ(x) =
2
√
F

3
x3/2 +

E√
F
x1/2 +

π

2
+O(x−1/2) ,

γ′(x) =
√
Fx1/2 +O(x−1/2) ,

γ′′(x) =

√
F

2
x−1/2 +O(x−3/2) .

In particular, γ is asymptotically increasing and convex. Corresponding asymptotic expan-
sions can be proved for higher derivatives, here we shall only need that |∂kxγ(x)| . |x|3/2−k
for k = 3, . . . , 7. Here all the implicit constants are uniform for F,E in compact subsets of
R+ and R, respectively.

Proof of Lemma 3.3. By the definition of γ there exists a branch of the logarithm such
that γ(x) = ℑ(log(ζ(x))). By differentiating we find

γ′(x) = ℑ
(ζ ′(x)
ζ(x)

)

=
ℑ(ζ ′(x)ζ̄(x))

|ζ(x)|2 = −{ζ, ζ̄}(x)
2i|ζ(x)|2

and thus

|ζ(x)|2 = −{ζ, ζ̄}(x)
2iγ′(x)

.

Since ζ, ζ̄ solve the same ODE the Wronskian is constant and it suffices to compute its
value at any given point. By setting x = −E/F the value claimed in the lemma follows
from the fact that (see [16, §9.2(ii)])

Ai(0) =
1

32/3Γ(2/3)
, Ai′(0) = − 1

31/3Γ(1/3)
, Bi(0) =

1

31/6Γ(2/3)
, Bi′(0) =

31/6

Γ(1/3)
,

�

Proof Lemma 3.5. The asymptotic expansion for γ can be deduced from that in [16, 9.8.22]
by an appropriate change of variables. Asymptotic expansions for the derivatives of γ are
obtained by justifying term-by-term differentiation. Alternatively it can be reduced to
asymptotic formulas for Bessel functions which are somewhat more standard. Indeed, for
x > −E/F , by the definition of γ combined with [16, 9.8.9 & 9.8.14] we have the identity,

with y = F 1/3(x+ E/F ),

γ′(x) =
3

π(x+ E/F )(J2
1/3(

2
3F

1/2(x+ E/F )3/2) + Y 2
1/3(

2
3F

1/2(x+ E/F )3/2))

=
3F 1/3

πy(J2
1/3(

2
3y

3/2) + Y 2
1/3(

2
3y

3/2))
.

By differentiating the identity and using the asymptotic formulae for Jν , Yν in [16, 10.17.3
& 10.17.4] one arrives at the desired expansions. Alternatively, one can use Nicholson’s
integral representation for J2

ν +Y
2
ν [16, 10.9.30] to obtain asymptotics for the denominator

directly. �
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3.3. Comparability of asymptotics. In our analysis we need to understand how the
asymptotic behavior of R relates to the growth or decay of the generalized eigenfunction
ψ. Specifically we need to understand the behavior of

∫ x

0
|ψ(t)|2 dt as x→ ∞ .

That this asymptotic behavior can be understood in terms of that of R is the content of
the following lemma.

Lemma 3.6. Fix F > 0, E ∈ R, and a real-valued ψ which solves (4) for x ∈ (n − 1, n)
and let R(n) be the associated Prüfer radius. Then

∫ n

n−1
|ψ(x)|2 dx =

R(n)2

2
√
Fn

(1 +O(n−1/2)) ,

and ∫ n

n−1
|ψ′(x)|2 dx =

√
FnR(n)2

2
(1 +O(n−1/2)) .

Moreover, the implicit constants can be chosen uniform for F,E in compact subsets of their
respective domains.

Proof of Lemma 3.6. Since the proofs of the two bounds are analogous we write out only
the first in detail. The additional ingredient needed for the proof of the second bound is
the identity

ζ ′(x) = ζ(x)
(

− γ′′(x)
2γ′(x)

+ iγ′(x)
)

,

which follows from the second identity in Lemma 3.3.
For any x ∈ (n− 1, n) we have

|ψ(x)|2 = 1

4
|ρ(n)ζ(x)− ρ̄(n)ζ̄(x)|2 = R(n)2

2
|ζ(x)|2

(

1− cos(2η(n) + 2γ(x))
)

.

By the mean value theorem there exists an x0 ∈ [n− 1, n] so that
∫ n

n−1
|ζ(x)|2(1− cos(2γ(x) + 2η(n)) dx

= |ζ(x0)|2
(

1−
∫ n

n−1
cos(2γ(x) + 2η(n)) dx

)

.

We claim that the remaining integral is O(n−1/2) uniformly in η(n). Indeed, by Corol-
lary 3.4 γ is increasing, therefore a change of variables yields

∫ n

n−1
cos(2γ(x) + 2η(n)) dx =

∫ γ(n)

γ(n−1)

cos(2y + 2η(n))

γ′(γ−1(y))
dy .

Moreover, by Lemma 3.5 we conclude that

γ′(x) =
√
Fn (1 +O(n−1)) for x ∈ [n− 1, n] ,

|γ(n)− γ(n− 1)| . √
n .
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Consequently,
∫ γ(n)

γ(n−1)

cos(2y + 2η(n))

γ′(γ−1(y))
dy =

1√
Fn

∫ γ(n)

γ(n−1)
cos(2y + 2η(n)) dy +O(n−1) ,

the claim follows since the modulus of the cosine integral is at most 2.
Therefore, there exists x0 ∈ [n− 1, n] such that

∫ n

n−1
|ψ(x)|2 dx =

1

2
R(n)2|ζ(x0)|2

(
1 +O(n−1/2)

)
.

By Lemmas 3.3 and 3.5

|ζ(x0)|2 =
1√
Fn

(1 +O(n−1)) as n→ ∞ ,

and hence we conclude that
∫ n

n−1
|ψ(x)|2 dx =

R(n)2

2
√
Fn

(
1 +O(n−1/2)

)
,

which completes the proof of the lemma. �

4. Analysis of the random model

In this section we analyse the random model with the goal of proving Theorem 1.3.
The reader who is only interested in the deterministic model can with the exception of
Section 4.1 jump directly to Section 5.

4.1. Exponential sums with phase γ. A central part of the analysis which is to follow
will be understanding the behavior of certain exponential sums of the form

∑

a<n≤b
u(n)eiϕ(n) .

Specifically, we will frequently encounter such sums where the amplitude u is a negative
power of γ′ and the phase ϕ given in terms of γ(n). In this section we collect a number of
bounds for such sums which we shall frequently use later on.

We begin by recalling the classical bound of van der Corput (see for instance [45, The-
orem 5.9]).

Lemma 4.1. Let a < b with b− a ≥ 1 and let f ∈ C2[a, b] be a real function satisfying

κ ≤ |f ′′(x)| ≤ hκ for all x ∈ [a, b] .

Then ∣
∣
∣
∣
∣

∑

a<n≤b
e2πif(n)

∣
∣
∣
∣
∣
. h(b− a)κ1/2 + κ−1/2 .

In the setting considered here the following almost direct corollary of Lemma 4.1 will be
most relevant.
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Corollary 4.2. Fix µ, F > 0 and E ∈ R. Then for any 0 < a < b,
∣
∣
∣
∣

∑

a<j≤b
eµiγ(j)

∣
∣
∣
∣
.
b1/4

a1/2
(b− a+ a1/2) .

Moreover, the implicit constant can be taken uniform for µ, F,E in compact subsets of their
respective domains.

Proof. By the asymptotic behavior of γ′′′ there exists an A > 0 large enough so that γ′′ is
monotone decreasing on [A,∞).

If a < b ≤ A we bound the sum trivially by b − a, which is less than the right-hand
side of the claimed bound provided the implicit constant is sufficiently large. If a < A < b
we split the sum into two pieces: one with a < j ≤ A and one with A < j ≤ b. The
first of the two we bound by A− a, which again is bounded by the right-hand side of the
claimed inequality. Since the right-hand side of the inequality is increasing with respect b
and decreasing with respect to a it only remains to prove the bound under the assumption
a ≥ A.

If a ≥ A, the monotonicity of γ′′ implies

|γ′′(b)| ≤ |γ′′(x)| ≤ |γ′′(a)| for all x ∈ (a, b] .

Thus with κ = µ|γ′′(b)|/(2π) and h = |γ′′(a)|
|γ′′(b)| .

(
b
a

)1/2
the conditions of Lemma 4.1 hold

and we find
∣
∣
∣
∣
∣

∑

a<j≤b
eiµγ(j)

∣
∣
∣
∣
∣
. (b/a)1/2(b− a)|γ′′(b)|1/2 + |γ′′(b)|−1/2

.
b1/4

a1/2
(b− a+ a1/2) ,

which completes the proof of the lemma. �

For our proof of Theorems 1.1 we shall require very precise estimates for exponential
sums with amplitude given in terms of γ′ and phase function γ. These estimates, which
become rather technical, are the topic of Section 5. However, in our analysis of the random
model it shall suffice to have the following bound which is similar in spirit but much cruder
than what we shall prove later on.

Theorem 4.3. Let µ > 0 and h : N → R satisfy

lim
j→∞

|h(j + 1)− h(j)|j1/4 = 0 . (25)

Then,
N∑

j=1

ei(µγ(j)+h(j))

γ′(j)2
= o(log(N))

where the error term can be quantified in terms of that in (25) and chosen uniform for
µ, F,E in compact subsets of their respective domains.
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Remark 4.4. If the convergence rate in (25) is sufficiently rapid, for instance j−ε for some
ε > 0, then a straight-forward modification of the proof below implies the convergence of
the series ∞∑

j=1

ei(µγ(j)+h(j))

γ′(j)2
.

Proof. By assumption there exists a function ǫ : R+ → [0,∞) with limj→∞ ǫ(j) = 0 such
that

|h(j + 1)− h(j)|j1/4 ≤ ǫ(j) .

Without loss of generality we may assume that ǫ is bounded and monotonically decreasing.
We decompose the partial sum into sums with (l − 1)2 < j ≤ l2. For N0 large enough

we can write
N∑

j=1

ei(µγ(j)+h(j))

γ′(j)2
=

∑

1≤l≤
√
N

[
∑

(l−1)2<j≤l2

ei(µγ(j)+h(j))

γ′(j)2

]

+
∑

⌊
√
N⌋2<j≤N

ei(µγ(j)+h(j))

γ′(j)2
.

For the second sum the asymptotic behavior of γ′ in Lemma 3.5 implies
∣
∣
∣
∣

∑

⌊
√
N⌋2<j≤N

ei(µγ(j)+h(j))

γ′(j)2

∣
∣
∣
∣
.
N − ⌊

√
N⌋2

N
.

1√
N
.

For fixed l a summation by parts yields

∑

(l−1)2<j≤l2

ei(µγ(j)+h(j))

γ′(j)2
=

∑

(l−1)2<j≤l2−1

[
eih(j)

γ′(j)2
− eih(j+1)

γ′(j + 1)2

]
∑

(l−1)2<k≤j
eiµγ(k)

+
eih(l

2)

γ′(l2)2
∑

(l−1)2<j≤l2
eiµγ(j) .

Using the fundamental theorem of calculus, the asymptotics of Lemma 3.5, and the as-
sumption on h we can estimate

∣
∣
∣
eih(j)

γ′(j)2
− eih(j+1)

γ′(j + 1)2

∣
∣
∣ ≤

∣
∣
∣

1

γ′(j)2
− 1

γ′(j + 1)2

∣
∣
∣+

1

γ′(j + 1)2

∣
∣
∣eih(j) − eih(j+1)

∣
∣
∣

.
1

γ′(j)2γ′(j + 1)2

∣
∣
∣

∫ j+1

j
γ′(t)γ′′(t) dt

∣
∣
∣+

ǫ(j)

j1/4γ′(j + 1)2

. j−5/4(j−3/4 + ǫ(j)) .

Inserting this into the above we find
∣
∣
∣
∣

∑

(l−1)2<j≤l2

ei(µγ(j)+h(j))

γ′(j)2

∣
∣
∣
∣
. l−5/2(l−3/2 + ǫ(l2))

∑

(l−1)2<j≤l2

∣
∣
∣
∣

∑

(l−1)2<k≤j
eiµγ(k)

∣
∣
∣
∣

+
1

l2

∣
∣
∣
∣

∑

(l−1)2<j≤l2
eiµγ(j)

∣
∣
∣
∣
.
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By Corollary 4.2 the remaining exponential sums are . l1/2 so that
∣
∣
∣
∣

∑

(l−1)2<j≤l2

ei(µγ(j)+h(j))

γ′(j)2

∣
∣
∣
∣
. l−5/2(l−3/2 + ǫ(l2))

∑

(l−1)2<j≤l2
l1/2 + l−3/2 . l−3/2(1 + l1/2ǫ(l2)) .

Since l−3/2 is summable and
∑

1≤l≤
√
N

l−1ǫ(l2) ≤ ‖ǫ‖L∞

∑

1≤l≤e
√

log(N)

l−1 + ǫ(e2
√

log(N))
∑

e
√

log(N)<l≤
√
N

l−1

. ‖ǫ‖L∞

√

log(N) + ǫ(e2
√

log(N)) log(N) ,

this concludes the proof. �

4.2. Asymptotics of R for non-subordinate solutions. The aim of this section is
to analyse the behavior of non-subordinate solutions of (12). Since the subordinate so-
lutions constitute a one-dimensional subspace of the two-dimensional solution space, all
non-subordinate solutions have essentially the same asymptotic behavior. Describing the
asymptotic behavior is precisely the content of our next theorem, which is a direct analogue
of [26, Theorem 8.2] and our proof follows that given there.

Theorem 4.5. Suppose that {gn(ω)}n∈Z are independent random variables satisfying

(i) Eω[gn] = 0,
(ii) Eω[g

2
n] = λ2,

(iii)
∑

n≥1 Eω[g
4
n]n

−2 <∞, and

(iv) Pω
[
limn→∞ gnn

−1/4 = 0
]
= 1.

Fix F > 0, E ∈ R, and θ0 ∈ [0, π). Then, almost surely, the Prüfer radius R associated
to the solution ψ of (12) with

ψ(0) = sin(θ0) and ψ′(0) = cos(θ0)

satisfies

lim
n→∞

log(R(n))

log(n)
=
λ2

8F
.

Remark 4.6. As noted earlier, the assumptions are valid for gn chosen as i.i.d. copies of a
random variable X with mean zero, variance λ2, if and only if Eω[|X|4] <∞. Let us show
this.

By the dominated convergence theorem

Pω

[

lim
n→∞

gnn
−1/4 = 0

]

= lim
N→∞
ε→0+

Pω

[

sup
n≥N

|gn|n−1/4 < ε
]

.

Assume that N ∈ N is chosen so large that Pω[|gn| < εn1/4] > 1/2 for all n ≥ N (since
Eω[|gn|2] = λ2 this is possible by Chebyshev’s inequality). By the independence of the gn
and the inequality −2x ≤ log(1− x) ≤ −x, for x ∈ [0, 1/2], we find

e−2
∑∞

n=N Pω [|gn|≥εn1/4] ≤ Pω

[

sup
n≥N

|gn|n−1/4 < ε
]

≤ e−
∑∞

n=N Pω [|gn|≥εn1/4] .
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If for some ε > 0 the series in the exponents diverges then the probability that the limit
vanishes is zero. Conversely, the probability that the limit vanishes is positive if for any
ε > 0 there exists an N so that the series converges. If for any ε > 0 such an N exists the
monotone convergence theorem allows us to send N to infinity and conclude that the prob-
ability is in fact 1. We also note that if for some ε > 0, N > 0 the series is convergent, then
since {|gn|n1/4}Nn=1 are uniformly bounded with probability 1 the monotone convergence
theorem this time applied as ε→ ∞ implies

Pω

[

sup
n≥1

|gn|n−1/4 <∞
]

= 1 .

If the gn are i.i.d. copies of a random variableX the layer cake representation implies that
for every non-negative function f , Pω[f(|X|) ≥ n] ∈ l1 is equivalent to Eω[f(|X|)] < ∞.
Since Eω[(|X|/ε)4] = ε−4Eω[|X|4] for all ε > 0 the series above is convergent if and only if
Eω[|X|4] <∞. By the above argument (iv) is valid if and only if Eω[|X|4] <∞.

For non-identically distributed gn we can use essentially the same argument with an

additional application of Markov’s inequality Pω[|gn| ≥ x] ≤ Eω [f(|gn|)]
f(x) , for a non-negative

increasing function f , to deduce the validity of (iv) if Eω [f(|gn|)]
f(εn1/4)

∈ l1 for all ε > 0. In

particular, this can be applied to show the validity of our assumptions if Eω[|gn|α] is
uniformly bounded for some α > 4.

Proof of Theorem 4.5. Fix a typical realization {gn}n∈Z = {gn(ω)}n∈Z and let R, θ denote
the Prüfer coordinates corresponding to ψ. Recall that U(n) = gn

γ′(n) . Since |U(n)| → 0 as

n→ ∞ (a.s.), equation (21) yields, for n large enough,

log
(R(n+ 1)

R(n)

)

=
U(n)

2
sin(2θ(n)) +

U(n)2

8

− U(n)2

8

(

2 cos(2θ(n))− cos(4θ(n))
)

+O(|U(n)|3) .
(26)

By (iv) almost surely there exists Cω < ∞ such that |gn(ω)| ≤ Cωn
1/4 for all n ≥ 1.

Therefore, by Lemma 3.5 and [26, Lemma 8.4] almost surely

∑

n≥1

|U(n)|3 . Cω
∑

n≥1

gn(ω)
2

n5/4
= Cω

∑

n≥1

λ2

n5/4
+ Cω

∑

n≥1

gn(ω)
2 − λ2

n5/4
. 1 ,
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so the error term in (26) is summable. Therefore, repeated use of equation (26) and
rearranging yields

log
(R(n+ 1)

R(1)

)

=
1

8

n∑

j=1

Eω[U(j)2] +
1

2

n∑

j=1

U(j) sin(2θ(j))

+
1

8

n∑

j=1

[
U(j)2 − Eω[U(j)2]

][

1− 2 cos(2θ(j)) + cos(4θ(j))
]

− 1

8

n∑

j=1

Eω[U(j)2]
[

2 cos(2θ(j))− cos(4θ(j))
]

+O(1) .

Define

C1(n, ω) =
1

2

n∑

j=1

U(j) sin(2θ(j)) ,

C2(n, ω) =
1

8

n∑

j=1

[
U(j)2 − Eω[U(j)2]

][

1− 2 cos(2θ(j)) + cos(4θ(j)))
]

,

C3(n, ω) =
1

8

n∑

j=1

Eω[U(j)2]
[

2 cos(2θ(j))− cos(4θ(j))
]

,

so that

log
(R(n+ 1)

R(1)

)

=
1

8

n∑

j=1

Eω[U(j)2] +
3∑

m=1

Cm(n, ω) +O(1) .

By application of [26, Lemma 8.4] we find, almost surely, |C1(n, ω)| . o(log(n)) and

|C3(n, ω)| . 1 where we used γ′(j) ∼ j1/2 and our assumptions on gj .

By Lemma 3.1 and (iv) we have almost surely that |η(j+1)− η(j)| . |U(j)| . o(j−1/4).
Thus we can apply Theorem 4.3, with µ = 2, 4 and h(j) = µη(j), to deduce

∣
∣
∣
∣

n∑

j=1

Eω[U(j)2] cos(µθ(j))

∣
∣
∣
∣
≤ λ2

∣
∣
∣
∣

n∑

j=1

ei(µγ(j)+µη(j))

γ′(j)2

∣
∣
∣
∣
= o(log(n)) .

Consequently, the term C3(n, ω) does not contribute to the limit in the theorem.

By Lemma 3.5, γ′(x) = F 1/2x1/2 +O(x−1/2) so that

1

8

n∑

j=1

Eω[U(j)2] =
λ2

8

n∑

j=1

1

γ′(j)2
=
λ2

8F
log(n) +O(1) ,

which completes the proof of Theorem 4.5. �

To turn our knowledge of the behavior of non-subordinate solutions into information
about subordinate solutions we shall need the following theorem which tells us that the as-
ymptotic behavior of two linearly independent solutions typically differs only by a constant
factor.
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Theorem 4.7. Fix F > 0, E ∈ R, and θ+, θ− ∈ [0, π) with θ+ 6= θ−. Assume that
{gn(ω)}n≥1 satisfy the hypothesis of Theorem 4.5. Let ψ+, ψ− be the two solutions of (12)
corresponding to the boundary condition

ψ±(0) = sin(θ±) and ψ′
±(0) = cos(θ±)

and let R+, R− denote the corresponding Prüfer radii. Then, almost surely, there exists
̺∞ ∈ (0,∞) such that

lim sup
n→∞

log
∣
∣
∣
R+(n)
R−(n) − ̺∞

∣
∣
∣

log(n)
≤ − λ2

4F
.

Proof of Theorem 4.7. Since by assumption θ+ 6= θ− we have

{ψ+, ψ−}(x) = {ψ+, ψ−}(0) = sin(θ+ − θ−) 6= 0 ,

so the solutions ψ+ and ψ− are linearly independent.
By expressing the Wronskian in terms of our Prüfer coordinates we also have for x ∈

(n− 1, n)

{ψ+, ψ−}(x) =
{R+eiη+

2i
ζ − R+e−iη+

2i
ζ̄,
R−eiη−

2i
ζ − R−e−iη−

2i
ζ̄
}

(x)

=
i

2
R+(n)R−(n) sin(η+(n)− η−(n)){ζ, ζ̄}(x)

= R+(n)R−(n) sin(η+(n)− η−(n))

and so, since the Wronskian is constant and R+, R− non-zero,

sin(η+(n)− η−(n)) =
{ψ+, ψ−}(0)
R+(n)R−(n)

. (27)

By Theorem 4.5, almost surely

lim
n→∞

log(R±(n))

log(n)
=
λ2

8F
.

Thus by (27) with θ±(n) = η±(n) + γ(n), almost surely

lim
n→∞

log | sin(θ+(n)− θ−(n))|
log(n)

= lim
n→∞

log | sin(η+(n)− η−(n))|
log(n)

= − λ2

4F
, (28)

which implies that there exists a sequence of integers kn such that

lim
n→∞

log |θ+(n)− θ−(n)− knπ|
log(n)

= − λ2

4F
. (29)

Set ̺(n) = R+(n)
R−(n) . We wish to prove that ̺(n) converges sufficiently fast to a limit

different from 0 and ∞.
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To this end let M(n) = log(̺(n+ 1))− log(̺(n)) and use Lemma 3.1 to deduce

M(n) = log(̺(n+ 1))− log(̺(n))

=
1

2
log

(R+(n+ 1)2

R+(n)2

)

− 1

2
log

(R−(n+ 1)2

R−(n)2

)

=
1

2

[

log
(

1 + U(n) sin(2θ+(n)) + U(n)2 sin2(θ+(n))
)

− log
(

1 + U(n) sin(2θ−(n)) + U(n)2 sin2(θ−(n))
)]

=
1

2

[

log
(

1 + U(n) sin(2θ+(n)− 2knπ) + U(n)2 sin2(θ+(n)− knπ)
)

− log
(

1 + U(n) sin(2θ−(n)) + U(n)2 sin2(θ−(n))
)]

.

Set

K(a, θ) = log(1 + a sin(2θ) + a2 sin2(θ)) .

By a Taylor expansion with respect to a,

K(a, θ) =
J−1∑

j=1

ajPj(θ) +O(aJ)

with P1(θ) = sin(2θ) and each Pj ∈ C∞(R). By (29) we know that |θ+(n)−θ−(n)−knπ| =
O(n−λ

2/(4F )+ε) for any ε > 0, and thus almost surely

K(U(n), θ+(n)− knπ)−K(U(n), θ−(n))

=
J−1∑

j=1

U(n)j
[
Pj(θ+(n)− knπ)− Pj(θ−(n))

]
+O(|U(n)|J)

= U(n)
[

sin(2θ+(n)− 2knπ)− sin(2θ−(n))
]

+
J−1∑

j=2

O
(

|U(n)|j |θ+(n)− θ−(n)− knπ|
)

+O(|U(n)|J)

= U(n)
[

sin(2θ+(n))− sin(2θ−(n))
]

+O
(

U(n)2n−λ
2/(4F )+ε

)

+O
(

U(n)2n−(J−2)/4
)

.

Here we used the fact that by (iv) and Lemma 3.5 almost surely |U(n)| ≤ Cωn
−1/4.

By choosing J sufficiently large (any J ≥ λ2

F + 2 suffices), and since θ±(n) only depend
on {gk}k≤n−1 one can use the bounds of [26, Lemma 8.3] to deduce that almost surely

lim
N→∞

log(̺(N)) = log(̺(1)) + lim
n→∞

N−1∑

n=1

M(n)
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exists and is finite and
∣
∣
∣
∣

∞∑

n=N

M(n)

∣
∣
∣
∣
. N−λ2/(4F )+2ε .

Consequently, setting

̺∞ = lim
n→∞

̺(n)

we conclude that, almost surely,

log
∣
∣
∣
R+(n)
R−(n) − ̺∞

∣
∣
∣

log(n)
=

log
∣
∣
∣1− ̺∞

̺(n)

∣
∣
∣

log(n)
+ o(1) ≤ − λ2

4F
+ 2ε+ o(1) .

Since ε > 0 is arbitrary this concludes the proof. �

4.3. Existence of subordinate solution. In this subsection we turn the statements
concerning the behavior of R studied in the previous section into information about the
existence of solutions which fail to behave as the typical ones. Specifically, we are interested
in the existence of subordinate solutions and whether or not they are square integrable.
How the properties of subordinate solutions of (12) relate to the spectral theory of the cor-
responding differential operator is the content of the Gilbert–Pearson subordinacy theory
originally developed in [21, 20]. While our equation is not a standard differential equation
on R, but rather an infinite a system of coupled equations on unit intervals, the subor-
dinacy theory goes through with obvious changes. Before we begin we recall the precise
definition of subordinate solutions.

Let L be a second order differential expression and assume that L is limit point at ∞. A
non-trivial solution to the equation Lψ = Eψ with R ∈ R on (0,∞) is called subordinate
at ∞ if

lim
x→∞

∫ x
0 |ψ(t)|2 dt
∫ x
0 |ϕ(t)|2 dt = 0

for any solution of the equation Lϕ = Eϕ which linearly independent of ψ. The subordinacy
of a solution at −∞ is defined analogously. Since the solution space of Lϕ = Eϕ is two-
dimensional it follows that subordinate solutions are unique up to a multiplicative constant.

By Lemma 2.2, and the fact that there can only be one L2 solution for the differential
equation corresponding to the operator LF,g we always have a non-trivial solution that is
subordinate at −∞.

When it comes to subordinate solutions at +∞ our aim is to prove the following theorem.

Theorem 4.8. Let F > 0, E ∈ R be fixed and assume that {gn(ω)}n≥1 satisfy the hypothesis
of Theorem 4.5. Then almost surely there exists a θ0 = θ0(ω) ∈ [0, π) such that the solution
of (12) with boundary conditions

ψ′(0) = cos(θ0) , ψ(0) = sin(θ0)

is subordinate at ∞ and the associated Prüfer radius R satisfies

lim
n→∞

log(R(n))

log(n)
= − λ2

8F
. (30)



26 R. L. FRANK AND S. LARSON

For our proof of Theorem 1.3 we shall need the following corollary which follows from
Theorem 4.8 by an application of Fubini’s theorem.

Corollary 4.9. Suppose the {gn(ω)}n≥1 satisfy the hypothesis of Theorem 4.5 and F > 0
is fixed. Then almost surely for almost every E ∈ R there exists a θ0 = θ0(E,ω) ∈ [0, π)
such that the solution of (12) with boundary conditions

ψ′(0) = cos(θ0) , ψ(0) = sin(θ0)

is subordinate at ∞ and the associated Prüfer radius R satisfies (30).

To prove Theorem 4.8 we begin by turn the information provided by Theorems 4.5
and 4.7 into statements about transfer matrices. After we have accomplished this we can
apply results from the OPUC literature to extract the desired existence and properties
of the subordinate solution. The overall argument closely follows that of Kiselev–Last–
Simon [26] but formulated in slightly different terms since we work with transfer matrices
in SU(1, 1) instead of SL(2,R). The analogue of the argument in [26] for SU(1, 1) matrices
can be found in [41, §10.5].

Recall that transfer matrices in the complex Prüfer coordinates are given by

An = 1+
U(n)

2i

(
1 e−2iγ(n)

−e2iγ(n) −1

)

. (31)

We note that by the assumptions on {gn(ω)}n∈Z the norms ‖An‖ are almost surely uni-
formly bounded. Define the n-step transfer matrix

Tn = An · · ·A1 .

Since An ∈ SU(1, 1) we have Tn ∈ SU(1, 1).

Recall that for A ∈ SU(1, 1) the matrix |A| = (A∗A)1/2 has two eigenvalues, ‖A‖ and
‖A‖−1. If ‖A‖ > 1 in what follows we let P−(A) denote the orthogonal projection onto
the one-dimensional eigenspace corresponding to the eigenvalue ‖A‖−1, if ‖A‖ = 1 then
|A| = 1 and for notational convenience we let P−(A) =

(
1 0
0 0

)
.

We begin by proving the analogue of Theorem 4.5 for the growth of the norm of ‖Tn‖.
Lemma 4.10. Under the assumptions of Theorem 4.5 almost surely

lim
n→∞

log ‖Tn‖
log(n)

=
λ2

8F
.

Proof. If u ∈ C2 has the form u = (u1, ū1) with u1 ∈ C \ {0}, then |Tnu| = R(n)/
√
2 with

R corresponding to the real valued solution ψ of (12) defined by the boundary conditions

ψ(0) = u1ζ(0) + ū1ζ̄(0) and ψ′(0) = u1ζ
′(0) + ū1ζ̄

′(0) .

Therefore, ‖Tn‖ = supu∈C2,|u|=1 |Tnu| ≥ R(n)/
√
2 where R is the Prüfer radius associated

to any fixed choice of boundary conditions. By Theorem 4.5, log ‖Tn‖ ≥ λ2

8F log(n)(1+o(1)).

It remains to prove a matching upper bound. To this end note that for any u ∈ C2 and
any A ∈ SU(1, 1)

|Au|2 = ‖A‖2|(1− P−(A))u|2 + ‖A‖−2|P−(A)u|2 .
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For A = Tn and by dropping the non-negative second term and applying Theorem 4.5 with
two initial conditions corresponding to u = (u1, ū1), v = (v1, v̄1) such that (u, v)C2 = 0
and |u| = |v| = 1 and denoting the corresponding Prüfer radii by Ru, Rv we deduce that,
almost surely,

log ‖Tn‖ ≤ 1

2
log

( |Tnu|2 + |Tnv|2
|(1− P−(Tn))u|2 + |(1− P−(Tn))v|2

)

=
1

2
log

(Ru(n)
2 +Rv(n)

2

2

)

=
λ2

8F
log(n)(1 + o(1)) ,

where we used

|(1− P−(Tn))u|2 + |(1− P−(Tn))v|2 = Tr(1− P−(Tn))
2 = 1

since (u, v)C2 = 0 and |u| = |v| = 1. This completes the proof of the lemma. �

A key step in proving Theorem 4.8 is provided by the following result which can be
found in [41] (see also Kotani–Ushiroya [28]).

Theorem 4.11 ([41, Theorem 10.5.34]). Let A1, A2, . . . be elements of U(1, 1). Let Tn =
An · · ·A1. Define

̺(Tn) =
|Tn

(
1
1

)
|

|Tn
(

1
−1

)
| ,

and assume that

lim
n→∞

‖Tn‖ = ∞ and lim
n→∞

‖T−1
n Tn+1‖

‖Tn‖ ‖Tn+1‖
= 0 . (32)

Then

(1) P−(Tn) has a limit P∞ if and only if limn→∞ ̺(Tn) ≡ ̺∞ exists. That ̺∞ = ∞ is
allowed, and holds if limn→∞ P−(Tn) is the projection onto

(
1
−1

)
.

(2) If ̺(Tn) has a limit ̺∞ 6= 0,∞, then, with u∞ ∈ ranP∞,

lim
n→∞

log |Tnu∞|
log ‖Tn‖

= −1

if and only if

lim sup
n→∞

log |̺(Tn)− ̺∞|
log ‖Tn‖

≤ −2 . (33)

With these transfer matrix results on hand we are ready to prove Theorem 4.8.

Proof of Theorem 4.8. Note that almost surely T−1
n Tn+1 = An+1 is bounded uniformly in

n, and ‖Tn‖ → ∞ by Lemma 4.10. Therefore, the assumptions in (32) are almost surely
satisfied.

Moreover, since |Tn( 1
−1 )| = |Tn( i

−i )| the quantity ̺(Tn) in Theorem 4.11 is precisely
the quantity ̺(n) of Theorem 4.7 with ψ+, ψ− chosen to satisfy the boundary conditions
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corresponding to α(1) = 1 and α(1) = i, respectively. Consequently, Theorem 4.7 and
Lemma 4.10 imply the almost sure validity of (33).

By Theorem 4.11 there almost surely exist a non-zero u∞ ∈ C2 such that

log |Tnu∞| = − λ2

8F
log(n)(1 + o(1)) .

By Theorem 4.5 and 3.6 the corresponding solution is subordinate at ∞. However, the
provided solution need not be real-valued, i.e. u∞ might not have the form (z, z̄). But
since the real and imaginary part of this solution cannot simultaneously be zero, one of
the two provides us with a non-trivial and real-valued solution which is subordinate at ∞.
This completes the proof of Theorem 4.8. �

4.4. Proof of Theorem 1.3. With the results of the previous subsections in place we
are ready to prove our main theorem concerning the random model, that is Theorem 1.3.
However, in addition to the ODE results proved above we need to recall two results both
based on a spectral averaging argument.

While we have not found these precise statements in the literature they can be proved
by following the arguments in [42, §11–12]. The arguments in [42] are formulated under
the assumption that the operator subject to the rank-one perturbation is bounded from
below and the associated spectral measure decays sufficiently to have a well-defined Borel
transform. However, for what we are interested in both of these assumptions can be
removed without substantially changing the arguments (one needs to work with general
Nevanlinna functions instead of Borel transforms, but this causes no substantial issues).
Furthermore, there is an a priori cyclicity assumption in many of the relevant statements
in [42] which need not be valid in our setting. Specifically, to utilize the full power of
rank-one perturbation theory requires that H = {(LωF,λ − z)−1δ : z ∈ C \ R} is a total set

in L2(R). The subspace H is reducing for LωF,λ and by the generalised resolvent identity

the operators for different values of g0 coincide on H⊥. Without, this totality assumption
the spectral averaging arguments only yield information concerning the spectrum of the
restriction of LωF,λ to H.

In the following lemmas we write L0 for the differential expression

L0 = − d2

dx2
− Fx+

∑

n∈Z\{0}
gnδ(x− n)

where the coupling constants {gn}n 6=0 are such that L0 is limit point at ±∞ (which is
satisfied almost surely under the assumptions of our main result).

Lemma 4.12. Fix an open interval I ⊆ R. Consider Lα the family of Schrödinger opera-
tors defined by the differential expression L0 + αδ in L2(R). Assume that:

(1) For almost every E ∈ I there exists a non-trivial solution of the equation L0u(x) =
Eu(x) which is in L2(R−).

(2) For almost every E ∈ I there exists a non-trivial solution of L0u(x) = Eu(x) on
R+ which is in L2(R+).
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(3) The set {(L0 − z)−1δ : z ∈ C \ R} is a total set in L2(R).

Then Lα has only pure point spectrum in I for a.e. α.

Lemma 4.13. Fix an open interval I ⊆ R. Consider Lα the family of Schrödinger opera-
tors defined by the differential expression L0 + αδ in L2(R). Assume that:

(1) The Schrödinger L−

θ operator in L2(R−) defined by the differential expression L0

and boundary condition

cos(θ)u(0) + sin(θ)u′(0) = 0

is such that σac(L
−

θ ) ∩ I = ∅ for all θ ∈ [0, π).
(2) For almost every E ∈ I there exists a solution of L0u(x) = Eu(x) on R+ which is

subordinate at +∞ but which is not in L2(R+).
(3) The set {(L0 − z)−1δ : z ∈ C \ R} is a total set in L2(R).

Then Lα has only singular continuous spectrum in I for a.e. α.

Before turning to the proof of classifying the spectral nature of LωF,λ we prove two

preparatory results. The first results proves that almost surely σess(L
ω
F,λ) = R while the

second verifies that the third assumption of Lemmas 4.13 and 4.13 is almost surely valid.

Proposition 4.14. Fix F, λ > 0 and let {gn(ω)}n∈Z satisfy the assumptions of Theo-
rem 4.5. Then almost surely σess(L

ω
F,λ) = R.

Proof. Fix a E ∈ R and let ψ be the solution of (12) with ψ(0) = 0 and limε →0+ ψ
′(0+ε) =

1. Let R be the Prüfer radius associated to ψ. By Theorem 4.5 and Lemma 3.6 almost
surely

∫ n

n−1
|ψ(x)|2 dx = n−1/2+λ2/(4F )+o(1) and

∫ n

n−1
|ψ′(x)|2 dx = n1/2+λ

2/(4F )+o(1) . (34)

Let ϕ ∈ C∞
0 (0, 1) with 0 ≤ ϕ ≤ 1 and ϕ ≡ 1 in (1/4, 3/4). Define ϕk(x) = ϕ(εkx − 1)

for εk > 0 with limk→∞ εk → 0 to be determined below. Define ψk = ‖ϕkψ‖−1
L2(R)

ϕkψ so

that ‖ψk‖L2(R) = 1 and ψk ⇀ 0. Since ϕ ∈ C∞(R) it is easily checked that ψk ∈ D(LωF,λ)

and, for x ∈ R \ Z,

LωF,λ(ψk(x))− Eψk(x) = −ϕ
′′
k(x)ψ(x) + 2ϕ′

k(x)ψ
′(x)

‖ϕkψ‖L2(R)
.

Thus (34) implies, for any 0 < δ < 1/2 and since εk → 0,
∫ ∞

0
|(LωF,λ − E)ψk|2 dx ≤ ‖ϕkψ‖−2

L2(R+)

∫ ∞

0

(

|ϕ′′
k|2|ψ|2 + 4|ϕ′

k|2|ψ′|2
)

dx

. ‖ϕkψ‖−2
L2(R+)

∫ 2/εk

1/εk

(

ε4k|ψ|2 + ε2k|ψ′|2
)

dx

. ε1−2δ
k (ε3k + 1) .
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Since εk → 0 and δ > 0 is arbitrary, we conclude that ψk forms a Weyl sequence at energy
E and therefore E ∈ σess(L

ω
F,λ). By repeating the argument for a countable dense set of

E’s we conclude that almost surely σess(L
ω
F,λ) = R. �

Lemma 4.15. Fix F, λ > 0 and let gn = {gn(ω)}n∈Z\{0} satisfy assumptions (i)–(v) of

Theorem 1.3. Then almost surely {(L0 − z)−1δ : z ∈ C \ R} is a total set in L2(R).

Proof. Let H = {(L0 − ζ)−1δ : ζ ∈ C}. As noted, H is a reducing subspace for L0 and on
H⊥ all the operators Lα = L0 + αδ coincide. In particular, σ(Lα|H⊥) is independent of α.
We aim to prove that almost surely σ(L0|H⊥) = ∅ which is impossible unless H⊥ is trivial,
i.e. H is a total set in L2(R).

By Lemma 2.2, Theorem 4.8, and Gilbert–Pearson subordinacy theory, almost surely
σac(Lα) = ∅ for all α. In particular, almost surely σac(L0|H⊥) = ∅.

By Gilbert–Pearson subordinacy theory an essential support for the singular part of the
spectral measure of Lα is given by

Σα = {E ∈ R : ∃ψ 6≡ 0 solving Lαψ = Eψ subordinate at +∞ and −∞} .
Since subordinate solutions (in either direction) are unique up to multiplication by con-
stants, E ∈ Σα ∩ Σα′ with α 6= α′ if and only if there exists a solution ψ 6≡ 0 subordinate
in both directions with ψ(0) = 0. Conversely, if for some α and E ∈ Σα the correspond-
ing solution ψ vanishes at 0, then E ∈ ∩α∈RΣα. Write the spectral measure of Lα as
µα = µHα + µ⊥, where µHα is the spectral measure of Lα|H and µ⊥ that of Lα|H⊥ . Note
that µ⊥ is independent of α. By the before mentioned subordinacy result, any essential
support of µ⊥ is up to µ⊥-negligible sets contained in Σα for all α. We conclude that an
essential support of µ⊥ is contained in

Σ⊥ := ∩α∈RΣα
= {E ∈ R : ∃ψ 6≡ 0 solving Lαψ = Eψ subordinate at +∞ and −∞ with ψ(0) = 0} .
Let L− denote the realisation of L0 in L

2(R−) with Dirichlet boundary condition at 0. By
Lemma 2.2 (and its proof) the spectrum of L− is almost surely discrete. By Gilbert–Pearson
subordinacy theory, if E /∈ σ(L−) the solution of L0ψ = Eψ on R− with ψ(0) = 0, ψ′(0) = 1
is not subordinate at −∞. Consequently, it holds that Σ⊥ ⊆ σ(L−). (As an aside, we
mention that at this point we could already conclude that σsc(L0|H⊥) = ∅, since an essential
support of a singular continuous measure cannot be contained in the discrete set σ(L−).)

Clearly, the spectrum of L− depends only on {gn(ω)}n<0. Fix a typical realization of
{gn(ω)}n<0. Since the coupling constants are independent, this does not alter the prob-
abilistic properties of {gn(ω)}n≥1. We apply Theorem 4.5 and Lemma 3.6 for a fixed
E ∈ σ(L−) and infer that the extension to R of the eigenfunction of L− corresponding to
eigenvalue E fails to be subordinate at +∞ almost surely depending only on {gn(ω)}n≥1.
Since σ(L−) is a countable set and the intersection of countably many almost sure events is
almost sure, this property holds simultaneously for all E ∈ σ(L−) almost surely depending
only on {gn(ω)}n≥1. We conclude that almost surely Σ⊥ = ∅, implying that the spectral
measure of L0|H⊥ is trivial and we have arrive at the desired contradiction. �
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Proof of Theorem 1.3. The claim that σess(L
ω
F,λ) = R almost surely is the content of Propo-

sition 4.14. By translation we may without loss of generality assume that the distribution
of g0 is absolutely continuous with respect to Lebesgue measure. The idea is to apply
Theorem 4.5 and Corollary 4.9 in conjunction with Lemmas 4.12 and 4.13. Since none of
our statements depend on the precise value of E we shall in what follows apply the spectral
averaging results for all of the spectrum simultaneously, i.e. when applying Lemmas 4.12
and 4.13 we always set I = R. Note that the almost sure validity of (3) in Lemmas 4.12
and 4.13 it the content of Lemma 4.15.

If F < λ2/2 then Lemma 2.2, Corollary 4.9, and Lemma 3.6 imply that almost surely
the restrictions of LωF,λ to the positive and negative half-lines satisfy the assumptions of
Lemma 4.12. Consequently almost surely and for Lebesgue almost every g0 the spectrum
of LωF,λ is pure point. Since the distribution of g0 was assumed absolutely continuous with
respect to Lebesgue measure, this implies the almost sure statement in the theorem and
completes the proof in the case F < λ2/2.

If F > λ2/2 then Lemma 2.2, Corollary 4.9, and Lemma 3.6 imply that almost surely
the restrictions of LωF,λ to the positive and negative half-line satisfy the first and second
assumptions of Lemma 4.13. Consequently, almost surely and for Lebesgue almost every g0
the operator LωF,λ has only singular continuous spectrum. Again by the absolute continuity
of the the distribution of g0 this implies the claim of the theorem and therefore completes
the proof. �

As mentioned in the introduction the refinements of Gilbert–Pearson subordinacy theory
developed in [23, 24, 13] imply almost sure continuity properties of the spectral measure
in the case of singular continuous spectrum.

Proposition 4.16. Fix F, λ > 0 satisfying F > λ2

2 . If {gn(ω)}n∈Z satisfy the assumptions
of Theorem 1.3 then almost surely the spectral measure of LωF,λ vanishes on sets of Hausdorff

dimension less than 1− λ2

2F .

Here spectral measure refers to the measure associated with the Titchmarsh–Weyl m-
function of LωF,λ through its integral representation as a Nevanlinna (or Herglotz) function.
In view of Lemma 4.15 this measure is almost surely the spectral measure of the pair
(LωF,λ, δ).

Proof. For almost every E ∈ R, Theorem 4.5, Corollary 4.9, and Lemma 3.6 imply that
there exists two linearly independent η and ψ solving (12) such that

‖η‖2L2(0,L) = L1/2−λ2/(4F )+o(1) and ‖ψ‖2L2(0,L) = L1/2+λ2/(4F )+o(1) as L→ ∞ .

By Lemma 4.15 and rank-one perturbation theory one concludes that these asymptotics
remain true almost surely for almost every E with respect to the spectral measure of LωF,λ.

The proof is completed by applying the continuum analogue of [13, Theorem 1] (see their
Remark 2). �
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5. Refined bounds for exponential sums

To perform the corresponding analysis for the deterministic model, we shall need to
replace the use of Martingale theory with a precise understanding of the exponential sums
appearing in the argument. In particular, much of the difficulty in the analysis to follow
will arise from the term linear in U(j) which could almost immediately be discarded in the
random case as a consequence of E[gn] = 0. To understand this sum we follow arguments
of Perelman [36]. However, at this stage of the argument Perelman has oscillatory integrals
in place of our exponential sums. So while the overall structure of the analysis is similar,
there are different technical difficulties needed to be dealt with.

In the same spirit as stationary points of the phase function play an important role in
the study of oscillatory integrals, the regions where the derivative of the phase is close to
2πZ play a distinguished role in the corresponding exponential sums. In our case, n ∈ Z for
which minν∈Z |γ′(n)− πν| is small will be of particular importance. As we shall see, most
of the contribution to our sums come from such regions. Indeed, in the sum over a range
of n where γ′(n) is far from an integer multiple of π the cancellation effects are strong, and
the contribution to the asymptotic behavior of the full sum comparatively small.

For l sufficiently large define Xl as the unique solution to the equation

γ′(Xl) = πl . (35)

Define also xl by

xl =
⌈π2

F

(

l − 1

2

)2⌉

− 1

2
. (36)

Note that the step functions appearing in our construction are defined in such a way that

their value at xl coincides with that at π2

F (l − 1
2)

2. For technical reasons it is somewhat
convenient to ensure that the xl are half-integers.

By the asymptotics of γ′,

Xl =
π2

F
l2 +O(1) , and γ′(xl) = πl − π

2
+O(l−1) , (37)

where the implicit constants can be taken uniform for F,E in compact subsets of their
respective domains. The importance of the Xl, which we shall refer to as resonant points,
can be motivated in several manners. Above we arrived at the relevance of these points
by their connection to regions with small cancellations in our exponential sums. However,
they can be argued to play an important role for solutions of our generalized eigenvalue
equation directly via what is known as the tilted band picture. Namely, one can write the
eigenvalue equation as

HKP
λ ψ(x) = (E + Fx)ψ(x) ,

where HKP
λ is the Kronig–Penney operator, and, in the spirit of the adiabatic theorem,

think of E + Fx as an effective energy. For x close to Xl this effective energy falls exactly
into the l-th spectral gap of HKP

λ .
While the definition of the points Xl is uniquely determined by the phase, the precise

definition of the xl’s is not as important. Indeed, any choice of points x′l interlacing the Xl’s
for which minν∈Z |γ′(x′l)−πν| is uniformly bounded away from zero would likely work just
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as well. However, the choice of xl’s above is in a sense a natural one and their particular
structure will lead to certain simplifications in formulas to come.

In what follows our aim is to understand to high precision the exponential sums analogous
to those appearing in our treatment of the random model when the summation index n
ranges from xl to xl+1 or some subset thereof. When we return in Section 6 to studying
the solutions of (12), understanding these partial sums will allow us to describe how the
Prüfer coordinates R, η change when we move from xl to xl+1, i.e. when we transition over
the resonant point Xl.

The first bound we prove is in the same spirit as Theorem 4.3 but capturing the strong
cancellations present in regions away from the resonant points Xl.

Theorem 5.1. Fix F > 0, E ∈ R, α ≥ 0, β > 0, σ ∈ [1/2, 1], and h : N → R satisfying

|h(n+ 1)− h(n)| ≤ Cn−β for all n ∈ [Xl, Xl+1] .

Then, for l sufficiently large and all Xl + Clσ ≤ a < b ≤ Xl+1 − Clσ,

∣
∣
∣
∣

∑

a<n≤b

ei(2γ(n)+h(n))

γ′(n)α

∣
∣
∣
∣
. l−α−σ+1(1 + l1−2β)

The implicit constants are uniformly bounded for E,F, α, β, σ, C in compact subsets of their
respective domains.

The above bound captures the behavior of our exponential sums to a sufficient precision
away from the resonant points Xl. However, the main contribution to the sums we are
interested in comes from small neighbourhoods of Xl and to carry out our analysis we need
to understand this contribution in greater detail. This is accomplished by the next two
theorems.

The first theorem provides an order-sharp bound for the sum over the range (xl, xl+1].

Theorem 5.2. Fix F > 0, E ∈ R, α ≥ 0, β > 0, µ > 0, and h : N → R satisfying

|h(n+ 1)− h(n)| ≤ Cn−β for all n ∈ [xl, xl+1] .

Then, for l sufficiently large and all xl ≤ a < b ≤ xl+1,

∣
∣
∣
∣

∑

a<n≤b

ei(µγ(n)+h(n))

γ′(n)α

∣
∣
∣
∣
. l−α+1/2(1 + l1−2β) .

The implicit constant is uniformly bounded for E,F, α, β, µ, C in compact subsets of their
respective domains.

While the previous theorem is often good enough for our purposes when it comes to
estimating error terms, we shall need more precise knowledge to analyse the leading order
terms of our equations.
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Theorem 5.3. Fix F > 0 and E ∈ R. Let h ∈ C7(0,∞) satisfy |∂jxh(x)| ≤ Cx1/2−j for
j = 0, . . . , 7. Then

∑

xl<n≤xl+1

ei(2γ(n)+h(n))

γ′(n)
=

( 2

Fl

)1/2
e2iΓh(l) − ei(2γ(xl+1)+h(xl+1)−π/2−π(l+1))

2π(l + 1)

+
ei(2γ(xl)+h(xl)−π/2−πl)

2πl
+O(l−3/2) ,

with

Γh(l) = −π
3l3

3F
+
πE

F
l +

5π

8
+

1

2
h
(π2

F
l2
)

. (38)

Moreover, the constant in the error term can be chosen uniform for F,E,C in compact
subsets of their respective domains.

The proofs of Theorems 5.1, 5.2, and 5.3 occupy what remains of this section. Since the
proofs get rather technical and do not reveal anything crucial to our main results, we advise
the reader who is more interested in the spectral theory to skip ahead to Section 6 where
our focus returns to understanding the asymptotic behavior of generalized eigenfunctions.

5.1. Proof of Theorems 5.1 and 5.2. The proofs of Theorems 5.1 and 5.2 will follow the
same strategy as that of Theorem 4.3. Indeed the bounds in the theorems follow along the
same line of reasoning. When we are close to the resonant points Xl we get an order-sharp
bound by applying Corollary 4.2. However, if we are far from the resonant points in order
to capture more of the cancellations we instead apply the following classical inequality due
to Kuzmin and Landau (see for instance [45, Lemma 4.19]).

Lemma 5.4. Let f ∈ C1[a, b] be a real function that is convex or concave, and let
minν∈Z |f ′(x)− ν| ≥ κ > 0 for all x ∈ [a, b]. Then

∣
∣
∣
∣

∑

a<n≤b
e2πif(n)

∣
∣
∣
∣
. κ−1 .

Proof of Theorems 5.1 and 5.2. Let a and b be the left resp. right endpoints of one of the
intervals of summation in the theorems. By a summation by parts

∑

a<n≤b

ei(µγ(n)+h(n))

γ′(n)α
=

∑

a<n≤b−1

[ eih(n)

γ′(n)α
− eih(n+1)

γ′(n+ 1)α

] ∑

a<j≤n
eiµγ(j)

+
eih(⌊b⌋)

γ′(⌊b⌋)α
∑

a<n≤b
eiµγ(n) .

(39)

By Lemma 3.5, for l sufficiently large, γ′(n)−α . l−α for a < n ≤ b. Similarly, by
Lemma 3.5 and using the fundamental theorem of calculus as in the proof of Theorem 4.2,
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we can estimate

∣
∣
∣
eih(n)

γ′(n)α
− eih(n+1)

γ′(n+ 1)α

∣
∣
∣ ≤

∣
∣
∣

1

γ′(n)α
− 1

γ′(n+ 1)α

∣
∣
∣

+
γ′(n+ 1)α

|eih(n) − eih(n+1)|

. l−α−2 + l−α|h(n)− h(n+ 1)|

. l−α(l−2 + l−2β) .

Therefore from (39) we have the bound
∣
∣
∣
∣

∑

a<n≤b

ei(µγ(n)+h(n))

γ′(n)α

∣
∣
∣
∣
. l−α(l−2 + l−2β)

∑

a<n≤b−1

∣
∣
∣
∣

∑

a<j≤n
eiµγ(j)

∣
∣
∣
∣

+ l−α
∣
∣
∣
∣

∑

a<n≤b
eiµγ(n)

∣
∣
∣
∣
.

(40)

At this point the proofs of Theorems 5.2 and 5.1 diverge.

In the case of Theorem 5.2 we apply Corollary 4.2 to bound the exponential sums on
the right-hand side of (40). Combined with the fact that |b − a| ≤ |xl+1 − xl| . l this
completes the proof of Theorem 5.2.

To prove Theorem 5.1 we instead argue as follows. Recall that in this theorem µ = 2.
By the definition of the xl’s and the asymptotics of γ′ we have for any y ∈ (xl, xl+1]

min
ν∈Z

∣
∣
∣
γ′(y)
π

− ν
∣
∣
∣ ≥ 1

2

∣
∣
∣
γ′(y)
π

− l
∣
∣
∣ .

Moreover, for any y ∈ (xl, xl+1] a Taylor expansion around Xl implies that

γ′(y)
π

− l =
1

π
γ′′(ξ)(y −Xl)

for some ξ ∈ (xl, xl+1]. Since γ
′′(x) ∼ x−1/2 for l large enough we have

min
ν∈Z

∣
∣
∣
γ′(y)
π

− ν
∣
∣
∣ &

|y −Xl|
l

. (41)

By Lemma 3.5 γ is convex for l large enough. Therefore, Lemma 5.4 and (41) imply that,
for Xl + Clσ ≤ x < y ≤ Xl+1 − Clσ,

∣
∣
∣
∣

∑

x<n≤y
ei2γ(n)

∣
∣
∣
∣
. l1−σ . (42)

The proof of Theorem 5.1 is completed by using (42) to bound the exponential sums on
the right-hand side of (40). �
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5.2. Proof of Theorem 5.3. Our proof of Theorem 5.3 will combine two classical results:
the Poisson summation formula and the method of stationary phase. The particular form
of the Poisson summation formula that we shall use is the following which can be found
in [44, Theorem 45].

Lemma 5.5. For f ∈ BV (R) ∩ L1(R) it holds that

∑

n∈Z
f̃(n) = f̂(0) +

∞∑

ν=1

(
f̂(ν) + f̂(−ν)

)

where

f̃(x) = lim
ε→0

f(x+ ε) + f(x− ε)

2
and f̂(ξ) =

∫

R

f(x)e−2πiξx dx .

Remark 5.6. It should be emphasized that while the series in the right-hand side is abso-
lutely convergent this is generally not the case for

∑

ν∈Z f̂(ν). Indeed, to see this it suffices
to consider f = 1[a,b] for suitably chosen a, b ∈ R.

Proof of Theorem 5.3. We wish to apply the Poisson summation formula in Lemma 5.5 to
the function

f(x) =
ei(2γ(x)+h(x))

γ′(x)
1(xl,xl+1](x) .

Since this function has compact support and is smooth away from the jumps at xl, xl+1 it
satisfies the assumptions of Lemma 5.5. By construction xl, xl+1 /∈ Z so the function f is
continuous at the integers. Therefore, the lemma implies

∑

xl<n≤xl+1

ei(2γ(n)+h(n))

γ′(n)
=

∫ xl+1

xl

ei(2γ(x)+h(x))

γ′(x)
dx

+
∞∑

ν=1

[∫ xl+1

xl

ei(2γ(x)+h(x)−2πνx)

γ′(x)
dx+

∫ xl+1

xl

ei(2γ(x)+h(x)+2πνx)

γ′(x)
dx

]

.

(43)

We wish to apply the method of stationary phase to find an asymptotic expansion of the
integrals in the sum on the right-hand side.

By Lemma 3.5, the assumptions on h, and a Taylor expansion around Xl one finds that,
for all x ∈ (Xl−1, Xl+1),

2γ′(x) + h′(x) = 2πl + h′(Xl) + (2γ′′(Xl) + h′′(Xl))(x−Xl) +O(l−1)

= 2πl + 2γ′′(Xl)(x−Xl) +O(l−1)

= 2πl −
√
F
(π2

F
l2 +O(1)

)−1/2
(x−Xl) +O(l−1)

= 2πl − F
x−Xl

πl
+O(l−1) .

(44)

Consequently, the only ν ∈ Z for which the phase 2γ(x) + h(x) − 2πνx has a stationary
point in [xl, xl+1] is ν = l. Furthermore, by asymptotic convexity of the phase when ν = l,
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and l is sufficiently large, there exists a unique stationary point in (xl, xl+1), we denote it

by X̃l. By the Taylor expansion (44) it holds that

|Xl − X̃l| . 1 .

To apply the method of stationary phase we first rescale the integrals as follows. Let
x(y) = xl + (xl+1 − xl)y and define

ul(y) =
l

γ′(x(y))
,

φl,ν(y) = 2γ(x(y)) + h(x(y))− 2πνx(y) ,

ωl,ν = ‖φ′l,ν‖L∞(0,1) ,

Φl,ν(y) =
φl,ν(y)− φl,ν(0)

ωl,ν
.

Note that the normalization has been chosen so that

Φl,ν(0) = 0 for all l, ν .

By a change of variables we find
∫ xl+1

xl

ei(2γ(x)+h(x)−2πνx)

γ′(x)
dx = (xl+1 − xl)l

−1eiφl,ν(0)
∫ 1

0
ul(y)e

iωl,νΦl,ν(y) dy .

Note that

ωl,ν & l|l − ν + δl,ν | ≫ 1 ,

where δl,ν denotes the Kronecker delta.
By Lemma 3.5 it readily follows that

‖∂kyul‖L∞(0,1) . l−k for k = 0, . . . , 6 .

Similarly, for k = 2, . . . , 7,

‖∂kyΦl,ν‖L∞(0,1) . ω−1
l,ν l

3−k . |l − ν + δl,ν |−1l2−k ,

where the constants are independent of l, ν. The definition of Φl,ν and (44) ensures that
for l sufficiently large, ν 6= l, and all y ∈ [0, 1]

|Φ′
l,ν(y)| & 1 ,

in particular these phase functions have no stationary points in [0, 1]. For Φl,l we have a

unique stationary point at ỹl =
X̃l−xl
xl+1−xl = 1

2 + O(l−1). Moreover, for all y ∈ [0, 1], by a

Taylor expansion

|y − ỹl|
|Φ′
l,l(y)|

=
|y − ỹl|

|Φ′′
l,l(ỹl)(y − ỹl) + Φ′′′

l,l(zl)(y − ỹl)2|
=

1

|Φ′′
l,l(ỹl) + Φ′′′

l,l(zl)(y − ỹl)|
=

1

2
+O(l−1) ,

where we use Φ′′
l,l(ỹl) = 2+O(l−1), |y− ỹl| . 1, and ‖Φ′′′

l,l‖L∞ . l−1. Indeed, by Lemma 3.5

ωl,l=(xl+1−xl)max{|2γ′(xl+1) + h′(xl+1)− 2πl|, |2γ′(xl) + h′(xl)− 2πl|}= 2π3l

F
+O(1) ,
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and

Φ′′
l,l(ỹl) = ω−1

l,l (xl+1 − xl)
2(2γ′′(X̃l) + h′′(X̃l)) = 2 +O(l−1) .

We conclude that the phase functions Φl,ν all belong to a bounded subset of C7(0, 1) and the
stationary point of Φl,l is uniformly non-degenerate in l. As such we can apply Lemmas A.1
and A.2 to compute the integrals with uniform error estimates.

By Lemma A.2 when ν = l and Lemma A.1 when ν 6= l, we conclude that for l sufficiently
large

∫ 1

0
ul(y)e

iωl,νΦl,ν(y) dy = δl,ν
(2π)1/2ei(ωl,lΦl,l(ỹl)+π/4)

ω
1/2
l,l Φ′′

l,l(ỹl)
1/2

1∑

j=0

l−jLjul(ỹl)

+
iul(0)e

iωl,νΦl,ν(0)

ωl,νΦ
′
l,ν(0)

− iul(1)e
iωl,νΦl,ν(1)

ωl,νΦ
′
l,ν(1)

+O(ω−2
l,ν ) ,

where Lj are as in the lemma and the implicit constant is independent of l, ν. In the
particular cases j = 0, 1,

L0v(ỹl) = v(ỹl) ,

L1v(ỹl) = −i
( v′′(ỹl)
2Φ′′

l,l(ỹl)
−

4v′(ỹl)Φ′′′
l,l(ỹl) + v(ỹl)Φ

′′′′
l,l (ỹl)

8Φ′′
l,l(ỹl)

2
+

5v(ỹl)Φ
′′′
l,l(ỹl)

2

24Φ′′
l,l(ỹl)

3

)

.

By the definitions of ul,Φl,ν , Lemma 3.5 combined with the assumptions on h imply that

L0ul(ỹl) =
l

γ′(X̃l)
=

1

π
+O(l−2) and L1ul(ỹl) = O(l−2) .

By inserting the above into (43) and using the definition of ωl,ν and Φl,ν we have arrived
at

∑

xl<n≤xl+1

ei(2γ(n)+h(n))

γ′(n)

=
( 2

πl2(2γ′′(X̃l) + h′′(X̃l))

)1/2
ei(2γ(X̃l)+h(X̃l)−2πlX̃l+π/4)

+
iei(2γ(xl)+h(xl))

γ′(xl)
1

2γ′(xl) + h′(xl)
− iei(2γ(xl+1)+h(xl+1))

γ′(xl+1)

1

2γ′(xl+1) + h′(xl+1)

+
iei(2γ(xl)+h(xl))

γ′(xl)

∞∑

ν=1

[
e−i2πνxl

2γ′(xl) + h′(xl)− 2πν
+

ei2πνxl

2γ′(xl) + h′(xl) + 2πν

]

− iei(2γ(xl+1)+h(xl+1))

γ′(xl+1)

∞∑

ν=1

[
e−i2πνxl+1

2γ′(xl+1) + h′(xl+1)− 2πν
+

ei2πνxl+1

2γ′(xl+1) + h′(xl+1) + 2πν

]

+O(l−2) ,

where we used
∑

ν 6=l |ν − l|−2 . 1.
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To simplify the boundary contributions we shall use the identity

1

y
+

∞∑

ν=1

(−1)ν
[ 1

y − ν
+

1

y + ν

]

=
π

sin(πy)
for y /∈ Z .

Recalling that the xl’s are half-integers and using Lemma 3.5 to deduce

2γ′(xl) + h′(xl)− 2πν = 2π(l − ν)− π +O(l−1) /∈ 2πZ

we conclude that

∑

xl<n≤xl+1

ei(2γ(n)+h(n))

γ′(n)
=

( 2

πl2(2γ′′(X̃l) + h′′(X̃l))

)1/2
ei(2γ(X̃l)+h(X̃l)−2πlX̃l+π/4)

− ei(2γ(xl)+h(xl)−π/2)

2γ′(xl) sin(γ′(xl) + h′(xl)/2)

+
ei(2γ(xl+1)+h(xl+1)−π/2)

2γ′(xl+1) sin(γ′(xl+1) + h′(xl+1)/2)
+O(l−2)

What remains is to simplify the terms by using Taylor expansion and Lemma 3.5.

By Lemma 3.5, the assumptions on h, and since X̃l =
π2

F l
2 +O(1) we find

1

2γ′′(X̃l) + h′′(X̃l)
=
πl

F
+O(l−1) .

Similarly, Lemma 3.5, the assumptions on h, and xl =
π2

F (l − 1/2)2 +O(1) imply

1

γ′(xl) sin(γ′(xl) + h′(xl)/2)
= −(−1)l

πl
+O(l−2) .

Finally, for the effective phase in the main term the expansions 2γ′
(
π2

F l
2
)
= 2πl+O(l−1)

and X̃l − π2

F l
2 = O(1) imply that

2γ(X̃l) + h(X̃l)− 2πlX̃l = 2γ
(π2

F
l2
)

+ h
(π2

F
l2
)

− 2π3

F
l3

+
[

2γ′
(π2

F
l2
)

+ h′
(π2

F
l2
)

− 2πl
](

X̃l −
π2

F
l2
)

+O(l−1)

= −2π3l3

3F
+

2πE

F
l + π + h

(π2

F
l2
)

+O(l−1) .

Consequently,

ei(2γ(X̃l)+h(X̃l)−2πlX̃l+π/4) = e2iΓh(l) +O(l−1) ,

with Γh(l) as in the theorem. Combining the last three estimates concludes the proof of
Theorem 5.3. �

Remark 5.7. Even though in the end the only non-negligible contribution comes from the
j = 0 term in the stationary phase expansion we need to compute the expansion to second
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order for the error term to be sufficiently precise. Indeed, directly applying Lemma A.2
with k = 1 instead of 2 would only yield the error estimate

l−1‖ul‖C2(0,1) ∼ l−1

which is not good enough. We also emphasize that with the exception of needing higher
order terms in the asymptotic expansion for γ there is in theory nothing that prevents us
from using the above argument to obtain asymptotic expansions to much higher precision.

6. Coarse-graining the Prüfer equations

We return to the analysing the asymptotic behavior of solutions of the equation






−ψ′′(x)− Fxψ(x) = Eψ(x) in R \ Z ,
Jψ(n) = 0 for n ∈ Z ,

Jψ′(n) = λψ(n) for n ∈ Z .

(45)

for fixed F > 0, E ∈ R, and λ ∈ R.
As in the case of the random model, the proof of our main results concerning the deter-

ministic operator relies on understanding the Prüfer equations of Lemma 3.1. The main
difference between the two models is that we can no longer use martingale techniques. In
particular, our main challenge lies in understanding the behavior of

N∑

n=1

U(n) sin(2θ(n)),

which could be shown to be sub-leading when the U(n) where independent random variables
with mean zero. As we shall see, this is not the case in our current setting.

In this section our main goal is to show that we can coarse-grain our system by first
understanding the partial sums with n ∈ (xl, xl+1]. This is where the results of the previous
section come into play. Before we can apply the expansion of Theorem 5.3 we need to
remove the dependence of the phase on the Prüfer angle η. However, η varies too much
over the interval [xl, xl+1] to simply pull it out of the sum. To remedy this it is convenient
to work with a modification of η obtained by extracting its leading-order behavior. To that
end we define

η̃(x) = η(x) + λ

√

⌈x⌉
F

and γ̃(x) = γ(x)− λ

√
x

F
, (46)

so that θ(n) = γ(n) + η(n) = γ̃(n) + η̃(n) for n ∈ Z. Note that this correction of the phase
γ is sufficiently small to be covered by the assumptions in Theorems 5.2, 5.1, and 5.3.

The main result of this section is to provide asymptotic equations for how the (modified)
Prüfer variables R and η̃ evolve along the points {xl}l∈N, that is when we pass from one
of the regions where we have strong cancellations to the next and in the process pick up
the contribution from the region close to the resonant point Xl. The precise statement we
shall prove is the content of Theorem 6.1.
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Theorem 6.1. Fix F > 0, E ∈ R, and λ ∈ R. Then the (modified) Prüfer coordinates R, η̃
corresponding to a real-valued solution of (45) satisfy

log
(R(xl+1)

R(xl)

)

=
λ√
2Fl

sin(2Γ(l) + 2η̃(xl)) +
λ2

4Fl

(
1 + cos(4Γ(l) + 4η̃(xl))

)

+
(−1)l+1λ

4π(l + 1)
cos(2θ(xl+1))−

(−1)lλ

4πl
cos(2θ(xl)) +O(l−5/4) .

and

η̃(xl+1)− η̃(xl) =
λ√
2Fl

cos(2Γ(l) + 2η̃(xl))−
λ2

4Fl
sin(4Γ(l) + 4η̃(xl))

+
λ2

4
ℑ
[

∑

xl<n≤xl+1

∑

n<j≤xl+1

e2i(γ̃(n)−γ̃(j))

γ′(n)γ′(j)

]

− (−1)l+1λ

4π(l + 1)
sin(2θ(xl+1)) +

(−1)lλ

4πl
sin(2θ(xl)) +O(l−5/4)

where

Γ(l) = −π
3l3

3F
+
πl

F
(E − λ) +

5π

8
.

Remark 6.2. A couple of remarks:

(1) We emphasize that Theorem 6.1 holds without the assumption F ∈ π2Q+. In fact,
this will be the case with all results proved in the current section. The rationality
assumption enters only once we wish to understand the behavior on even larger
scales than that determined by the resonant points (see Section 7).

(2) We note that Γ in Theorem 6.1 is Γh from Theorem 5.3 with h(x) = −2λ
√

x/F .
(3) While it is not obvious from the equations in the theorem, the leading terms consist

almost entirely of the contribution coming from a small region around the point
Xl.

Before we move on to proving Theorem 6.1 we justify the introduction of the modified
Prüfer angle η̃ which was chosen in such a manner that it varies little on the scale of the
intervals [xl, xl+1] (which is not the case for η). Simultaneously, we prove that understand-
ing the asymptotic behavior of R can be reduced to understanding R evaluated at {xl}l∈N.
Without this knowledge Theorem 6.1 tells us very little about the asymptotic behavior of
R. Indeed, a priori it could be that the values of R along the sequence {xl}l∈N do not
capture its general behavior. To show that this is not the case we need to prove that also
R does not vary too much over the intervals [xl, xl+1].

Theorem 6.3. Fix F > 0, E ∈ R, λ ∈ R, and let R, η̃ be the (modified) Prüfer coordinates
associated to a real-valued solution of (45). Then

η̃(n+ 1)− η̃(n) =
U(n)

2
cos(2θ(n)) +

U(n)2

4

(

sin(2θ(n))− 1

2
sin(4θ(n))

)

+O(n−3/2) .
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Moreover, for xl ≤ x ≤ xl+1,

∣
∣
∣log

( R(x)

R(xl)

)∣
∣
∣ . l−1/2 and |η̃(x)− η̃(xl)| . l−1/2 .

Proof of Theorem 6.3. From Lemma 3.5 it follows that

1

γ′(n)
= 2

√

n+ 1

F
− 2

√
n

F
+O(n−3/2) .

Therefore, by the definition of η̃,

η̃(n+ 1)− η̃(n) = η(n+ 1) + λ

√

n+ 1

F
− η(n)− λ

√
n

F

= η(n+ 1)− η(n) +
λ

2γ′(n)
+O(n−3/2) .

Consequently, the equation for η in Lemma 3.1 implies

η̃(n+ 1)− η̃(n) =
U(n)

2
cos(2θ(n)) +

U(n)2

4
sin(2θ(n))

− U(n)2

8
sin(4θ(n)) +O(n−3/2) .

This proves the first part of the lemma.
By Lemma 3.5, U(n) = λ√

Fn
(1+O(n−1)). Therefore, equation (21) of Lemma 3.1 yields

log
( R(x)

R(xl)

)

=
∑

xl<n<x

log
(R(n+ 1)

R(n)

)

=
λ

2

∑

xl<n<x

sin(2θ(n))

γ′(n)
+O(l−1) .

The desired bound is obtained by an application of Theorem 5.2 with α = 1, µ = 2, β = 1/2,
and h(n) = 2η(n) which, by (23), satisfies the assumptions of the theorem. Similarly,

|η̃(x)− η̃(xl)| =
∣
∣
∣
∣

∑

xl<n<x

(η̃(n+ 1)− η̃(n))

∣
∣
∣
∣

=

∣
∣
∣
∣

∑

xl<n<x

[U(n)

2
cos(2θ(n)) +O(n−1)

]
∣
∣
∣
∣
. l−1/2 .

This completes the proof of Theorem 6.3. �

6.1. Proof of Theorem 6.1. We shall split the proof of Theorem 6.1 into a number of
lemmas. A key role in the proof of Theorem 6.1 is played by the following result.
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Lemma 6.4. Fix F > 0, E ∈ R, and λ ∈ R. Let ψ be a real-valued solution of (45) and
θ, η̃ be the corresponding Prüfer variables, then

∑

xl<n≤xl+1

U(n)e2iθ(n) = e2iη̃(xl)
∑

xl<n≤xl+1

U(n)e2iγ̃(n) +
i

4

∣
∣
∣
∣

∑

xl<n≤xl+1

U(n)e2iγ̃(n)
∣
∣
∣
∣

2

− i

4

∑

xl<n≤xl+1

U(n)2 +
1

2
ℑ
[

∑

xl<n≤xl+1

∑

n<j≤xl+1

U(n)U(j)e2i(γ̃(n)−γ̃(j))
]

+
ie4iη̃(xl)

4

[
∑

xl<n≤xl+1

U(n)e2iγ̃(n)
]2

+O(l−5/4) .

While at first glance the left-hand side of the identity in Lemma 6.4 might look simpler
than the right, this is not the case. The crucial point is that the exponential sums on the
right-hand side only depend on the explicit functions γ, γ̃ and not the unknown function
η̃. This fact allows us to compute the sums to high precision. Indeed, apart from the
double sum, this is what was done in Theorem 5.3. Later, in the proof of Theorem 6.1, we
will see that by Theorem 5.3 the second and third terms in Lemma 6.4 cancel up to small
remainders. While it might very well be possible to prove a precise asymptotic expansion
also for the double sum in Lemma 6.4, for our purposes it will be sufficient to have the
following rough bound.

Lemma 6.5. For any F > 0 and E ∈ R,

∣
∣
∣
∣

∑

xl<n≤xl+1

∑

n<j≤xl+1

e2i(γ̃(n)−γ̃(j))

γ′(n)γ′(j)

∣
∣
∣
∣
. l−3/4 .

Remark 6.6. While the bound in Lemma 6.5 is good enough for us, we do not believe it to
be sharp. In fact, we believe the sum to be . l−1−ε, for some ε > 0.

Since the proofs of Lemmas 6.4 and 6.5 are almost entirely technical exercises in summa-
tion by parts, we postpone them until after the proof that they indeed imply Theorem 6.1.
However, before we give the proof of Theorem 6.1 we need the following simple result
concerning the non-oscillatory sum on the right-hand side in Lemma 6.4.

Lemma 6.7. For any F > 0 and E ∈ R,

∑

xl<n≤xl+1

1

γ′(n)2
=

2

Fl
+O(l−2)

Proof of Lemma 6.7. By Lemma 3.5 and since xl =
π2

F (l − 1/2)2 +O(1),

∑

xl<n≤xl+1

1

γ′(n)2
=

∑

xl<n≤xl+1

1

Fn
+O(l−3) .
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With γE denoting the Euler–Mascheroni constant we have

N∑

j=1

1

n
= log(N) + γE +O(N−1) .

Therefore, since by definition xl ∈ N+ 1/2 and the fact that xl =
π2

F (l − 1/2)2 +O(1),

∑

xl<n≤xl+1

1

n
= log

(xl+1 − 1/2

xl − 1/2

)

+O(x−1
l ) =

2

l
+O(l−2) .

This concludes the proof of the lemma. �

With these technical lemmas on hand we are ready to prove Theorem 6.1.

Proof of Theorem 6.1. Since U(n) ∼ n−1/2, equation (21) in Lemma 3.1 yields that

log
(R(xl+1)

R(xl)

)

=
∑

xl<n≤xl+1

log
(R(n+ 1)

R(n)

)

=
∑

xl<n≤xl+1

[
U(n)

2
sin(2θ(n)) +

U(n)2

8

− U(n)2

8

(

2 cos(2θ(n))− cos(4θ(n))
)

+O(|U(n)|3)
]

.

Applying Theorem 5.2, (23), Lemma 6.7, and using the asymptotic behavior of γ′(x) and
xl, we deduce

log
(R(xl+1)

R(xl)

)

=
1

2

∑

xl<n≤xl+1

U(n) sin(2θ(n)) +
λ2

4Fl
+O(l−3/2) . (47)

Similarly for η̃ we conclude from Theorem 6.3 and Theorem 5.2 combined with (23),
that

η̃(xl+1)− η̃(xl) =
1

2

∑

xl<n≤xl+1

U(n) cos(2θ(n)) +O(l−3/2) . (48)

Thus what needs to be understood is the exponential sum
∑

xl<n≤xl+1

U(n)e2iθ(n) .

By Lemma 6.4, this sum can be written as a combination of five terms plus an error. To
the first, second, and third term in the right-hand side of Lemma 6.4 we apply Theorem 5.3
with Γ = Γh for

h(x) = 2γ̃(x)− 2γ(x) = −2λ
√

x/F .
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To the third term we apply Lemma 6.7. In this way, we obtain

∑

xl<n≤xl+1

U(n)e2iθ(n) = λ

(
2

Fl

)1/2

e2iΓ(l)+2iη̃(xl) − λ

2π(l + 1)
ei(2θ(xl+1)−π/2−π(l+1))

+
λ

2πl
ei(2θ(xl)−π/2−πl) +

λ2

2
ℑ
[

∑

xl<n≤xl+1

∑

n<j≤xl+1

e2i(γ̃(n)−γ̃(j))

γ′(n)γ′(j)

]

+
iλ2

2Fl
e4iΓ(l)+4iη̃(xl) +O(l−5/4) .

Here we also used Theorem 6.3 to estimate e2i(η̃(xl)−η̃(xl+1)) = 1+O(l−1/2) to write η̃(xl+1)
instead of η̃(xl) in the phase of the third term. Taking the real and imaginary parts and
combining with (47) and (48) completes the proof of Theorem 6.1. �

Proof of Lemma 6.4. By a summation by parts we can write the sum as
∑

xl<n≤xl+1

U(n)e2iθ(n) = e2iη̃(xl)
∑

xl<n≤xl+1

U(n)e2iγ̃(n)

+
∑

xl<n≤xl+1

[

e2iη̃(n+1) − e2iη̃(n)
] ∑

n<j≤xl+1

U(j)e2iγ̃(j) .

By Theorem 6.3 and the expansion e2ix − 1 = 2ix+O(x2),

e2iη̃(n+1) − e2iη̃(n) = iU(n) cos(2θ(n))e2iη̃(n) +O(n−1) .

Therefore, using Theorem 5.2 to estimate the contribution from the error term,
∑

xl<n≤xl+1

[

e2iη̃(n+1) − e2iη̃(n)
] ∑

n<j≤xl+1

U(j)e2iγ̃(j)

= i
∑

xl<n≤xl+1

∑

n<j≤xl+1

U(n)U(j) cos(2θ(n))e2i(η̃(n)+γ̃(j)) +O(l−3/2)

=
i

2

∑

xl<n≤xl+1

∑

n<j≤xl+1

U(n)U(j)e−2i(γ̃(n)−γ̃(j))

+
i

2

∑

xl<n≤xl+1

∑

n<j≤xl+1

U(n)U(j)e2i(γ̃(n)+γ̃(j)+2η̃(n)) +O(l−3/2) .

Observing that
∣
∣
∣
∣

∑

xl<n≤xl+1

U(n)e2iγ̃(n)
∣
∣
∣
∣

2

= 2ℜ
[

∑

xl<n≤xl+1

∑

n<j≤xl+1

U(n)U(j)e−2i(γ̃(n)−γ̃(j))
]

+
∑

xl<n≤xl+1

U(n)2 ,
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the real part of the first sum can be written as

ℜ
[

∑

xl<n≤xl+1

∑

n<j≤xl+1

U(n)U(j)e−2i(γ̃(n)−γ̃(j))
]

=
1

2

∣
∣
∣
∣

∑

xl<n≤xl+1

U(n)e2iγ̃(n)
∣
∣
∣
∣

2

− 1

2

∑

xl<n≤xl+1

U(n)2 .

Since

ℑ
[

∑

xl<n≤xl+1

∑

n<j≤xl+1

U(n)U(j)e−2i(γ̃(n)−γ̃(j))
]

= −ℑ
[

∑

xl<n≤xl+1

∑

n<j≤xl+1

U(n)U(j)e2i(γ̃(n)−γ̃(j))
]

we have extracted the first four terms in the expression of the lemma.
What remains is to analyse the sum

∑

xl<n≤xl+1

∑

n<j≤xl+1

U(n)U(j)e2i(γ̃(n)+γ̃(j)+2η̃(n)) . (49)

Our aim is to use a similar symmetry as for the real part of the previous sum. However,
in order to do this we must first show that up to an acceptable error we can replace η̃(n)
by η̃(xl). We claim that

∣
∣
∣
∣

∑

xl<n≤xl+1

∑

n<j≤xl+1

U(n)U(j)e2i(γ̃(n)+γ̃(j))
[

e4iη̃(n) − e4iη̃(xl)
]
∣
∣
∣
∣
. l−5/4 . (50)

Thus we can replace η̃(n) by η̃(xl) in (49) at the cost of an error O(l−5/4) (which is sufficient
for our purposes). It is in the estimate (50) that the switch from the original Prüfer angle
η to the slowly varying η̃ comes into play.

Assuming that we have proved (50) one can write (49) as follows
∑

xl<n≤xl+1

∑

n<j≤xl+1

U(n)U(j)e2i(γ̃(n)+γ̃(j)+2η̃(n))

= e4iη̃(xl)
∑

xl<n≤xl+1

∑

n<j≤xl+1

U(n)U(j)e2i(γ̃(n)+γ̃(j)) +O(l−5/4)

=
e4iη̃(xl)

2

[
∑

xl<n≤xl+1

U(n)e2iγ̃(n)
]2

− e4iη̃(xl)

2

∑

xl<n≤xl+1

U(n)2e4iγ̃(n) +O(l−5/4)

=
e4iη̃(xl)

2

[
∑

xl<n≤xl+1

U(n)e2iγ̃(n)
]2

+O(l−5/4) ,

where in the final equality we used Theorem 5.2 to bound the contribution from the diagonal
n = j. This is the last term in the statement of the lemma. Thus the only thing remaining
to complete the proof of Lemma 6.4 is a proof of (50).
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To prove (50) we split the sum into several regions depending on the distance of n, j to
the resonant point Xl. For σ ∈ [1/2, 1] to be determined and some c > 0, we write

∑

xl<n≤xl+1

∑

n<j≤xl+1

U(n)U(j)e2i(γ̃(n)+γ̃(j))
[

e4iη̃(n) − e4iη̃(xl)
]

= S1 − S2 + S3 + S4 ,

with

S1 =
∑

xl<n≤Xl−clσ

∑

xl<j≤xl+1

U(n)U(j)e2i(γ̃(n)+γ̃(j))
[

e4iη̃(n) − e4iη̃(xl)
]

, (51)

S2 =
∑

xl<n≤Xl−clσ

∑

xl<j≤n
U(n)U(j)e2i(γ̃(n)+γ̃(j))

[

e4iη̃(n) − e4iη̃(xl)
]

, (52)

S3 =
∑

Xl−clσ<n≤Xl+clσ

∑

n<j≤xl+1

U(n)U(j)e2i(γ̃(n)+γ̃(j))
[

e4iη̃(n) − e4iη̃(xl)
]

, (53)

S4 =
∑

Xl+clσ<n≤xl+1

∑

n<j≤xl+1

U(n)U(j)e2i(γ̃(n)+γ̃(j))
[

e4iη̃(n) − e4iη̃(xl)
]

. (54)

We shall bound each of the sums (51)-(54) by using Theorems 5.1 and 5.2 combined with

the bounds |U(n)| . l−1 and |e4iη̃(n) − e4iη̃(xl)| . |η̃(n)− η̃(xl)| . l−1/2 (by Theorem 6.3).
For S1 the key is that the double sum decouples so that Theorem 5.2 followed by Theo-

rem 5.1 yields

|S1| =
∣
∣
∣
∣

∑

xl<n≤Xl−clσ

∑

xl<j≤xl+1

U(n)U(j)e2i(γ̃(n)+γ̃(j))
[

e4iη̃(n) − e4iη̃(xl)
]
∣
∣
∣
∣

=

∣
∣
∣
∣

∑

xl<j≤xl+1

U(j)e2iγ̃(j)
∣
∣
∣
∣

∣
∣
∣
∣

∑

xl<n≤Xl−clσ
U(n)e2iγ̃(n)

[

e4iη̃(n) − e4iη̃(xl)
]
∣
∣
∣
∣

. l−1/2

∣
∣
∣
∣

∑

xl<n≤Xl−clσ
U(n)e2iγ̃(n)

[

e4iη̃(n) − e4iη̃(xl)
]
∣
∣
∣
∣

. l−1/2

(∣
∣
∣
∣

∑

xl<n≤Xl−clσ
U(n)e2iγ̃(n)+4iη̃(n)

∣
∣
∣
∣
+

∣
∣
∣
∣

∑

xl<n≤Xl−clσ
U(n)e2iγ̃(n)

∣
∣
∣
∣

)

. l−1/2−σ .

The sum S2 we can estimate brutally since we are away from the resonant point. By
Theorem 5.1

|S2| =
∣
∣
∣
∣

∑

xl<n≤Xl−clσ

∑

xl<j≤n
U(n)U(j)e2i(γ̃(n)+γ̃(j))

[

e4iη̃(n) − e4iη̃(xl)
]
∣
∣
∣
∣

≤
∑

xl<n≤Xl−clσ
|U(n)|
︸ ︷︷ ︸

.l−1

∣
∣
∣e4iη̃(n) − e4iη̃(xl)

∣
∣
∣

︸ ︷︷ ︸

.l−1/2

∣
∣
∣
∣

∑

xl<j≤n
U(j)e2iγ̃(j)

∣
∣
∣
∣

︸ ︷︷ ︸

.l−σ

. l−1/2−σ .
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In an analogous manner the same bound can be proved for S4.
Finally, to bound S3 instead of the precise bounds in Theorem 5.1 valid away from Xl

we use the cruder bound of Theorem 5.2 valid over the full range,
∣
∣
∣
∣

∑

Xl−clσ<n≤Xl+clσ

∑

n<j≤xl+1

U(n)U(j)e2i(γ̃(n)+γ̃(j))
[

e4iη̃(n) − e4iη̃(xl)
]
∣
∣
∣
∣

≤
∑

Xl−clσ<n≤Xl+clσ

|U(n)|
︸ ︷︷ ︸

.l−1

∣
∣
∣e4iη̃(n) − e4iη̃(xl)

∣
∣
∣

︸ ︷︷ ︸

.l−1/2

∣
∣
∣
∣

∑

n<j≤xl+1

U(j)e2iγ̃(j)
∣
∣
∣
∣

︸ ︷︷ ︸

.l−1/2

. lσ−2 ,

where we use that the number of terms in the n-sum is . lσ.
We have arrived at the bound

∣
∣
∣
∣

∑

xl<n≤xl+1

∑

n<j≤xl+1

U(n)U(j)e2i(γ̃(n)+γ̃(j))
[

e4iη̃(n) − e4iη̃(xl)
]
∣
∣
∣
∣
. lσ−2 + l−1/2−σ .

Choosing σ = 3/4 completes the proof of (50), and hence the proof of Lemma 6.4. �

The proof of Lemma 6.5 is similar to that of (50) above.

Proof of Lemma 6.5. For σ ∈ [1/2, 1] to be chosen and some c > 0 we write the sum as

∑

xl<n≤xl+1

∑

n<j≤xl+1

e2i(γ̃(n)−γ̃(j))

γ′(n)γ′(j)
= S1 − S2 + S3 + S4 ,

where this time

S1 =
∑

xl<n≤Xl−clσ

∑

xl<j≤xl+1

e2i(γ̃(n)−γ̃(j))

γ′(n)γ′(j)
, (55)

S2 =
∑

xl<n≤Xl−clσ

∑

xl<j≤n

e2i(γ̃(n)−γ̃(j))

γ′(n)γ′(j)
, (56)

S3 =
∑

Xl−clσ<n≤Xl+clσ

∑

n<j≤xl+1

e2i(γ̃(n)−γ̃(j))

γ′(n)γ′(j)
, (57)

S4 =
∑

Xl+clσ<n≤xl+1

∑

n<j≤xl+1

e2i(γ̃(n)−γ̃(j))

γ′(n)γ′(j)
. (58)

Again we shall bound each of these terms by combined application of Theorems 5.1 and 5.2.
For S1 Theorems 5.1 and 5.2 applied as before yields

|S1| =
∣
∣
∣
∣

∑

xl<n≤Xl−clσ

e2iγ̃(n)

γ′(n)

∣
∣
∣
∣

∣
∣
∣
∣

∑

xl<j≤xl+1

e−2iγ̃(j)

γ′(j)

∣
∣
∣
∣
. l−1/2−σ .
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For S2 we are again far from the resonant points and Theorem 5.1 implies

|S2| =
∣
∣
∣
∣

∑

xl<n≤Xl−clσ

∑

xl<j≤n

e2i(γ̃(n)−γ̃(j))

γ′(n)γ′(j)

∣
∣
∣
∣
≤

∑

xl<n≤Xl−clσ

1

γ′(n)

∣
∣
∣
∣

∑

xl<j≤n

e−2iγ̃(j))

γ′(j)

∣
∣
∣
∣
. l−σ

Analogously the same bound holds for S4.
For S3 we use Theorem 5.2 to deduce

|S3| ≤
∑

Xl−clσ<n≤Xl+clσ

1

γ′(n)

∣
∣
∣
∣

∑

n<j≤xl+1

e−2iγ̃(j)

γ′(j)

∣
∣
∣
∣
. lσ−3/2 .

Collecting the four bounds we have proved that
∣
∣
∣
∣

∑

xl<n≤xl+1

∑

n<j≤xl+1

e2i(γ̃(n)−γ̃(j))

γ′(n)γ′(j)

∣
∣
∣
∣
. l−σ + lσ−3/2 .

Choosing σ = 3/4 completes the proof Lemma 6.5. �

6.2. Proof of Theorem 1.4. We end this section by proving Theorem 1.4. Most of what
is needed for the proof has been accomplished above. What remains is to make one final
modification of our Prüfer variables to obtain the simplified equations stated in Theorem 1.4
and interpret what has been done in terms of the asymptotic representation of ψ in (6).

Proof of Theorem 1.4. Let ψ be real-valued solution of (45). By the definition of our Prüfer
variables

ψ(x) =
R(x)

2i

(

ei(η̃(x)−λ
√

⌈x⌉/F )ζ(x) + e−i(η̃(x)−λ
√

⌈x⌉/F )ζ̄(x)
)

.

Our aim is to prove that, up to a relatively small error, we have a corresponding rep-
resentation with R, η̃ replaced by functions which are constant on each of the intervals

(π
2

F (l − 1
2)

2, π
2

F (l + 1
2)

2].

By Theorem 6.3 we have, for any x ∈ (π
2

F (l − 1
2)

2, π
2

F (l + 1
2)

2],
∣
∣
∣log

( R(x)

R(xl)

)∣
∣
∣ . l−1/2 and |η̃(x)− η̃(xl)| . l−1/2 .

Consequently

R(x) = R(xl)(1 +O(l−1/2)) and eiη̃(x) = eiη̃(xl)(1 +O(l−1/2)) (59)

and

ψ(x) =
R(xl)

2i

(

ei(η̃(xl)−λ
√

⌈x⌉/F )ζ(x)+e−i(η̃(xl)−λ
√

⌈x⌉/F )ζ̄(x)
)

+O(|ζ(x)|R(xl)l−1/2) . (60)

While this accomplishes our main goal of finding the desired representation, by making
slight modifications of R(xl), η̃(xl) we can simplify the equations that the functions satisfy.

To this end define

R(l) = R(xl)e
(−1)l+1λ

4πl
cos(2θ(xl)) and Λ(l) = η̃(xl) +

(−1)lλ

4πl
sin(2θ(xl)) .
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It is an immediate consequence of the definitions that

R(l) = R(xl)(1 +O(l−1)) and Λ(l) = η̃(xl) +O(l−1) (61)

so we can without changing the error estimate replace R(xl) by R(l) and η̃(xl) by Λ(l)
in (60). Moreover, from Theorem 6.1 we see that R,Λ satisfy

log
(R(l + 1)

R(l)

)

=
λ√
2Fl

sin(2Γ(l) + 2η̃(xl)) +
λ2

4Fl

(
1 + cos(4Γ(l) + 4η̃(xl))

)
+O(l−5/4) ,

Λ(l + 1)− Λ(l) =
λ√
2Fl

cos(2Γ(l) + 2η̃(xl))−
λ2

4Fl
sin(4Γ(l) + 4η̃(xl))

+
λ2

4
ℑ
[

∑

xl<n≤xl+1

∑

n<j≤xl+1

e2i(γ̃(n)−γ̃(j))

γ′(n)γ′(j)

]

+O(l−5/4) .

Indeed, the choice of R,Λ was made precisely to absorb the terms in the equations of
Theorem 6.1 which are no longer present.

Defining, as in Theorem 1.4, Θ(l) = Γ(l) + Λ(l), and combining the second estimate
in (61) with Taylor expansions of the cos and sin terms we arrive at

log
(R(l + 1)

R(l)

)

=
λ√
2Fl

sin(2Θ(l)) +
λ2

4Fl

(
1 + cos(4Θ(l))

)
+O(l−5/4) , (62)

and

Λ(l + 1)− Λ(l) =
λ√
2Fl

cos(2Θ(l))− λ2

4Fl
sin(4Θ(l))

+
λ2

4
ℑ
[

∑

xl<n≤xl+1

∑

n<j≤xl+1

e2i(γ̃(n)−γ̃(j))

γ′(n)γ′(j)

]

+O(l−5/4) .
(63)

Writing

S(l) = 1

4
ℑ
[

∑

xl<n≤xl+1

∑

n<j≤xl+1

e2i(γ̃(n)−γ̃(j))

γ′(n)γ′(j)

]

these are the equations claimed in Theorem 1.4. Clearly S is independent of both R,Λ,
and |S(l)| . l−3/4 by Lemma 6.5.

Finally, by (59) and (61) it holds that

∑

xl<n≤xl+1

R(n)2

2
√
Fn

=
R(l)2

2
√
F

(1 +O(l−1/2))
∑

xl<n≤xl+1

1√
n
=
π

F
R(l)2(1 +O(l−1/2)) .

Therefore, Lemma 3.6 implies

∫ π2

F
(l+ 1

2
)2

π2

F
(l− 1

2
)2

|ψ(x)|2 dx =
π

F
R(l)2(1 +O(l−1/2) .

This completes the proof of Theorem 1.4. �
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Remark 6.8. While substantial improvements of the error term in the representation (6)

for x in the full range (π
2

F (l − 1
2)

2, π
2

F (l + 1
2)

2) are unlikely to be possible, it is possible
to improve the error on large subsets of these intervals. Indeed, by using the bounds
of Theorem 5.1 in place of Theorem 5.2 in the proof of Theorem 6.3 one finds that, for
x ∈ (Xl−1 + Clσ, Xl − Clσ) with σ ∈ [1/2, 1],

∣
∣
∣log

(R(x)

R(l)

)∣
∣
∣ . l−σ and |η̃(x)− Λ(l)| . l−σ .

Plugging these refinements into the proof of Theorem 1.4, one obtains improved error
estimates in (6) as soon as the distance from x to the resonant points is large enough. Note
that Buslaev [10] predicted a representation of the form (6) whenever |Xl − x| & lσ with
σ = 1/2 and Pozharskĭı [38] proved such a representation in the case of a more regular
periodic potential with σ = 2/3.

7. The deterministic model with rationality

We now specialize to the case when F ∈ π2Q+ and as in Theorem 1.3 fix p, q ∈ N so

that π2

3F = p
q . While it is not strictly necessary, the statement we prove is strongest when

p, q are chosen so that gcd(p, q) = 1.

7.1. A second coarse graining. We begin by noting that since q is fixed (and finite) the
equation for R in Theorem 1.4 yields, for any qk ≤ l ≤ q(k + 1),

∣
∣
∣log

( R(l)

R(qk)

)∣
∣
∣ . k−1/2. (64)

Consequently, if limk→∞R(qk) exists then liml→∞R(l) exists, and by Theorem 6.3 so does
limn→∞R(n). Moreover, all three limits coincide.

In a manner similar to that in the previous section we wish to compute asymptotic
equations for R,Λ when we transition from l = qk to l = q(k+1). The idea of the proof is
almost identical to what we have done before, but as we shall see the assumption π2F ∈ Q+

will lead to crucial simplifications in the effective model that arises.

Theorem 7.1. Let F = π2q
3p with p, q ∈ N and set

Ω(k) = 3p
E − λ

π
k +

5π

8
and w(E, λ, q, p) =

q−1
∑

j=0

e
−2πi p

q
j3+6ipE−λ

qπ
j
.

Let ψ be a real-valued solution of (45) and R,Λ the associated Prüfer coordinates as in
Theorem 1.4, then

log
(R(q(k + 1))

R(qk)

)

=
λ√
2Fqk

ℑ
[

e2i(Ω(k)+Λ(qk))w(E, λ, q, p)
]

+
λ2

4Fqk
|w(E, λ, q, p)|2

+
λ2

4Fqk
ℜ
[

e4i(Ω(k)+Λ(qk))w(E, λ, q, p)2
]

+O(k−5/4)
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and

Λ(q(k + 1))− Λ(qk) =
λ√
2Fqk

ℜ
[

e2i(Ω(k)+Λ(qk))w(E, λ, q, p)
]

+O(k−3/4) .

Proof of Theorem 7.1. By the equation for R in Theorem 1.4

log
(R(q(k + 1))

R(qk)

)

=

q−1
∑

j=0

log
(R(qk + j + 1)

R(qk + j)

)

=
λ√
2F

q−1
∑

j=0

sin(2Θ(qk + j))√
qk + j

+
λ2

4F

q−1
∑

j=0

1 + cos(4Θ(qk + j))

qk + j
+O(k−5/4) .

(65)

We begin by analysing the sum of terms with decay ∼ k−1/2,

q−1
∑

j=0

sin(2Θ(qk + j))√
qk + j

= ℑ
[ q−1
∑

j=0

e2iΘ(qk+j))

√
qk + j

]

.

By the equation for Λ in Theorem 1.4 and since q is fixed and finite we have for all
qk ≤ l ≤ q(k + 1) the estimate

|Λ(qk)− Λ(l)| . k−1/2 . (66)

Combining the equation for Λ in Theorem 1.4, the estimate (66), and the expansion ex =
1 + x+O(x2), we can write

q−1
∑

j=0

e2iΘ(qk+j))

√
qk + j

= e2iΛ(qk)
q−1
∑

j=0

e2iΓ(qk+j)√
qk + j

e2i(Λ(qk+j)−Λ(qk))

= e2iΛ(qk)
q−1
∑

j=0

e2iΓ(qk+j)√
qk + j

[

1 + 2i(Λ(qk + j)− Λ(qk)) +O(k−1)
]

= e2iΛ(qk)
q−1
∑

j=0

e2iΓ(qk+j)√
qk + j

+ iλe2iΛ(qk)
√

2

F

q−1
∑

j=0

e2iΓ(qk+j)√
qk + j

j−1
∑

r=0

cos(2Θ(qk + r))√
qk + r

+O(k−5/4) .

(67)

Since F = π2q
3p we have

Γ(qk) = −πpq2k3 + πqk

F
(E − λ) +

5π

8
,

Γ(qk + j)− Γ(qk) = −πp
q
j3 − 3πj2kp− 3πjk2pq +

πj

F
(E − λ)
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so that

e2iΓ(qk) = e2i(
πqk
F

(E−λ)+ 5π
8
) = e2iΩ(k) ,

e2i(Γ(qk+j)−Γ(qk)) = e
−2πi p

q
j3+2iπj

F
(E−λ)

= e
−2πi p

q
j3+6ipE−λ

qπ
j
.

Therefore, since

1√
qk + j

− 1√
qk

= O(k−3/2)

we can rewrite the first sum in the right-hand side of (67) as

q−1
∑

j=0

e2iΓ(qk+j)√
qk + j

=
e2iΓ(qk)√

qk

q−1
∑

j=0

e2i(Γ(qk+j)−Γ(qk)) +O(k−3/2)

=
e2iΩ(k)

√
qk

w(E, λ, q, p) +O(k−3/2) .

(68)

This is exactly the term with ∼ k−1/2 decay in the equation for R in Theorem 7.1.
Using the same idea as in the proof of Theorem 6.1 we can write parts of the double

sum in the right-hand side of (67) as squares of sums. We argue as follows,

q−1
∑

j=0

e2iΓ(qk+j)√
qk + j

j−1
∑

r=0

cos(2Θ(qk + r))√
qk + r

=
1

2

q−1
∑

j=0

j−1
∑

r=0

e2i(Γ(qk+j)+Θ(qk+r))

√
qk + j

√
qk + r

+
1

2

q−1
∑

j=0

j−1
∑

r=0

e2i(Γ(qk+j)−Θ(qk+r))

√
qk + j

√
qk + r

.

Using (66) and the fact that, for 0 ≤ r, j ≤ q − 1,

1√
qk + r

√
qk + j

− 1

qk
= O(k−2)

we find

q−1
∑

j=0

e2iΓ(qk+j)√
qk + j

j−1
∑

r=0

cos(2Θ(qk + r))√
qk + r

=
e2iΛ(qk)

2qk

q−1
∑

j=0

j−1
∑

r=0

e2i(Γ(qk+j)+Γ(qk+r))

+
e−2iΛ(qk)

2qk

q−1
∑

j=0

j−1
∑

r=0

e2i(Γ(qk+j)−Γ(qk+r)) +O(k−3/2) .

(69)
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We next observe that

q−1
∑

j=0

j−1
∑

r=0

e2i(Γ(qk+j)+Γ(qk+r)) =
1

2

(q−1
∑

j=0

e2iΓ(qk+j)
)2

− 1

2

q−1
∑

j=0

e4iΓ(qk+j)

=
e4iΩ(k)

2

[(q−1
∑

j=0

e2i(Γ(qk+j)−Γ(qk))

)2

−
q−1
∑

j=0

e4i(Γ(qk+j)−Γ(qk))

]

=
e4iΩ(k)

2

[

w(E, λ, q, p)2 − w(E, λ, q, 2p)
]

,

(70)
and similarly

q−1
∑

j=0

j−1
∑

r=0

e2i(Γ(qk+j)−Γ(qk+r))=
1

2

∣
∣
∣
∣

q−1
∑

j=0

e2iΓ(qk+j)
∣
∣
∣
∣

2

− q

2
+ iℑ

[ q−1
∑

j=0

j−1
∑

r=0

e2i(Γ(qk+j)−Γ(qk+r))

]

=
1

2

∣
∣
∣
∣

q−1
∑

j=0

e2i(Γ(qk+j)−Γ(qk))

∣
∣
∣
∣

2

− q

2
+ iℑ

[ q−1
∑

j=0

j−1
∑

r=0

e2i(Γ(qk+j)−Γ(qk+r))

]

=
1

2
|w(E, λ, q, p)|2 − q

2
+ iℑ

[ q−1
∑

j=0

j−1
∑

r=0

e2i(Γ(qk+j)−Γ(qk+r))

]

(71)
Collecting (68)–(71) and inserting them into (67) we arrive at

q−1
∑

j=0

e2iΘ(qk+j))

√
qk + j

=
1√
qk
e2i(Ω(k)+Λ(qk))w(E, λ, q, p) +

iλe4i(Ω(k)+Λ(qk))

√
8Fqk

[

w(E, λ, q, p)2 − w(E, λ, q, 2p)
]

+
iλ√
8Fqk

[

|w(E, λ, q, p)|2 − q + 2iℑ
[ q−1
∑

j=0

j−1
∑

r=0

e2i(Γ(qk+j)−Γ(qk+r))

]]

+O(k−5/4) .

(72)
Therefore, for the first sum in (65) we have arrived at

λ√
2F

q−1
∑

j=0

sin(2Θ(qk + j))√
qk + j

=
λ√
2Fqk

ℑ
[

e2i(Ω(k)+Λ(qk))w(E, λ, q, p)
]

+
λ2

4Fqk

[

|w(E, λ, q, p)|2 − q
]

+
λ2

4Fqk
ℜ
[

e4i(Ω(k)+Λ(qk))
[

w(E, λ, q, p)2 − w(E, λ, q, 2p)
]]

+O(k−5/4) .
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For the second sum in (65) the analogous calculation leads to

λ2

4F

q−1
∑

j=0

1 + cos(4Θ(qk + j))

qk + j
=

λ2

4Fqk

[

q + ℜ
[

e4i(Ω(k)+Λ(qk))w(E, λ, q, 2p)
]]

+O(k−3/2) .

We note that with the decay ∼ k−1 present in this sum the expansion is of sufficiently high
precision already if we bound the double sum that arises in the analogue of (67) trivially.

Inserting all of the above into (65) proves the equation for R claimed in Theorem 7.1.
For Λ the equation in Theorem 1.4 combined with (72) yields

Λ(q(k + 1))− Λ(qk) =

q−1
∑

j=0

(Λ(qk + j + 1)− Λ(qk + j))

=
λ√
2F

q−1
∑

j=0

cos(2Θ(qk + j))√
qk + j

+O(k−3/4)

=
λ√
2Fqk

ℜ
[

e2i(Ω(k)+Λ(qk))w(E, λ, q, p)
]

+O(k−3/4) .

This completes the proof of Theorem 7.1. �

7.2. Asymptotics of R. The main goal of this section is to prove the following theorem.

Theorem 7.2. Fix λ ∈ R and F ∈ π2Q+ which write as F = π2q
3p with q, p ∈ N. Then, if

R is the Prüfer radius of a solution ψ of (45) with E ∈ R \ {π2

3pm+ λ : m ∈ Z}, then
lim
n→∞

log(R(n))

exists and is finite. Moreover, if p, q,m are such that

q−1
∑

j=0

e
−2πi pj

3
−jm
q = 0 (73)

then the same limit exists also when E = π2

3pm+ λ.

The sum in the left-hand side of (73) is w(π
2

4pm + λ, λ, q, p). In addition to appearing

also in Perelman’s argument [36], this sum appears in work of Fedotov and Klopp [18].
Specifically, Fedotov and Klopp where interested in resonances of the Schrödinger operator

− d2

dx2
− Fx+ 2 cos(2πx) in L2(R) .

Of particular interest for us are their Lemmas 1 and 2 which state that, for co-prime
p, q ∈ N,

q−1
∑

m=0

∣
∣
∣

q−1
∑

j=0

e
−2πi pj

3
−jm
q

∣
∣
∣

2
= q2 and #

{

0 ≤ m < q :

q−1
∑

j=0

e
−2πi pj

3
−jm
q 6= 0

}

& q2/3 .
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In particular, the sum cannot vanish for all m. However, there are cases when the sum
vanishes for all but one m (for instance, when q = 2, 3, or 6).

Proof of Theorem 7.2. We wish to sum the equations of Theorem 7.1 in order to conclude
that log(R(qk)) has a limit as k tends to infinity. By (64) and Theorem 6.3 this implies that
the claim of the theorem. Our aim is to show that log(R(qk)) forms a Cauchy sequence in

k. That is we want to prove that for any ε > 0 there exists K0 such that
∣
∣log

(R(qK1)
R(qK2)

)∣
∣ < ε

for all K0 ≤ K1 < K2.
By the equation for R in Theorem 7.1 and since k−5/4 is summable,

log
(R(qK2)

R(qK1)

)

=
∑

K1≤k<K2

log
(R(q(k + 1))

R(qk)

)

=
λ√
2Fq

ℑ
[

w(E, λ, q, p)
∑

K1≤k<K2

e2i(Ω(k)+Λ(qk))

√
k

]

+
λ2

4Fq
|w(E, λ, q, p)|2

∑

K1≤k<K2

1

k

+
λ2

4Fq
ℜ
[

w(E, λ, q, p)2
∑

K1≤k<K2

e4i(Ω(k)+Λ(qk))

k

]

+O(K
−1/4
1 ) .

(74)

We begin by considering the first sum. By summation by parts

∑

K1≤k<K2

e2i(Ω(k)+Λ(qk))

√
k

=
∑

K1≤k<K2−1

(
e2iΛ(q(k+1))

√
k + 1

− e2iΛ(qk)√
k

)
∑

k<j<K2

e2iΩ(j)

+
e2iΛ(qK1)

√
K1

∑

K1≤k<K2

e2iΩ(k) .

By assumption E /∈
{
π2

3pm + λ : m ∈ Z
}
and thus Ω′(k) = 3pE−λ

π /∈ πZ. Therefore, the

inner sums can be explicitly computed and remain uniformly bounded

∑

k<j<K2

e2iΩ(j) =
e2iΩ(k+1)

1− e2iπq
E−λ
F

− e2iΩ(K2)

1− e2iπq
E−λ
F

=
e2iΩ(k)

e−2iπqE−λ
F − 1

− e2iΩ(K2)

1− e2iπq
E−λ
F

.
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Consequently, we can estimate

∑

K1≤k<K2

e2i(Ω(k)+Λ(qk))

√
k

=
∑

K1≤k<K2−1

(
e2iΛ(q(k+1))

√
k + 1

− e2iΛ(qk)√
k

)[

e2iΩ(k)

e−2iπqE−λ
F − 1

− e2iΩ(K2)

1− e2iπq
E−λ
F

]

+
e2iΛ(qK1)

√
K1

[

e2iΩ(K1)

1− e2iπq
E−λ
F

− e2iΩ(K2)

1− e2iπq
E−λ
F

]

=
1

e−2iπqE−λ
F − 1

∑

K1≤k<K2−1

(
e2iΛ(q(k+1))

√
k + 1

− e2iΛ(qk)√
k

)

e2iΩ(k) +O(K
−1/2
1 ) ,

where in the last step we used the fact that the terms in the sum which get multiplied by
e2iΩ(K2) telescope.

To understand the remaining sum we again appeal to Theorem 7.1, however, this time
the equation for Λ. Combined with

1√
k + 1

− 1√
k
= O(k−3/2) ,

the Taylor expansion ex = 1 + x+O(x2), and (66) we find

∑

K1≤k<K2−1

(
e2iΛ(q(k+1))

√
k + 1

− e2iΛ(qk)√
k

)

e2iΩ(k)

= iλ

√
2

Fq

∑

K1≤k<K2−1

e2i(Ω(k)+Λ(qk))

k
ℜ
[

e2i(Ω(k)+Λ(qk))w(E, λ, q, p)
]

+O(K
−1/4
1 ) .

Therefore, writing w = w(E, λ, q, p),

λ√
2Fq

ℑ
[

w
∑

K1≤k<K2

e2i(Ω(k)+Λ(qk))

√
k

]

=
λ2

Fq
ℑ
[

i

e−2iπqE−λ
F − 1

∑

K1≤k<K2−1

e2i(Ω(k)+Λ(qk))wℜ
[
e2i(Ω(k)+Λ(qk))w

]

k

]

+O(K
−1/4
1 ) .

Using the fact that for any z ∈ C

zℜ(z) = |z|2
2

+
z2

2

and, for φ ∈ R \ Z,
i

e2πiφ − 1
= −cot(πφ)

2
− i

2
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we furthermore deduce that

λ√
2Fq

ℑ
[

w
∑

K1≤k<K2

e2i(Ω(k)+Λ(qk))

√
k

]

=
λ2

2Fq
ℑ
[

i

e−2iπqE−λ
F − 1

∑

K1≤k<K2−1

|w|2 + w2e4i(Ω(k)+Λ(qk))

k

]

+O(K
−1/4
1 )

= − λ2

4Fq
|w|2

∑

K1≤k<K2−1

1

k
− λ2

4Fq
ℜ
[

w2
∑

K1≤k<K2−1

e4i(Ω(k)+Λ(qk))

k

]

+
λ2

4Fq
cot

(

πq
E − λ

F

)

ℑ
[

w2
∑

K1≤k<K2−1

e4i(Ω(k)+Λ(qk))

k

]

+O(K
−1/4
1 ) .

Inserting, this back into (74) several of the terms cancel, yielding

log
(R(qK2)

R(qK1)

)

=
λ2

4Fq
cot

(

πq
E − λ

F

)

ℑ
[

w(E, λ, q, p)2
∑

K1≤k<K2

e4i(Ω(k)+Λ(qk))

k

]

+O(K
−1/4
1 ) .

Repeating the summation by parts argument used in analysing the first sum yields, due
to the additional decay, that

∑

K1≤k<K2

e4i(Ω(k)+Λ(qk))

k
= O(K

−1/2
1 ) .

Therefore, we finally conclude that {log(R(qk))}k≥1 forms a Cauchy sequence and hence
converges. By (64) and Theorem 6.3 this implies that the full sequence {log(R(n))}n≥1

converges which completes the proof of the first statement of Theorem 7.2.

Let E be one of the exceptional energies, i.e. E = π2

3pm+ λ for some m ∈ Z. Then

w(E, λ, p, q) =

q−1
∑

j=0

e
−2πi pj

3
−mj
q .

Therefore, if this sum is 0, the equation (74) implies that log(R(qk)) forms a Cauchy
sequence. The same argument as above implies that log(R(n)) has a limit. This completes
the proof of Theorem 7.2. �

7.3. Proof of Theorem 1.1. With Theorem 7.2 in hand deducing Theorems 1.1 is a
direct consequence of Gilbert–Pearson subordinacy theory. Specifically we shall use the
following result which is a special case of Proposition 7 in [11]:

Proposition 7.3 ([11, Proposition 7]). Fix an open interval I ⊆ R. Let LF,λ be as in
Theorem 1.1 and assume that for all E ∈ I there is no subordinate solution of (3). Then
I ⊆ σ(LF,λ) and σ(LF,λ) ∩ I is purely absolutely continuous.
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Proof of Theorem 1.1. For E ∈ R \ {π2

3pm + λ : m ∈ Z} Theorem 7.2 implies that for any

real-valued solution ψ of (45) the associated Prüfer radius Rψ has a limit as n→ ∞ which
is different from 0. We denote the limit by Rψ(∞). By Theorem 1.4

1

L

∫ L

0
|ψ(x)|2 dx =

π

F
Rψ(∞)2(1 + o(1)) ,

and therefore no solution of (45) is subordinate at∞. Proposition 7.3 implies σac(LF,λ) = R

and that away from the exceptional energies E = π2

3pm+λ the spectrum is purely absolutely

continuous. Since a discrete set of points cannot support singular continuous spectrum this
completes the proof of Theorem 1.1. �

Appendix A. The one dimensional method of stationary phase with

boundary contributions

In this appendix we recall the asymptotic expansion of an oscillatory integral in one-
dimension given by the method of stationary phase. The following is certainly well-known
to experts but we include since have been unable to find the statement with the desired
uniformity with respect to the involved functions taking into account the contributions
from boundary points.

We begin by first analysing the case when phase function has no stationary point in our
interval. The proof we provide follows very closely that of [22, Theorem 7.7.1].

Lemma A.1. Let I = (a, b) ⊂ R be a bounded interval. Let u ∈ Ck(I), φ ∈ Ck+1(I) and
assume that φ is real-valued and infx∈I |φ′(y)| ≥ δ > 0. Then for ω > 0

∣
∣
∣
∣
∣

∫

I
u(x)eiωφ(x) dx−

k−1∑

j=0

( i

ω

)j+1
[Bju(a)
φ′(a)

eiωφ(a) − Bju(b)
φ′(b)

eiωφ(b)
]
∣
∣
∣
∣
∣

. |I|ω−k
k∑

m=0

δm−2k‖∂my u‖L∞(I)

where

B0v(y) = v(y) , and Bjv(y) = ∂y((φ
′)−1Bj−1v)(y) .

Moreover, the implicit constant is uniform for φ in bounded subsets of Ck+1(I).

By combining the more classical statement of the stationary phase expansion, with
compactly supported smooth amplitude, and the previous lemma one readily deduces the
following result.

Lemma A.2. Let I = (a, b) ⊂ R be a bounded interval and k ∈ N. Assume that u ∈
C2k(I), φ ∈ C3k+1(I) with φ real-valued and such that there exists a unique x0 ∈ I with
dist(x, ∂I) > κ|I| such that φ′(x0) = 0, φ′′(x0) 6= 0, and for all x ∈ I

|x− x0|
|φ′(x)| ≤ K . (75)
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Then, for ω > 0,
∣
∣
∣
∣
∣

∫

I
u(x)eiωφ(x) dx− (2π)1/2eiωφ(x0)+iπ/4

ω1/2φ′′(x0)1/2

k−1∑

j=0

ω−jLju(x0)

−
k−2∑

j=0

( i

ω

)j+1
[Bju(a)
φ′(a)

eiωφ(a) − Bju(b)
φ′(b)

eiωφ(b)
]
∣
∣
∣
∣
∣
. ω−k ∑

j≤2k

‖∂jyu‖L∞(I) .

where

Ljv(y) =
∑

ν−µ=j

∑

2ν≥3µ

1

ij2νν!µ!φ′′(x0)ν
(−i∂y)2ν(fµl v)(y) ,

B0v(y) = v(y) , Bjv(y) = ∂y((φ
′)−1Bj−1v)(y) ,

and
fl(y) = φ(y)− φ′′(x0)(y − x0)

2/2 .

Moreover, the implicit constant is uniform for φ in bounded subsets of C3k+1(I) and κ,K, |I|
in compact subsets of (0, 1/2), (0,∞), and (0,∞), respectively,

Proof of Lemma A.1. Set

Iφ,ω[u] =
∫

I
u(x)eiωφ(x) dx

then for ω > 0 an integration by parts yields

Iφ,ω[u] = − i

ω

∫

I

u(x)

φ′(x)
(eiωφ(x))′ dx

=
i

ω

[
u(a)

φ′(a)
eiωφ(a) − u(b)

φ′(b)
eiωφ(b)

]

+
i

ω
Iφ,ω[B1u] .

Iterating, we arrive at

Iφ,ω[u] =
k−1∑

j=0

( i

ω

)j+1
[Bju(a)
φ′(a)

eiωφ(a) − Bju(b)
φ′(b)

eiωφ(b)
]

+
( i

ω

)k
Iφ,ω[Bku] .

Since trivially
|Iφ,ω[v]| ≤ |I|‖v‖L∞(I)

it suffices to prove that, with a constant Cφ which can be taken uniform for φ in bounded

subsets of Ck+1(I),

‖Bku‖L∞(I) ≤ Cφ

k∑

m=0

δm−2k‖∂my u‖L∞(I)

We shall argue by induction to prove that for r = 0, . . . , k and j = 0, . . . , k − r we have

‖∂jyBru‖L∞ ≤ Cφ

r+j
∑

m=0

δ−j+m−2r‖∂my u‖L∞(I),

which when r = k, j = 0 this is the desired bound.
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For r = 0 we by definition have for j = 0, . . . , k

‖∂jyB0u‖L∞(I) = ‖∂jyu‖L∞(I) ,

since δ is bounded this implies the claim when r = 0 and all j ≤ k.
For r > 0, 0 ≤ j ≤ k − r assume that the statement is known for all smaller r. By

repeated use of the product rule

∂jyBrv = ∂j+1
y ((φ′)−1Br−1v) =

j+1
∑

m=0

(
j + 1

m

)

(∂my Br−1v)∂j+1−m
y (φ′)−1

≤ Cφ

j+1
∑

m=0

δ−j+m−2|∂my Br−1v|

where Cφ is uniformly bounded for φ in bounded subsets of Ck+1(I) (or rather Cj+2(I)
but j + 2 ≤ k + 1 since r > 0). Therefore, by the induction hypothesis

‖∂jyBrv‖L∞(I) ≤ Cφ

j+1
∑

m=0

δ−j+m−2
r−1+m∑

m′=0

δ−m+m′−2(r−1)‖∂m′

y u‖L∞(I)

= Cφ

j+1
∑

m=0

r−1+m∑

m′=0

δ−j+m
′−2r‖∂m′

y u‖L∞(I)

≤ Cφ

r+j
∑

m′=0

δ−j+m
′−2r‖∂m′

y u‖L∞(I)

which completes the proof of the lemma. �

Proof of Lemma A.2. By translating we may without loss of generality assume that I =

(− |I|
2 ,

|I|
2 ). Fix χ ∈ C∞

0 (I) with 0 ≤ χ ≤ 1 and such that χ ≡ 1 in (− |I|(1−κ)
2 , |I|(1−κ)2 )

which ensures that χ = 1 in a neighbourhood of the stationary point of φ.
Write

∫

I
u(x)eiωφ(x) dx =

∫

R

χ(x)u(x)eiωφ(x) dx

+

∫

I
(1− χ(x))u(x)eiωφ(x) dx .

By the non-degeneracy assumption of the phase (75) |φ′| is bounded from below uniformly
in the support of 1−χ. As such we can apply Lemma A.1 to the latter integral by splitting

it into two parts; one close to |I|
2 and one close to − |I|

2 . The proof of the lemma is completed
by applying the classical stationary phase method (with compactly supported amplitude)
as stated in [22, Theorem 7.7.5] to the first integral. �
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