AN INEQUALITY FOR THE NORMAL DERIVATIVE
OF THE LANE-EMDEN GROUND STATE

RUPERT L. FRANK AND SIMON LARSON

ABSTRACT. We consider Lane-Emden ground states with polytropic index 0 < g—1 < 1,
that is, minimizers of the Dirichlet integral among L?-normalized functions. Our main
result is a sharp lower bound on the L?-norm of the normal derivative in terms of the
energy, which implies a corresponding isoperimetric inequality. Our bound holds for
arbitrary bounded open Lipschitz sets  C R?, without assuming convexity.

1. INTRODUCTION AND MAIN RESULTS

We are interested in sharp lower bounds on the normal derivative of minimizers of the
variational problem
2
[Vl L2(Q)
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Here 1 < ¢ < 2 is a parameter and  C R? as a non-empty open set.

The most important cases are ¢ = 2, where \2(£2) is the the bottom of the spectrum of
the Dirichlet Laplacian in 2, and ¢ = 1, where A\ (£2) is the inverse torsional rigidity of 2.
For general 1 < ¢ < 2, the minimization problem \,(2) arises in connection with ground
state solutions of the Lane-Emden equation with polytropic index g — 1; see (7) below.

Some of the results discussed in this paper, most importantly a Brunn-Minkowski type
inequality for A, (Theorem 1.3), are valid for arbitrary open sets €2. Others require some
modest assumptions, namely that the open set €2 is bounded and has Lipschitz boundary.
Under these assumptions it is well known (see Section 2 for references) that there is a
non-negative minimizer of (1). (Strictly speaking, it is a minimizer of the corresponding
problem with C5°(f2) replaced by Hi(€).) By homogeneity, we can choose a minimizer
to be normalized in L9(2). If either 1 < ¢ < 2 or if ¢ = 2 and Q is connected, then the
nonnegativity and the normalization determine the minimizer uniquely. If ¢ = 2 and Q2
has multiple connected components, then there may be several such minimizers. In this
case, all our statements are valid for any choice of minimizer. In what follows, we denote
a minimizer by u, 0.

Ag(Q) = (1)
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2 R. L. FRANK AND S. LARSON

Our main result is an isoperimetric-type inequality for the L?-norm of the normal deriv-
ative of the minimizer uy o at the boundary. In what sense the normal derivative should
be understood when the boundary is irregular is discussed in Section 2.2.

Here is our main theorem.

Theorem 1.1. Fiz 1 < ¢ < 2, let Q C R? be open and bounded with Lipschitz boundary,
and define ay := (24 d(2/q —1))~L. Then

[y’ o= 280 @

where uq.q is an Li-normalized minimizer associated to A\g(€2), % is the derivative of u in

the direction of the outward normal to OS2, and B is the unit ball. Moreover, equality holds
if 0 is a ball.

In (2), dH%! denotes integration with respect to (d—1)-dimensional Hausdorff measure,
which is simply the surface measure on 0f).
In the linear case, i.e. ¢ = 2, the inequality simplifies to

Oua.0N\2 - 41 A2 (Q)3/2
) > i A
/m( o) At @ =2 5.(B)7

For ¢ = 1 the inequality can equivalently be written as

2
[ (52) anitw) = (@+ D T(B) (@) 1)
o0

on

where v denotes the torsion function of €2, that is, the unique solution of

—Avg =1 inQ,
v =0 on 082,

and T(Q) := [, [Vvg|? dz — 2 [ v dz = — [, [Vvg|? dz denotes the torsional rigidity.

If Q ¢ R? is an open set of finite measure and Q* denotes an open ball with the
same measure, then a classical rearrangement argument (see, for instance, [24]) implies
the Faber-Krahn-type inequality A,(£2) > Ay(€2*). When combined with Theorem 1.1, one
obtains the following isoperimetric inequality.

Corollary 1.2. Fiz1 < ¢ < 2 and let Q C R be open and bounded with Lipschitz boundary.

Then
Qug0\? .o i1 / Oug0\? . a1
) > 3

with equality if Q2 is a ball.

As far as we know, Theorem 1.1 and Corollary 1.2 are new. In the special where (2 is
convex and ¢ = 2, the inequality in Theorem 1.1, while not explicitly stated, can be deduced
relatively easily from results proved in Jerison’s work [21]. (Indeed, the corresponding
inequality is written out in his analogous work on the capacity problem for convex sets;
see [20, Corollary 3.19].) Similarly, still assuming that Q is convex, the inequality in
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Theorem 1.1 for ¢ = 1 could be deduced from the work of Colesanti and Fimiani in [8].
The inequality, for © convex and for g € {1, 2}, appears explicitly in [6, Subsection 3.2]; see
also [9] for related results in the convex setting. Many of the above references are primarily
concerned with generalizations of the Minkowski problem to set functionals on convex sets.
For the set functional A\, with ¢ = 2 this is treated in [21] and for ¢ = 1 and 1 < ¢ < 2 refer
to [8] and [27], respectively. Thus, what we accomplish here is to extend the inequality to
the full range 1 < ¢ < 2 and, more importantly, to remove the convexity assumption.

The above works in the convex case use representation formulas for Ay(£2) in terms of
an integral of the support function against certain measures on S%'. These formulas
appear prominently in the assertions and proofs in the convex case. They do not have an
analogue in the non-convex case. However, as we show here, while these formulas are a
convenient tool in the convex case, they are not essential for the proof of the inequality
in Theorem 1.1 and all relevant assertions can be proved without them. This leads to a
number of significant new difficulties that we need to overcome.

Our proof of Theorem 1.1 has two main ingredients, namely a Brunn—Minkowski in-
equality for A\, and the computation of the derivative of the function ¢ — \,(Q + tB) at
t = 0. In the remainder of this introduction, we discuss these two ingredients in some more
detail and explain how they yield our theorem.

Before doing this, however, in order to motivate our arguments, let us recall how the
classical isoperimetric inequality follows from the Brunn—Minkowski inequality. The latter
inequality states that, for any non-empty compact sets Qg, 2 C R and 0 < ¢ <1,

(1= )€ + 1]/ = (1 = )[Q] /" + t]2 /. (3)

Here and in what follows, | - | denotes the Lebesgue measure and, for €, C R? s > 0, sQ
denote the dilation of 2 by s, and + denotes the Minkowski sum, that is,

sQ:={sr:2€Q} and Q+Q ={r+y:2€QyecQ}.

By setting €; = B, the unit ball in R, and differentiating (3) with respect to t at t = 0,
for sufficiently regular sets one obtains the classical isoperimetric inequality. In fact, for
arbitrary sets one arrives at an isoperimetric inequality not for the perimeter but for the
so-called lower outer Minkowski content defined by

SM,(Q) := liminf [©@+tB)\ )
t—0+ t
If Q is sufficiently regular, for instance, if 02 is Lipschitz, then the lower outer Minkowski
content agrees with the perimeter of ) and one arrives at the classical isoperimetric in-
equality [13]. However, under what geometric assumptions SM, and perimeter agree is
not a trivial question.

Here we are interested in inequalities that arise by mimicking this argument for )\,
instead of Lebesgue measure. As we shall see, these set functions also satisfy Brunn—
Minkowski-type inequalities. The main issues that we need to deal with when carrying out
this procedure are similar to those alluded to above; namely, when can the differentiation
be justified, and when does the derivative agree with the quantity we aim to bound.
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1.1. Outline of proof. We begin by discussing the first ingredient of our proof, namely a
Brunn-Minkowski inequality for A;. This inequality goes back to Brascamp-Lieb [2] in the
case ¢ = 2, Borell [1] for ¢ = 1, and Colesanti [7] for 1 < g < 2. However, in these works,
the inequality is stated under unnecessarily restrictive assumptions on 2. In Section 3,
we use a simple approximation argument to show that the Brunn—Minkowski inequality
remains valid under weaker assumptions on the geometry. Moreover, in the appendix we
show that Colesanti’s characterization of the cases of equality for 1 < ¢ < 2 is valid without
any further assumptions.
Specifically, we deduce the following result.

Theorem 1.3. Fiz 1 < q < 2, let Qo, % C RY be non-empty open sets, and set ay =
(2+d(2/q—1))"L. Then, for all0 <t <1,
-1/
M((1 =090 +160) < (1= DA(Q0) 7 + 1A (21) ™) ", (4)

here the right-hand side should be understood as zero if min{A\;(Q), Aq(21)} = 0.

If1 < q <2, min{A;(Q0), A\y(1)} > 0, and equality holds in (4) for somet € (0,1), then
there is an open bounded convex set K C R? such that Qg and Q0 agree with homothetic
mmages of K up to sets of capacity zero.

Remark 1.4. Without additional geometric assumptions the characterization of equality
does not extend to the case ¢ = 2; this follows by considering sets with multiple connected
components, for instance Qo = (0,1)4 U ((2,3) x (0,1)?"!) and Oy = (0,1)<.

Our second ingredient concerns the derivative of t — A\, (Q2+tB) at t = 0. This is closely
related to a Hadamard variation formula. In general, if A is a real-valued set function, then
one may ask how A behaves with respect to perturbations around a given set 2. The most
common manner in which to analyze such questions is to compute the Fréchet derivative
of the map ® — A(®(2)) at & = 1, where ® is a diffeomorphism in a neighborhood of .
Formulas of this type are typically called Hadamard formulas.

However, the geometric perturbations 2 + tB that appear in the Brunn—Minkowski
formula in Theorem 1.3 can not in general be parametrized by a family of local diffeo-
morphisms. As such, our desired result lies somewhat outside the standard theory. Our
approach will be to first prove a Hadamard formula for A, (see Section 4) and then show
that, for Q with C! boundary, the curve Q + tB can be approximated well enough by
diffeomorphisms of 2 to compute the desired derivative (see Section 5). Precisely, we prove
the following theorem.

Theorem 1.5. Fiz 1 < ¢ < 2 and let Q@ C R? be open, bounded, and connected with C'

boundary. Then
A(Q4+1tB) — A (Q 2
lim 20(@FB) = A(D) / (2h2)? gyt ()
oN

t—0+ t

where uq o is an Li-normalized minimizer associated to \y(€2), % is the derivative of u in

the direction of the outward normal to 052, and B is the unit ball.
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A related Hadamard formula was proved in [19] in the case where Q is convex with C?
boundary having positive Gauss curvature. The proof in [19] depends on the convexity
but, as we show here, the validity of the result does not.

By combining Theorems 1.3 and 1.5, one readily deduces the inequality in Theorem 1.1
under the assumption that € has C! boundary. To obtain the result under the weaker
assumption of Lipschitz boundary, we need some rather deep results on the existence of
the normal derivative due to Jerison and Kenig [22]; see also [28].

This concludes our sketch of the strategy of the proof of Theorem 1.1. We end this
introduction by emphasizing that for ¢ = 2 our bounds concern the lowest eigenvalue of
the Laplacian. For bounds for higher eigenvalues, including those of variable coefficient
operators, see, e.g., [14] and [23, Theorem 4.4]. These bounds, however, do not have an
isoperimetric character. For an isoperimetric upper bound on [lugllrq) With k > g, see
[18].

2. PRELIMINARIES

2.1. The minimization problem )\,(Q2) and its minimizer. In this subsection, we dis-
cuss some aspects of the minimization problem (1) that we shall need later on. Throughout
we shall assume that Q C R?, d > 2, is a non-empty open set.

Clearly ), is invariant under translations, while under dilations it obeys

Ag(sQ) = 571\ (Q) forall s >0
with ag = (2+d(2/q — 1))~ 1.
If @ =U;>19;, Q;NQy =0 for j # 5/, then the quantity A\;(€2) can be written in terms
of the corresponding quantities for the elements of the union, namely,
__a 72%411
A (9) = (Z Ag(Q5) 2q> if1<g<2, and X(Q)=minA(Q);  (5)

>1
i>1 7=

see, e.g., [3]. We remark that for ¢ = 1 the first formula is nothing but the additivity of
the torsional rigidity under disjoint unions.
We record a simple continuity property.

Lemma 2.1. Fiz 1 < ¢ <2 and let Q@ C R? be a non-empty open set. Let {Q;}j>1 be a
sequence of open sets with €); C ;1 for all j > 1, U;j>1Q; = Q, and such that Q; N Br
converges to 2 N Br with respect to the Hausdorff distance for any R > 0. Then

lim 2(9) = A(9).

Proof. By monotonicity under set inclusions A\;(€2) < A\;(€2;) for all j. To prove the reverse
inequality we argue as follows. For any € > 0 there exists ¢ € C§°(£2) such that

HVSOH%z(Q) _
" o
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Since supp ¢ is compact and dist(supp ¢, 92) > 0, it holds for j sufficiently large that
supp ¢ C ;. Consequently, by the definition of \;(€2;),

IVl Vel
HSOH%q(Q) H‘PHLq(Q

Thus, for any ¢ > 0 and j sufficiently large A\;(Q2) +& > A;(£25) > Ay(€2). Since € > 0 was
arbitrary this proves the lemma. O

> Aq(9;).

Next, we turn our attention to the existence of a minimizer for the variational problem
(1). For the characterization of cases of equality in the Brunn—Minkowski inequality for A,
(Theorem 1.3), it will be necessary to work under less restrictive assumptions on {2 than
the boundedness and Lipschitz regularity needed for our isoperimetric inequalities.

Assuming that

Ag(22) >0

we deduce that the completion Dé’Q(Q) of C§°(Q2) with respect to the norm u — [[Vu||z2(q)
is well defined as a space of almost everywhere defined functions and continuously embedded
into L9(€2). Under this assumption the infimum in (1) does not change when C§°(2) is
replaced by D(l)’2(Q). In what follows, slightly abusing notation, we call a minimizer a
function u in Dy () with || Vaul|2, 2 = (@l F2(q) > 0.

If 1 < ¢ < 2, then the assumption A\,(£2) > 0 implies already that embedding Dé’2(Q) -
L1(Q) is compact (see [25, Theorem 15.6.2] and also [4, 25]) and therefore a minimizer
exists. Also, if |Q| < oo, then for any 1 < ¢ < 2 one has A\y(2) > 0, Dé’Z(Q) = H}(Q) and
the above embedding is compact, so again a minimizer exists.

Whenever there is a minimizer, there is one that is nonnegative and normalized in
L4(€2). Throughout the paper, uqq will denote a minimizer with the latter properties.
When 1 < ¢ < 2, there is a unique minimizer with the latter properties. If €2 is connected
and g = 2, the minimizer is again unique with these properties; in the multiply connected
case ) = U;>18); with connected, open and pairwise disjoint sets €2; we have \2(§2) =
min;>q A2(£2;) and any minimizer is given by a linear combination of the minimizers for the
connected components €2; satisfying A2(€2) = A2(£2;). In this connection we also mention
that for 1 < g < 2 we have

j>1
The following lemma provides a quantitative stability property of minimizers.

Lemma 2.2. Fiz 1 < q < 2 and let Q C R? be an open set with finite measure. If
q = 2 assume the minimizer for \o(2) is unique (up to a multiplicative constant).
{u;}j>1 C HY(Q) satisfies
- IVuliZeg
lim —— 2 3\ (@),
J—oo ||uj||Lq(Q)
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1 .
then HUjHLq(Q)”U«j’ — Ug,Q N H&(Q)

Proof. Set 1 = HujHqu(Q)|u]| The sequence {;};>1 is bounded in H&(Q) and normalized
in L4(Q2). By passing to a subsequence, we may assume that @; converges weakly in H}(€2).
By the compactness of the embedding H} (2) < L%(2), this subsequence converges strongly
in L9(€2) to some non-negative limit 4. By the sequential weak lower semi-continuity of
the Dirichlet energy, we conclude that @ is a non-negative L%-normalized minimizer of the
Rayleigh quotient (1). By the assumption on €2 such minimizers are unique and we conclude
that @ = ug . Moreover, since HVﬁjH%Q(Q) = Ag(Q) + o(1), we conclude that @; actually

converges to u, o in HE(2) (see, for instance, [5, Proposition 3.32]). O

The minimizer u, q solves the equation

(7)

—Au =2 (Qui™t in Q,
u =0 on 0f2.

We now use elliptic regularity [11] to deduce further information on w4 q.

Lemma 2.3. Fiz 1 < q < 2 and let Q C R? be an open set such that A\,(Q) and such
that there is a minimizer uqq. Then ugq € L™(2) X (§2). Moreover, if 1 < q < 2,
then u > 0 in Q and, if ¢ = 2, then in each connected component of € either ugq = 0 or

Ug Q> 0.

Proof. We focus on the case 1 < ¢ < 2, for the results are classical in the cases ¢ = 1,2 and
obtained by similar, but simpler arguments. We write u = uyo. Using, for instance, the
technique of Moser iteration, one can infer that u € L>°(2). In fact, there is a constant C,
depending only on d, ¢, so that

P
g0, Loe () < CAg(§25) 2402 (8)

This appears as [3, Proposition 2.5]. (The assumption there that the embedding Dé’2(Q) C
L1(Q) is compact is not necessary for the proof.) Thus, by Riesz potential estimates u €
C%(Q) for any o < 1. The local Lipschitz continuity of u and the Holder-(g—2)-continuity

loc
of t = t9=1 imply that w92 € C97'(Q). Thus, by Schauder theory, u € Cod~'(Q) and
the first equation in (7) holds classically.

We now show that, if 1 < ¢ < 2, then u > 0 everywhere in 2, and, if ¢ = 2, then in
each connected component of ) either u > 0 or u = 0. If we would know that u extended
continuously to 052, these assertions would be a consequence of the maximum principle,
but, since we do not make any assumptions on 02, we need to argue differently. We first
note that u, just like any other function in C[. () satisfies, for any r > 0 and any z € R4
with dist(z,Q°) < r,

u() = |B,| ! /B L udy B / V,E((y - )/r) - Vuly) dy.

B, (z
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Here, for |z| < 1,

k:( ) L (d— 2)—1 (d_1|z|_d+2 + (2—1 _ d_1)|z|2 _ 2—1) if d+#2,
27 In(1/)z]) + 47 22 — 4t ifd=2.

Using the equation for v and the fact that k(z) = 0 for |z| = 1 it is easy to verify that

u(@) = B [ gy + @) B[ k(- ) rute) .
Br(x) r(x

Assume now that u(x) = 0 for some x € §2. Then this identity, together with the continuity,
implies that v = 0 in B,(z). Thus, {z € Q : u(z) = 0} is both open and closed in 2 and,
therefore, u vanishes in the connected component of  containing x. This is the claimed
assertion for ¢ = 2. For 1 < ¢ < 2 we obtain a contradiction to (6).

Thus, we have shown that u is bounded away from zero on every compact set contained
in . Using this information, we can easily bootstrap the regularity of v and we finally
obtain that u € C°.(§2). O

loc

We finally mention that we often extend w4 n by zero to R?\ Q and consider the resulting
function on R%. If || < oo, then u, o € HE () and therefore its extension by zero belongs
to H'(R%).

2.2. The normal derivatives of u,n. Before moving on to our main argument, we
show that the normal derivative of u,q makes sense as an element of L?(9f2) under the
assumption that € is bounded with Lipschitz boundary.

If Q has C1®regular boundary for some 0 < a < 1, then Schauder theory (see, for
instance, [11, Theorem 8.33]) implies that u,q € C1*(Q) and, in particular, its normal
derivative on the boundary is defined in the classical sense and the integral in Theorem 1.1
is well defined.

To explain the meaning of the normal derivative in Theorem 1.1 for arbitrary bounded
open Lipschitz sets, let T' denote the Newtonian kernel in R? (see, e.g. [11]), that is,

1 qoe el 4 —
P(x) = s-loglz| d=2
Cd‘x|2_d d 7é 2,

with a suitable constant c; and define
-1
W0 = —Ag(Q) T ug’g

so that —Awg o = /\(,(Sl)ug;zl in R, Here ug}; should be interpreted as 1 when ¢ = 1. (As

2
an aside, we note that, in this case, one could instead of w; o consider w = —)\1(9)% €
C*®(R%) and carry out the argument in the same manner.)

Since ugn € L has compact support, we deduce from Riesz potential estimates that

w0 € CH*(RY) for all @ < 1 (see, for instance, [24, Theorem 10.2]). In particular, the
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normal derivative of wy  is defined in the classical sense and it suffices to make sense of
the normal derivative of the function

Vg, = Ug, 0 — Wq,0
Note that this function satisfies

—Avgo=0 in ),
Vg0 = —Wq,n on Of).

The fact that the normal derivative of v, is well-defined and belongs to L%(99) follows
from the results of Jerison—Kenig [22] and Verchota [28] (see also [26, Theorems 5.14.9 &
5.14.10]). Indeed, by these results Vu, o has non-tangential limits almost everywhere on
0% and the non-tangential maximal function of |Vv, | belongs to L?(99). Furthermore,
the fact that u, o vanishes on 0 implies that the pointwise limit of its gradient is almost
everywhere normal to the boundary.

3. THE BRUNN-MINKOWSKI INEQUALITY FOR A4(€2)

The topic of the current section is the first of the two key ingredients in our strategy for
proving Theorem 1.1, namely, the Brunn—Minkowski-type inequality in Theorem 1.3:

A((1 = $)Q0 + sQ) < ((1 — $)Ag(Q0) 7 + s)\q(Ql)_"‘Q) Ve

This inequality is essentially due to Brascamp-Lieb [2] for ¢ = 2, Borell [1] for ¢ = 1, and
Colesanti [7] for 1 < g < 2. However, the statements in these references are under slightly
stronger assumptions than what we state here. Indeed, Colesanti [7] assumes the sets g, 21
to be bounded with C?-regular boundary, Brascamp and Lieb [2] impose that the sets be
connected and have finite measure, and Borell [1] assumes the sets to be bounded. That
being said, deducing the inequality for arbitrary non-empty open sets from these results is
not difficult.

In [7], Colesanti characterized the cases of equality in the Brunn-Minkowski-type in-
equality for A, for 1 < ¢ < 2 under the assumption that the sets are C? and bounded. As
stated in Theorem 1.3, in this paper we will show that these additional assumptions on the
sets are not necessary. Since this is somewhat technical and not central to the core topic
of this paper, we defer its proof to Appendix A.

Before we prove that the inequality for arbitrary non-empty open sets follows from the
known results, we note that Colesanti [7] and Borell [1] do not state their results in terms
of \¢(©2) but in terms of the quantity

F(Q) := / \Vii(x)|? dz
Q
where @ is the unique positive solution of the (perhaps simpler looking) PDE
—At =091 inQ,
=0 on 0f2.
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By multiplying the solution with a constant, one deduces that @ = )\q(Q)q%?uq@, and
F(Q) = )\q(Q)q%2 and the inequality of Theorem 1.3 is equivalent to a corresponding
inequality for F(§2). Colesanti’s (and Borell’s) choice of working with F is more natural
when ¢ = 1 since the PDE is then the classical torsion problem. Our formulation is adapted
to also naturally encompass ¢ = 2, where the PDE becomes linear and the dependence on
Ao cannot be eliminated by multiplying by a constant.

Let us first treat the trivial case when min{\;(€Q), A¢(€21)} = 0. For any ¢ € (0, 1) the
set (1 — 1) + t€2; contains rescaled and translated copies of both €y and €. Therefore,
by domain monotonicity, translation invariance and scaling homogeneity of A, it follows
that A\y((1 —t)Qo + t£21) = 0.

3.1. The case ¢ = 2. In the case ¢ = 2, the inequality in Theorem 1.3 can be deduced
from an inequality due to Brascamp and Lieb [2]. Indeed, in that paper they prove that
for open and connected sets Qp, 0 € R? with finite measure,

Tr(etA0-9)90+521) > (Tr(etAQO))l_s (Tr(emﬂl))s, for all s € [0,1] and ¢t > 0. (9)
Taking the logarithms, dividing by ¢, and letting ¢ — oo, Brascamp and Lieb showed that
the inequality (9) and the positivity of the spectral gap implies

A2 ((1—8)2 + s21) < (1 —5)A2(Q0) + sA2(21) . (10)
Our next goal is to prove two things; first, that the assumption that €, {21 are connected

can dropped, and secondly, that (10) implies the inequality in Theorem 1.3 with ¢ = 2.
To deduce the statement for sets with multiple connected components, one can argue

as follows. Let Qg = UjeIOQé,Ql = Ujng]l', with Qi N Qg/ = ( for i € {0,1} and
(4,5") € (Ii x I;) \ {7,7}. It holds that \2(£2;) = minjecz, A2(Q). Since

(1-9)+sh= |J [(1 — )0+ SQ{’] , (11)
(jvj/)GIOXIl
the monotonicity under inclusion implies that
A((1=8)Q +52) < min A((1— )% +s07).
(4,5")€lox 11
The desired inequality follows by applying the inequality for each of the pairs (Qg, lel)
We emphasize that while the sets {€2/},¢;, are assumed to be disjoint, this is not generally
the case for the sets in the union (11).

The fact that the a priori weaker inequality (10) implies the inequality in Theorem 1.3
with ¢ = 2 can be proved by the following argument (which is somewhat standard in the
field but we include it for completeness). Set, for j = 0,1,

wi = Aa()"?0y
so that Ao(wj) = 1. Then

(1—8)Q0 + Q1 = (1 — 5)A2(Q0) ™2 + Ao ()2 (1 = §)wo + Swr)
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with

sAa(Q)~1/2

(L 9)%a(Q0) 2 sda(@) 172

Thus, by the homogeneity of Ao and applying (10) to (

A2((1 = 8)Q + s21) = (1 — $)A2(Q0) 72 + sA9(Q
< (1= 8)A2(Q0) "2 + sha(

This proves Theorem 1.3 for ¢ = 2.

€ [0,1].
1 — 8)wp + Swi, we deduce

DY) 7200((1 = 8wy + 5wr)
)71/2)72

3.2. The general case 1 < ¢ < 2. We now prove that the assumptions of boundedness
and regularity of the boundary of g, €; can be dropped in the works of Borell [1] and
Colesanti [7]. The same argument removes the remaining assumption that the measures of
Qo, 21 are finite for ¢ = 2.

Let Q € R? be open and non-empty. There are bounded open sets Q; with C°°-regular
boundary such that €2; C Q;41, U;€); = Q, and Q; N Br converges with respect to the
Hausdorff distance to 2 N Bg for any R > 0. By Lemma 2.1,

Lim A (€25) = Aq(92).
j—00

In particular, for g, Q; as in Theorem 1.3 there are smooth exhaustions {2} }]>1, ()51
satisfying the assumptions of Lemma 2.1. For each j > 1 and s € [0,1], we have (1—s)Qo+
sQ D (11— s)QJ + sQJ and therefore, by the domain monotonicity of A, and the validity
of the Brunn—Mlnkowskl inequality for smooth sets,

M((1= )0 + 501) < Ag((1 = )0 + s00) < (1= 9)A(2) ™ + sxqm{)“’q)_l/aq .

By Lemma 2.1, the claimed inequality follows by sending j — oo.

4. A HADAMARD VARIATIONAL FORMULA FOR A4(2)

In this and the next section, we provide the second key ingredient in the proof of our
main result. Here, we shall prove the following Hadamard variational formula for A,.

Theorem 4.1. Let 1 < ¢ < 2, let Q C R be an open set of finite measure and assume that
there is a unique non-negative minimizer uqq for A\y(Q2) which is normalized in L4(S2). Let
® € CY((~T,T); Wh*(R%RY)), T > 0, be such that, for all v € RY, &(0,2) = x and, for
all t € (=T,T), the map ®(t, -): R* = R? is a bi- Lipschitz homeomorphism of an open
neighborhood of Q onto its image. Set & = 0y ®P|i=o and let D® be the Jacobian of ®. Then

L A(B(9) ~ ()
t—0 t

= —2/ Vugo - (Dé)quQ dx
Q

2 .
+/ <|qu7g|2 - qu(Q)qu> V.- ddzr, (12)
Q b
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If, in addition, Q has Lipschitz boundary, then

@) MO [ (Duge\ e
lim = /BQ< > O dH (x), (13)

t—0 t v

where v denotes the outward pointing unit normal field on O0N).

We recall from Section 2 that the assumption that there is a unique (up to a multiplicative
constant) minimizer for A,;(2) is automatically satisfied for 1 < ¢ < 2. If ¢ = 2, it is satisfied
if and only if there is a unique connected component Q; of @ = U;>1€2; for which Ay(€;)
is minimal. In particular, it is satisfied if €2 is connected.

For ¢ = 2 the formula for the first variation of the eigenvalue is well-known and due to
Hadamard [12]; see, for instance, [16, Theorem 5.7.1] for a textbook presentation. Similarly,
for ¢ = 1 a change of variables relates the first variation of A\;(€2) to that of the torsional
rigidity, which can be found, for instance, in [16, Equation (5.103)]. For 1 < ¢ < 2 we have
not been able to find the result in the existing literature.

In the cases ¢ = 1,2, our proof is different from the standard proof presented, e.g.
in [16]. From a conceptual point of view, these standard proofs establish, at the same time
as establishing the differentiability of A, (®(t,€2)), the differentiability of ug g0y The
equation for the derivative of uy ¢ ) is then used to derive a formula for A\j(®(¢,€2)). Our
approach completely bypasses the differentiability of u, g(;,0)- From a technical point of
view, the standard proof of Hadamard formulas for ¢ = 1,2 relies on the implicit function
theorem, but it is not clear to us how to apply this because of the non-differentiability of
u— udt at u =0 for 1 < ¢ < 2. Instead, our argument has a variational character.

Lemma 4.2. Let Q and ® be as in Theorem 4.1. Then, for all sufficiently small |t|, there
is a unique (up to multiplication by a constant) minimizer for Aa(®(t,2)).

Proof. Let Q = U;>19; with disjoint, connected open sets ;. For all t € (=TT, since
®(t,-) is a homeomorphism, the sets ®(t,€);) are disjoint, connected open sets. Since
®(t,;) are connected there is a unique normalized, non-negative minimizer uy g1 ;) for
A2(®(2,€25)). Taking ug o(r,0,)0P(t, ) and ug ;0P (t, -)~1 as trial functions in the variational
characterizations of A2(€2;) and Aa2(®(¢,§2;)) one can prove that Aa(®(¢,€2;)) — A2(£;) as
t — 0 for each j (for details see the proof of Theorem 4.1).

If Q2 has only finitely many connected components, then this implies the assertion. In-
deed, the uniqueness of a minimizer for \o(®(¢,2)) is equivalent to there being a single j
for which the infimum over A2(®(%,€2;)) is achieved. If there is a unique minimizing jo at
t = 0, then, by the above convergence of Aa(®(t,€2;)), the same jy is also minimizing for
all |t sufficiently small.

If Q has infinitely many connected components, we need an additional argument to
control its small components. The assumption on ® implies that its Jacobian converges
uniformly to 1. Thus, [®(¢,€2;)|/[€2;] — 1 uniformly in j. From this and the (not necessarily
sharp) Faber-Krahn inequality (see, e.g. [15]) we conclude that there is a Ty € (0,7) such
that for all j and all [t| < Ty,

A2(@(t,2)) = Cal@(t, )| 724 > (Ca/2)|Q51 74
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Thus, for the question whether \o(®(t,€2;)) is attained at a unique j it suffices to consider
j with (Cy/2)|Q;|7/4 < (1/2)A2(2). Since Q has finite measure, this is a finite number,
and the proof can be concluded as before. O

Proof of Theorem 4.1. We abbreviate
Qt) := d(¢,Q) and A(t) == Ag(2(2)) .
According to our discussion in Section 2, for 1 < ¢ < 2, the normalized, non-negative
minimizers ug ;) of A(t) are unique. The same is true for ¢ = 2, provided [t| is small, by
the assumption of the theorem and Lemma 4.2. We abbreviate
Ut 2= Uq,Q(t) -

Define also v;: £ — R by

Vt := Ut © @(t )
Since u; is non-negative and normalized in L4(€2(t)), v; is non-negative and satisfies

/ viJpde =1
Q

Jp = |det(Dy®(t,-))|.
Here and in what follows we write D, ®(¢, ) for the Jacobian of the map x +— ®(t,z). Since
D,®(t,-) is bounded, we have v; € H}(Q2) and

A(t) = / |Vug)? do = / Vo - AtV dx
Q(t) Q

with

with
A= J(Da®(t, ) (D2 2(t )7 T
After these preparations, we now start with the main argument. Since ugo ®(¢, -)~! €
H}(Q(t))) and vy € H}(£2), these functions can be taken as trial functions in the variational
characterizations of A(t) and A(0), respectively, which implies that

\V4 AVug d A4 d
/\()_fﬂ up - Ay uo x A0) < fQ] ve|? dx

1 2/q "
(fQ 0t df”) (fQ vf dﬂ”)
It follows from A; — 1 and J; — 1 in L that

(14)

o Updt AT Q Uo 4T
and
Jo[Vulde _ g 4 o Jo Y AVl o)) age.

(Joyvf da)*'* (Jo o Je )/
Thus, we have shown that A(t) < (1 + o(1))A(0) and A\(0) < (14 o(1))A(¢) and, therefore,
A(t) = A(0). Moreover, we conclude that

. 2 _ : 2 —
lim Vel 72y = A(0)  and lim lvellza0y =1
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and, therefore, by Lemma 2.2, v; — ug in H} ().
With this information at hand, we return to (14), which we rewrite as

A(0) + tn(t) A(t) — ti(t)
M) < —-F— >~ an A ,
= (1+ td(t))*1 (1 - td(t))wg

where we used the normalizations of ug and v; and set
n(t) :== / Vuyg - (t_l (A; — 1)) Vug dz n(t) == / Vo - (t_l (A¢ — 1)) Vo da,
Q Q

and

d(t) :== / ul t7H(Jy — 1) da, d(t) :== / ol 7T, — 1) dx.
Q Q
The assumption D®(t,-) = 1 4+ tD® + o(t) in L>®(R?, R?*?) implies that
t7 A —1) = —D® — (D) + V.- &= Ay in LR R,
t YW —1)=>V-&=J;, in L®R%R).

(Of course, in the limit defining Ag, V- @ is identified with V- ® times the identity matrix.)
This, together with the fact that v: — ug in HE () (and therefore also in L9(2)), implies
that

n(t) - ng and n(t) — ng, where ng := / Vug - AgVug dz
Q
and
d(t) = dy and d(t) — do, where dj := / ud Jodz .
0

Thus, we have shown that
2

A0) + tng + o(t) 2 )
0 = FOLEL S 20 1 (0 = 22000 ) + 00

M) —tnotolt) o, 2 o
N0 = (1 —tdy + ()7 M t< ! qA(t)d(]) ol

= A\(t) —t <n0 — 2A(O)d0> +o(t).
We conclude that
A(t) = A(0)

2
" =ng — gA(O)do—Fo(l),
that is, A is differentiable at 0 with derivative given by (12).
Assume now that € has Lipschitz boundary. In order to bring the derivative into the
form (13) we note that, by elliptic regularity (Lemma 2.3), ug is smooth in €. This,
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together with the existence of boundary values of Vug discussed in Section 2, implies

do = —q/ ug_lq;) -Vugdr = /(Auo)fi') - Vug dx
Q Q

A(0)
= _q/ Vug -V (<I> : Vu()) dx + q/ v Vug® - Vug dH 1 (z). (15)
A0) Ja A(0) Jao
For the first term on the right side we use

Vug - V (<i> : Vuo) - % (Vuo : (D<i> + (D<i>)T) Vg + & - V(|Vu0|2))
and obtain, integrating by parts,

. 1 )
/ Vg - V (@ : Vuo) doy = —— <n0 - / Vo) 2w - @d%d—l(x)> .
Q 2 09

Inserting this into (15) and using Vug = (Jug/dv)v on 9f2, we obtain

q q duo\> i o
= 5™ 30y L () v @)

This implies the form (13) of the derivative and concludes the proof of Theorem 4.1. [

5. APPROXIMATION OF THE MINKOWSKI SUM FOR C! SETS

The aim of this section is to prove Theorem 1.5, that is, for Q € R? open, bounded and
connected with C!' boundary we wish to show that

. A(QHEB) = N (Q) g a\2 . -
lim = —/BQ<Q) dH(z).

t—0+ t ov

To achieve this we shall argue that the Minkowski sum €2 + ¢tB can be approximated both
from the interior and exterior by the image of {2 under a diffeomorphism. This, in turn,
will allow us to apply the Hadamard variational formula in Theorem 4.1, which a priori
does not cover the variation induced by taking the Minkowski sum.

Define the signed distance function éq by

dq(z) = dist(z, Q) — dist(z, Q°) .

Here, we use the convention that dq is negative in (2 and positive in Q2°. Recall that for
any Q C R? it holds that |Vég(x)| < 1 for almost every x € R?. Moreover,  + tB is the
sub-level set {z € RY : dg(z) < t}. If Viq is Lipschitz in a neighborhood of 952, the flow
map associated with this vector field is a bijection from this neighborhood onto its image.
As such, if dq is sufficiently regular in a neighborhood of 02 to allow for application of
Hadamard’s variational formula with the associated flow map, the statement of Theorem 1.1
would follow in a straightforward manner. To handle boundaries of low regularity we shall
follow the same idea but in combination with a mollification argument.
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As seen in the previous section, a Hadamard variational formula is not so much dependent
on the regularity of  as the regularity of the map ® € C'((—T,T); WH>(R% R?)). Indeed
the Lipschitz assumption in Theorem 4.1 is only used to justify the use of Green’s identities
and to make sense of the normal derivative of the minimizer as an element of L2(9).
However, when it comes to the variational formula in Theorem 1.5 the regularity of the
perturbation is intimately connected with the regularity of the underlying set 2.

5.1. Construction of approximate mapping. For an open set Q@ C R? ¢y > 0,19 > 0,
we define ®q: (—1,1) x R? — R? by

Do (t,x) 1= DL (¢, x) = x + teg /Rd w(@)zp(w)wﬂ(az —y)dy

€0 0
:x+t€5d/Rdw(’x;)m)‘b(é%(oy))wg(y)dy
= z+tX(x),

where ¢ € C*°([0,1]) is non-increasing with ¢(1) = 0, ¢’ € C§°((0,1)), and satisfies
]Sd*1|f01 o(y)y?tdy = 1, while ¢p € C$°((—1,1)) satisfies 0 < 3 < 1 and ¥ = 1 in
[—1/2,1/2].

The key observation of this section is the following geometric result, which might be of
independent interest.

Proposition 5.1. Let Q C R? be an open set and define ®q = ®3™. X as above. Then

(a) for any ey > 0, if |t| is sufficiently small, then for any no > 0 the map ®q(t,-) is a
diffeomorphism of R% onto itself.
(b) for any eg,mp >0 and t € [0, 1),

o, Q) CQ+1tB.

(c) if Q is bounded, has Cl-reqular boundary, and 6,m9 > 0, then there is an g > 0
small enough so that for all sufficiently small t > 0,

Pq((1+0)t,Q2) DQ+tB.
(d) if Q is bounded, has C*-regular boundary, and §,n9 > 0, then
[P0 — v eeon) = IX — vl (a0) = 0s9—0(1) ,
where CbQ = 0 Pqli=0 and v denotes the outward pointing unit normal field on OS).

Remark 5.2. The third and fourth part of the proposition do not extend to general Lipschitz
sets. In fact, (c) fails for planar polygons. Indeed, it is an easy computation to see that
if & ¢ R? is a polygon and 0 € 99 is a corner of interior angle 6, then |®q(¢,0)| =
t\/2—2cos(f)/2 for t > 0 as long as the gy ball around 0 contains no other corner of
Q. Thus, if § # 7 (a “flat corner”) this point is mapped to the interior of 2 + ¢'B unless
t > ¢(0)t" with ¢(f) > 1. In particular, this proves that we cannot take § arbitrarily close
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to 0. Similarly, it is proved by Hofmann, Mitrea, and Taylor [17] that, if we define, for
Q c R? open and bounded,

p(2) == Inf{||X — V|| (pq) : X € CO(0Q;RY), | X| =1 on 99},
then
p() =0 <= NisC!,
p(Q) < V2 <= 90 is Lipschitz.

In particular, this implies that the validity of (d) for X that is merely continuous on 952
implies that O is C!. We note that the notion of Lipschitz sets used here (and frequently
in the mathematics literature) is in [17] referred to as strongly Lipschitz to distinguish it
from the somewhat less commonly occurring notion of weakly Lipschitz sets.

Proof of Proposition 5.1. For notational convenience, throughout the proof we drop the
subscript 2 for the mapping ®.

To prove the first claim, it suffices to prove that ® is injective. We argue by contradiction.
Fix t and let x1,x2 be such that x1 # x9 and ®(t,x1) = ®(¢,22). Then, by the definition
of ® and the fundamental theorem of calculus,

[ () o () o (P ()
(L sty o o

< |tleg ' Call'lloo |1 — 22|,

|21 — 22| = [t|eg

—d
= |tleg

) Vaalu)d

where we used || <1 and |Viq| < 1 almost everywhere. Clearly, this is a contradiction if
|t| is sufficiently small.
To prove the second claim, it suffices to observe that | X (z)| < 1:

/Rd¢<|x5—0y|>w<5s:7(oy)>vég(y)dy SEg—d/ﬂ@(p(\xe—oy)dy:l’

since 1] < 1, |Vigq| < 1 almost everywhere and by the choice of normalization of ¢.

To prove the remaining statements, we argue as follows. Fix 8,79 > 0 and a point z € 02
such that the outward pointing unit normal to 9 at x is (0,...,0,1). Without loss of
generality, we may assume that = 0. Provided g > 0 is small enough (depending only
on Q) the set 92 N Ba.,(0) can be parametrized as the graph of a function f € C1(R41),
that is,

X () = ¢

9Q N By, (0) = {(2',24) € Baey(0) : xg = f(2)}.
By the Heine—Cantor theorem and the compactness of 0f2, there is a modulus of conti-
nuity w: (0,00) — R (non-decreasing with lims_,ow(d) = 0) independent of the choice of
boundary point such that

IVf(') = Vi) w(a’ —y'|) foralla,y e RT.
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Therefore, for any x > 0 there is an g9 > 0 small enough (depending only on w) for which
0N B, (0) C {z e R : |z4 < w|z|} =:C°.
Define the sets
ti={reR¥:zy>klz]} and C :={zeR%:zy< —klz|}.

Note that CT N B, (0) C Q¢ and C~ N B, (0) C Q.
Assume that 19 > 2¢¢. Then at our boundary point 0 we find

0,...,0,1) - ®((1 + 8)t,0)) > (1 + 8)t(0,...,0,1) - ggd/Rd gp(‘l')v(sg(y) dy

€0

~(1+ )teg l/Rdcp ('y’)|y|5 (y)dy.

i [ (M) Mooty < -1+ 0, (16)

where the implicit constant depends only on d and the choice of .

With the estimate (16) in hand, we see that ®((1 + d)t,-) maps the origin into the set
A= Bgsi(0)Nn{x € R?: zq > t(1 4 6)(1 4+ O(k)). If k is sufficiently small, we also have
dist(A,09) > t. Indeed, {x € B(144)(0) : dist(z,00) <t} C {x = (2',24) € B1s)(0) :
|zq] < V1 + K%t + k|2'|}, which is disjoint from A, provided & is chosen sufficiently small.
Thus, we have proved that ®((1 4 9)t,0) € (Q + tB)°. As the choice of boundary point
was arbitrary, we conclude that ®((1 + 9)t,09) C (2 + tB)°. By the continuity of ®
and the fact that ® acts as the identity in the bulk of 2, we have the desired inclusion
O((140)t,Q) D Q4+ tB. Similarly, the bound (16) together with | X (z)| < 1 implies that
1> v(z) X(z) > 1+ O(x) uniformly for all z € 9Q and, therefore, || X —v|[1@0) = O(x)
proving the final claim of the proposition.

What remains to complete the proof of Proposition 5.1 is to prove (16). By splitting the
integral, we can estimate

We claim that

€d+1 3)

/Rdw(!y\)‘ ’ o(0) dy
__/C+ gpf(\yr) r|yyd!d sty 00 dy— [ S0<y|>‘|yd| 00 dy
+/Co¢<|y’>‘y|5 (y) dy
S_/C-&- ‘p<|y’> %ﬂd ist(y,0CT) dy — | @’('y‘) |y"|‘d ist(y, 9C™) dy
+0(
__2/0

(Iy\)’\yd\ dist(y, 9C*) dy + O(=4+113)

+
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where we used ¢’ < 0, the definition of dq, |C° N B.,(0)| < ked, and the fact that for

~

y € C' N B, (0) it holds that dist(y,dQ) < keg and |yq4|/|y| < k-
By writing the remaining integral in spherical coordinates, we find

16/l 4 it o)y
—1st [ / /(1/20)] cos(O)n(sin(6), cos(8) - (. v/ — #2) sin(0)~ 21"~ dody
—1s [ / ¢! (n/20)] cos(8)? sin(6)" 2" doy
_ 52| / / & (1/20)| cos(6)? sin(8)"24 dbdy
FIS (VI — R — 1) / /90 (n/20)| cos(8)? sin(8)*2n" dody

0o
~ 15 / / ¢/ n/=0)] cos(6) sin(@)" " db
0 0

s

€0
=2 [ ¢ (n/e0)In? dn + O(kedt)
2 J,

1
563-‘1-1 + O( d+1) ,

where we set

0y := arccos(k) .
This proves the estimate (16) and thus completes the proof of Proposition 5.1. O
5.2. Proof of Theorem 1.5. By Proposition 5.1, for any 4,19 > 0 there is an g9 > 0 so

that for ¢ > 0 small enough ®q(t,Q2) C Q+tB C ®o((1 4+ 9)t,2). By the monotonicity of
A¢ under set inclusions, we conclude that

Ag(Pa(t, 2)) = Ag(R) _ Ag(R+1B) = Ag(2) _ Ag(Pa((1 +0)1, Q) — Ag()
t - t - t ’
By Theorem 4.1,
@) = MQ) [ (Do) e
lim = /89 < ) X -vdH" (x),

t—0+ t ov

lim AQ((I)Q((l + 6)t’ Q)) — )‘Q(Q) _ _(1 + 5) /8Q <8UQ7§)>2X . Vde_l(ﬂf) )

t—0+t t v
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By sending €9 — 0, dominated convergence along with (d) of Proposition 5.1, we deduce

2
oN

v t—0+ t
A2+ 1B) — 2\ (Q d 2
< limsup ‘I( + ) q( ) < _(1 4 5) / (@L%Q) defl(z) '
t—07t t a0 ov
Consequently, since § > 0 is arbitrary, this completes the proof of the theorem. O

6. PROOF OF THEOREM 1.1

In this section, we prove our main result, Theorem 1.1. We will do this in several steps.
In the first step, we argue that it suffices to prove the theorem for €2 open and connected. In
the second step, we prove that, under the additional assumption that £ has C'' boundary,
the inequality in Theorem 1.1 follows by combining Theorems 1.3 and 1.5. Finally, in a
third step, we show that the inequality for 2 with Lipschitz boundary can be deduced from
the more regular case by a fairly standard approximation argument.

6.1. Reduction to connected sets. In this subsection, we prove that, if  is an open
set of finite measure and if {2 = U;c;€2; with open, connected and pairwise disjoint €;,
then inequality of Theorem 1.1 for € follows from the result applied to each individual €2;
separately. In particular, it suffices to prove Theorem 1.1 under the additional assumption
that €2 is connected.

Case 1 (¢ = 2): Let Q = U;c;Q; as above and assume that the statement of the theorem
with ¢ = 2 holds for Q; with j € J. Without loss of generality we assume that \2(Q2;) <
A2(€2j41) for all j.

If Aa(€21) < A2(£22), then A2(Q) = A2(€21) and any associated eigenfunction ug g is an
eigenfunction on ; (extended by zero to 2\ Q7). Therefore, the statement of the theorem
for Q2 follows immediately from the validity of the theorem for ;.

If Aa(Q1) = A2(€yy,) for some maximal m > 2 (note that such an m exists by the argu-
ment in the proof of Lemma 4.2), then A2(2) = A2(21) = A2(€y,) and any eigenfunction
uz o is a linear combination of eigenfunctions on {Qj}?zl extended by zero. That is, if
ug,n is an L2-normalized eigenfunction associated to Ao(f2), then there are {aj};-”zl with
z;-n:l a? = 1 such that us g = Z;n:l ajuz Q;, where, for each j, uz,0; is an L?-normalized
eigenfunction associated to A2(€2;). Since the ug o, have disjoint support for different j,
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from the inequality of Theorem 1.1 applied to each 2; separately we deduce that

/}aum‘ A (2 >Z / 8uzQ
G19)

Z @; )\2 1/2

=1
Da()*
( )1/2’

CaHi (@)

)\2
which is the desired inequality for 2.

Case 2 (1<¢<2):

Fix 1 < ¢ <2, let Q = U;jcsQ; as above, and assume that the statement of the theorem
holds for each of the sets 2; with j € J.

In this case, the normalized minimizers uy,0, uq,; are all unique. Moreover, by (5) and
(6),
70 =Y A (Q) 2, and
jeJ
A(Q) \ 273
o) =2 ay) e @)
jeJ

By the disjointness of the supports of the u, o, we observe that

8uq9>2 d—1 Ag(€2) 22q/ dug0; |2
—— | dH x) = il
/ag( v ) jGZJ<)\q(Qj)> an‘ v

2
Ag(2)2=a _a \—Z(ltag—52)
> Ny M () 24 a e
Oéq)\q(B)aq JGZJ< q( J) )

By the definition of o and since 1 < ¢ < 2, we see that

2—q< 2 2—q 1
(14 a 7>:1——e[1—7,1).
q 7 94 2q+d(2—q) d+2

Consequently, (17), the subadditivity of z — x® for 0 < a < 1, and (5), (6) imply that

2
Mg\ a1 A (Q) 71 _ g \— U (1tag—5%)
—_7 > 47 E )T 2=
/39 < ov ) dH™ (7) = gAg(B)%a = (AQ(QZ) q)

2—gq 2
A(Q) 77 — (Hag—35=)
> 47 Ag(
T agg(B)a <Z >
jeJ
)\q(Q)1+aq
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which is the desired inequality.

6.2. Proof of Theorem 1.1 for C! sets. We are now ready to prove Theorem 1.1 under
the assumption that the boundary of Q is C?.
Recall that B denotes the unit ball. Since
t t
ortm=00|(1- Yot g,
+ (1+) 1+t + 1+t
the homogeneity of A\; and the Brunn—Minkowski inequality of Theorem 1.3 imply that

o = e (1= o i) T
t

< (107 (1= A o (B) )

— ()\q(Q)—aq + t)\q(B)—aq)*l/aq .
When combined with Theorem 1.5, we find

2
50 ov t—0 t

—1/aq

—a —a,\ 1/
o o Pa@)7% 1A, (B) 7o) - A (©)
=0 t
_ )‘q(Q)Haq
Caghg(B)2e’

which completes the proof of the inequality in Theorem 1.1 under the assumption that (2
has C! boundary.

If © is a ball of radius 7, then Q2+ tB is a ball of radius r +t. Therefore, by homogeneity
of A\q, equality holds for each ¢ in the above application of the Brunn—Minkowski inequality.
Consequently, when ) is a ball, equality holds in the inequality of Theorem 1.1.

There is another way to deduce that equality holds for balls. Namely, for any bounded
open set ) with Lipschitz boundary and has the Rellich—Pohozaev identity,

2
() vt ) = 242,
o0 \ Ov ay

see, e.g., [3, Proposition 2.9]. In particular, when  is a ball, centered at the origin, then
x - v is equal to the radius of the ball and the Rellich—-Pohozaev identity reduces to the
equality case in Theorem 1.1.

6.3. Approximation of Lipschitz sets from the inside by smooth sets. Fix 1 <
g <2 and let Q C R? be open bounded and connected with Lipschitz boundary.
Our goal is to prove the inequality in Theorem 1.1 by approximating €2 from the inside by
smooth sets and proving that the involved quantities converge under this approximation.
Let {;};>1 be a sequence of open sets with C*°-regular boundary such that:

(l) Qj C Qj+1 forall j > 1 and 2 = UjEIQj-
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(ii) There are homeomorphisms Bj: 02 — 0€2; such that

sup |z — Bj()] = 0j+o0(1)
€N
and for all x € 99 the Bj(x) convergences to « non-tangentially.
(iii) There is § € (0,1) and functions b;: 9Q — (6,1/6) such that, for all measurable

w C 09,
/ bi(x) dHE () = / A (2)
w Bj(w)

and b; — 1 pointwise almost everywhere and in LP(0f2), for all 1 < p < oo,

(iv) Let vj(x) denote the outward pointing unit normal to 0€2; at € 9€;. The function
09 > x +— v;(Bj(x)) converges to v(x) pointwise almost everywhere and in LP(0€2),
for all 1 < p < oco. The corresponding statement holds also for the locally defined
tangent vectors.

The existence of a sequence {€;};>1 satisfying (i)—(iv) is the content of [28, Theorem 1.12]
Combining (i) and (ii) we deduce that ©; — € with respect to the Hausdorff distance.
By Lemma 2.1, it holds that lim;_,o0 A\g(2;) = A¢(€2). Moreover, Lemma 2.2 implies that
ug,0; converges to u, o strongly in HE(Q).
By the results of Jerison-Kenig [22] and Verchota [28], the non-tangential maximal
function of Vuyq belongs to L?(09Q). Therefore, by the dominated convergence theorem
together with properties (iii) and (iv),

%00\ pii-t(g) — i [ 2492 a1 (a) (18)
B Eal

81/ J—00 an
We claim that

lim
j—00

O(uga — Ug.0;

H( 20 = o) =0. (19)
ov; L2(09;)

Before proving this statement, let us show how it implies Theorem 1.1.

By (18), the Cauchy—Schwarz inequality, (19), and Theorem 1.1 applied for the smooth
sets (15,

/m‘auqﬁ‘ dH" (z) = lim )8uq, ‘ B0 ()

J—oo 08
0 .
— lim )M ~1(z)
J—00 an l/j
N+«
> limsup 2()
joroo  QgAq(B)*d
B /\q(Q)1+aq
B agAg(B)*s

This is the inequality claimed in Theorem 1.1 for €. Therefore, all that remains to complete
the proof of the theorem is to verify (19).
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As in Section 2, let I be the Newtonian potential in R?. We set
1 -1
wy = —T s [\ (@l = (@)l

and let v; be defined by
Ug,Q — Ug,Q; = Wj + ;.
We will show that the analogue of (19) holds separately for w; and for v;.
We begin with w; and use the fact that {ugq;};>1 is bounded in L>°(€2). This follows
from inequality (8) together with domain monotonicity of Ay, using ©; C Q. Consequently,

wj are uniformly bounded in Cﬁ)’s‘ (R9), for any a < 1 (see, for instance, [24, Theorem 10.2]).
By the Arzela—Ascoli theorem and passing to a subsequence, we can assume that w; con-

verges in Cﬁ)’?(Rd), for all v < 1, to some limit w. Since A\;(£2;) — A\g(R2) and ugq, — ugn
in H}(Q), an application of Young’s inequality (as in the proof of [24, Theorem 10.2])
implies that w; — 0 in L'(€2), consequently w = 0. By convergence in CI{)’?(Rd) and
properties (iii)-(iv), we deduce that

lim
Jj—o0

H%HL?(@QN =0.

This is the analogue of (19) for w;.
We now turn to vj. By construction, they solve

—Av; =0 in Q;,
Vj = Ugn —wj on 0§);.
Write vj := vj1 — vj2 with

—AUJJ =0 in Qj 5 resp —Ang =0 in Qj 5
’Uj71 = uq,Q on 8Qj s ’Uj’g = w]' on 89]' .

We will now use the results in [28] to argue that || aavlfj’ |20,y — 0 for i = 1,2. This gives
the analogue of (19) for v; and therefore completes the proof.

By arguing as in the proof of [28, Theorem 2.1] (see also [22, Theorem 2]) we can bound

0v;;

H ov;

with a constant C that is independent of j. Here, V; denotes the tangential derivative

on 99;. Since 9Q; is smooth and ugq,w; € C1*(9Q;), Schauder theory implies that the
boundary data are achieved in the classical sense, so Viv;1 = Viuy o and Vv 0 = Viw; on

12(09) ClIVivill L2 a0

89 Since w; converges to zero in C’l “(R?), we have || Viw,|| 12(52;) — 0 and, consequently,

|| a,,j *||2(a0,) = 0

The fact that [|[Viugollr2an,) — 0 follows from (iv), the fact that Vugq has a non-
tangential limit which is normal to the boundary almost everywhere on 02, the fact that
the non-tangential maximal function of Vug o belongs to L?(9£2), and the dominated con-

vergence theorem. Consequently, H%LZZIH r2(a2;) — 0. This concludes the proof.
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APPENDIX A. ON EQUALITY IN THEOREM 1.3

In this appendix we characterize the equality cases in the Brunn—Minkowski-type in-
equality of Theorem 1.3 in the case 1 < ¢ < 2. That is, we will extend Colesanti’s result
[7] for bounded open sets with C? boundary to arbitrary open sets.

Let Qp, 1 be non-empty and open. For ¢t € (0,1) set

Q= (1 — t)Qo + t) .

As shown at the beginning of Section 3, if min{\;(€0), A\q(©21)} = 0, then for all ¢t € (0,1)
one has \;(2;) = 0 and, consequently, equality holds in the inequality. Thus, the only case
where one can hope to characterize €y, yielding equality is when neither \;(£2o) nor
Ag(€21) is zero. If min{Aq(0), Ag(21)} > 0 but Ay(£2) = 0, then clearly equality does not
hold in the inequality. To characterize equality cases we can thus, without loss of generality,
assume that \y(€;) > 0 for i =0, 1, .

Lemma A.l. Fiz q € [1,2) and t € (0,1). Let Qo,Q1 C R? be non-empty open sets. If
Ag() > 0, then the sets Qq, 1, and ¢ are bounded.

Proof. If Qg and Q; are bounded, then so is ;. Therefore it suffices to show that, if g
or )y is unbounded, then A,(£2¢) = 0. We argue by contradiction. Assume for definiteness
that Qg is unbounded.

Since € is unbounded, we can find a sequence {xy, }n>1 C Qg such that |z,|+t/(1—1t) <
|xn 41| for each n > 1. Indeed, the sequence can be constructed by induction: pick an
arbitrary point in Qg as x1. Given {x,, }_; the set Qo Bz |+t/(1—t)(0) is non-empty, since
otherwise 29 would be bounded, and x 41 can be chosen arbitrarily in this set.

Fix y € ;. Since §; is open, there is an ¢ € (0, 1] such that B.(y) C €. The set Q;
contains Up>1 Bt ((1—t)x,+ty). By construction, |((1—t)zp+ty)—((1—t)zm+ty)| >t > te
for each n # m, and thus the balls in the union are disjoint. Using the monotonicity of A,
under set inclusions and (5), we conclude that A\y(€2;) = 0. O

With the above facts in hand we are ready to prove the following result, which general-
izes 7, Theorem 20].

Lemma A.2. Fiz q € [1,2) and t € (0,1). Let Qy,Q; C R? be non-empty open sets. If
Ag(€2) > 0 for i =0,1,t, then, for all (z,y) € Qo x O,
2—q q

q 2—gq _ 2—q
Mg () Pug,(1=t)z+1ty) 2 > (1=1)Ag(Q0) ™ Pugy(2) 2+t () Pug0,(y) 2

Proof of Lemma A.2. If Qg, ) are bounded sets with C? boundary (or convex), then the
claimed inequality is shown in the proof of [7, Theorem 20]; see also [7, Remark 22].

If 9,2 are as the lemma, then, by the previous lemma, €, {2; are bounded. Conse-
quently, there are interior exhaustions {€/};>1 for i = 0,1 such that €/ is bounded and
has C?-regular boundary, Qf C Qgﬂ C Q; for all j > 1, szlﬁg = (); and Qi — Q; with
respect to the Hausdorff distance. By Lemma 2.1, )\q(Qg ) = Aq(£%;). Therefore, Lemma 2.2
implies that Ui ™ Ug in H(Q;).
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For each j > 1, define Q{ =(1- t)Q{) + tQ{. Using the properties of Qz and the fact
that Qg and Q; are bounded, we easily see that (2] satisfies the assumptions of Lemma 2.1.
Hence Lemmas 2.1 and 2.2 imply that A\,(Q7) — X\,(Q:) and Uy i = Ug in H ().

By passing to a subsequence in j, we may assume that Uy () = ug,(x) for almost
every x € Qg. Let {z,}n>1 be countable set of such points that is dense in €. For fixed
x € Qp we can pass to a further subsequence so that Uy 0 (1=t)z+ty) = ug 0, ((1—t)x+ty)
and Uy (y) = ugq,0, (y) for almost every y € Q. By a diagonal argument, we can pass to
a subsequence in j so that, for each x, and almost every y € )y

uq@g((l —t)z, +ty) — uq,Qz((l —t)z, +ty) and uq@{ (y) — Uq, (y) -

Since the intersection of countably many sets of full measure is again a set of full measure,
the convergence above holds almost everywhere {2; simultaneously for all n.

By applying the pointwise inequality of Colesanti to the sets in the exhaustion and by
passing to the limit in j, we conclude that, for each x, and almost all y € €1,

_ 2—q _ 2—q _ 2—q
Ag(20) 7 Pug o (1=t)n+ty) 7 > (1=1)Ag(Q0) ™ Pug (@) 7 +tAg(21) ™ g0, (y) 7 -
By elliptic regularity (Lemma 2.3), both sides of this inequality are continuous functions
of y € Q1, and hence it extends to all y € ;. Similarly, for fixed y € 1 the continuity of
both sides of the inequality as a function of z, implies that it extends also to all z € Q.
This completes the proof of Lemma A.2. O

Proof of Theorem 1.3. Equality cases for 1 < g < 2. Let y and §2; be non-empty open
sets with Ag(€;) > 0 for ¢ = 0,1 and such that equality holds in (4). We continue to
use the notation Q; = (1 — ¢)Qy + t€; and recall from the discussion at the beginning of
this appendix that A\;(£2;) > 0. Thus, by Lemma A.1, Q;, i = 0,1,, are all bounded.

By a simple rescaling argument as in the proof of [7, Theorem 11|, we may assume that
equality holds in the multiplicative inequality

q

()72 > Ag(20) TN () 7,
We set
_q_ i s
Fi= (@) 2uio 9= A(Q) TP uig b= ()T ugg,
By Lemma A.2,

1/r 2 —
M1 =tz +ty) = [(1-t)f(z)" +tg(y)" for all (z,y) € Qo x Q and 7 := 27qq'

Thus, by the arithmetic-geometric means inequality,
h((1—t)z +ty) > f(z) tg(y)t for all (z,y) € Qo x Q.

Recall that we extend the function ugn,, i = 0,1,t, by zero to R4\ ;. Consequently, f,g,h
are functions on R% and we have

h((1—t)z +ty) > f(x) 7lg(y)t for all (x,y) € RY x RY.
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We now use the Prékopa—Leindler inequality and the characterization of its cases of
equality; see [10, Theorem 12| and also [7, Theorem 21]). By this inequality, we deduce
that

Aq(Qt)%z = /Rd h(z) dz > ( » f(z) d:r)l_t (/Rdg(x) dx>t
= ( @) dff>1_t (/Rdg(-%‘) dx>t = A(Q20) 17077\ () 77

Since, by assumption, we have equality here, we deduce from the characterization of equal-
ity in the Prékopa—Leindler inequality that there is a log-concave function F', as well as
k,n >0 and zo € R?, so that

f(z) = F(x) and  g(z) = Kk F(nz + x0) for almost every = € R,

We set U := {F > 0} and note that, by log-concavity of F', U is convex.
We claim that

QoCU and |U\Qo| =0. (20)

For the proof we will use the fact, shown in Lemma 2.3, that Q¢ = {f > 0}. Thus, if
x € U\ Qp, then F(z) > 0 = f(z) and therefore such = belong to the zero measure set,
where F' and f do not coincide. This proves the second assertion in (20). To prove the
first one, we argue by contradiction and assume that there is an xg € Qg with F(z() = 0.
By Hahn—Banach, there is an affine hyperplane passing through g such that U lies on one
side of it. Thus, there is an affine halfspace H, containing xg on its boundary, where F
vanishes. Since )y is open, the intersection {29 N H has positive measure and for all of its
points z one has 0 = F(z) < f(x). This is a contraction, and the proof of (20) is complete.
Noting that {F(n - +x¢) > 0} = n71(U — z0), we obtain, by the same argument,

0 C n_l(U — ) and |77_1(U —x9)\ Q| =0. (21)

Properties (20) and (21) imply that, up to sets of measure zero, {29 and 2; are homothetic
copies of the set U.

Since )¢ and €2 are open and since the Minkowski sum is not affected by sets of measure
zero being removed from U, we deduce that ; = (1—t)Qo+tQ = (1-t)U+tn 1 (U—x0). In
particular, the Brunn-Minkowski-type inequality applied with Qg = U and ; =~ }(U —
x) and the monotonicity of A\, under inclusions implies that

Ag(Q) 7% 2 (1= )Ag(U) 7 + tAg (™ (U — 20)) ™% 2= (1 = £)Aq(0) % + tAg(Q1) 7.

Since the left-hand side is equal to the right-hand side by assumption, it must hold that
A(Q0) = Ag(U) and A\y(Q21) = X\(n~ (U — z0)). In particular, ugq, is a minimizer for
Ag(U), so by uniqueness of minimizers and continuity (Lemma 2.3) uy0, = ugv in U. If
U \ Qo had positive capacity, then ug o, would have to vanish on this set. But, by Lemma
2.3, uq,y is nowhere vanishing in U, and so it follows that €}y agrees with U up to a set of
capacity zero. The same argument implies that the analogue statement for €2;. O
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In the first inclusion in (21) one cannot expect equality in general. For instance, if Qg is
an open ball in R%, d > 2, with a point removed, then Ug,0, extends continuously to this
point and assumes there a positive value, while we have agreed to extend uy q, by zero to
the complement of €.
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