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Abstract: This paper presents an innovative testing framework, testFAILS, designed for the rigorous
evaluation of Al Linguistic Systems, with a particular emphasis on various iterations of ChatGPT.
Leveraging orthogonal array coverage, this framework provides a robust mechanism for assessing
Al systems, addressing the critical question, "How should we evaluate AI?" While the Turing test
has traditionally been the benchmark for Al evaluation, we argue that current publicly available
chatbots, despite their rapid advancements, have yet to meet this standard. However, the pace of
progress suggests that achieving Turing test-level performance may be imminent. In the interim,
the need for effective Al evaluation and testing methodologies remains paramount. Our research,
which is ongoing, has already validated several versions of ChatGPT, and we are currently
conducting comprehensive testing on the latest models, including ChatGPT-4, Bard and Bing Bot,
and the LLaMA model. The testFAILS framework is designed to be adaptable, ready to evaluate
new bot versions as they are released. Additionally, we have tested available chatbot APIs and
developed our own application, AlDoctor, utilizing the ChatGPT-4 model and Microsoft Azure Al
technologies.
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1. Introduction

Our research focuses on developing testFAILS, a robust testing framework for evaluating and
comparing leading chatbots, including OpenAl's ChatGPT-4 [1], Google's Bard [2], Meta's LLaMA[3],
Microsoft's Bing Chat [4], and emerging contenders like Elon Musk's TruthGPT [5]. TestFAILS adopts
an adversarial approach, highlighting chatbot shortcomings to counterbalance the frequent media
hype around "Al breakthroughs." The Turing Test, a widely accepted measure of Al sophistication,
is a key benchmark in our framework. Despite rapid advancements in Al, no chatbot has yet achieved
this milestone, underscoring the need for effective evaluation methodologies.

TestFAILS comprises six critical components:

A. Simulated Turing Test Performance

B. User Productivity and Satisfaction

C. Integration into Computer Science Education

D. Multilingual Text Generation

E. Pair Programming Capabilities

F. Success in Bot-Based App Development

We have implemented a ternary evaluation system, assigning a pass, failure, or undetermined
status based on the presence of counterexamples. Numerical indicators are established for
comparison and aggregation of scores: 0 for failure, 0.5 for undetermined, and 1 for pass.

To fine-tune component weighting, we engaged the chatbots themselves, asking them to rate
component importance. Table 1 displays their responses.

Table 1. The weights of the testFAILS components, proposed by the chatbots themselves.

© 2023 by the author(s). Distributed under a Creative Commons CC BY license.
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Testing Components/ Parameters Weights proposed by the chatbots

Chat-GPT3.5 Chat-GPT4 Bard
A Simulated Turing Test Performance 0.2 0.2 0.2
B User Productivity and Satisfaction 0.2 0.2 0.2
C Integration into Computer Science Education. 0.2 0.3 0.1
D Multilingual Text Generation. 0.15 0.1 0.15
E Pair Programming Capabilities. 0.15 0.1 0.15
F Bot-based App development and its success 0.1 0.1 0.2
Total Score 1.00 1.00 1.00

As Table 1 shows, all chatbots agreed on the first two components' values, while others varied.
We conducted sub-studies on each component-related topic to determine the correct weights. Our
goal is to provide a sharp tool for assessing Al linguistic systems' efficacy and sophistication.

2. Research Background

Our research in chatbot evaluation leverages our extensive background in Natural Language
Processing (NLP) [6][7] and comprehensive understanding of Al models, particularly within the
Python programming ecosystem [8][9]. Recently, we have shifted our focus towards Transformer
Neural Networks, aiming to uncover and comprehend the biases embedded within their
computational layers [10][11][12][13][14]. Our technical expertise encompasses a range of
programming languages and frameworks, and we've successfully interfaced with several web
services and APIs, including Google Translate and Yandex Translate [9][15]. Initially, our research
questions were broad, contemplating whether a specific chatbot could boost societal intelligence or,
conversely, lead to its decline. We also pondered the tangible impact of these Al tools on the quality
of human life. However, given the inherent complexities in substantiating such wide-ranging claims,
we have honed our focus. Our primary research objectives now concentrate on assessing the influence
of chatbots on user experience and their potential to convincingly pass the Turing Test. This refined
focus allows us to delve deeper into these pivotal areas, thereby contributing meaningful insights to
the Al field.

3. Related work

Chatbots have become a staple in the industry, with several metrics, frameworks, and tools
achieving widespread adoption and even becoming industry standards. Our review of academic
literature [16][17][18][19] reveals that researchers are actively adapting to this evolution, integrating,
and contrasting methodologies to identify the most effective ones. The introduction of ChatGPT-3.x
and subsequent versions has significantly influenced the direction of research in this field. The recent
ICSE 2023 conference [20] highlighted papers exploring innovative topics, such as adaptive
developer-chatbot interactions [21], ChatGPT's capabilities in automatic bug fixing [22], and the
potential role of Al in the software development lifecycle [23]. Our work aligns closely with [24], a
study that also adopts a user-centric approach to chatbot evaluation. We also draw insights from
studies like [25] that explore the intersection of Al and higher education, a topic directly relevant to
one of our framework components. However, our framework's distinguishing feature is its focus on
user experience within the context of broader societal impact. This dual emphasis not only expands
our perspective but also ensures our approach's relevance and uniqueness amidst the rapidly
evolving Al landscape.

4. A Testing Framework for AI Linguistic Systems (testFAILS)

This section outlines the components of our framework, testFAILS, and the associated sub-
studies.

A. The Turing Test and The Infinities
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The 20th century heralded significant advancements in computing, including the introduction
of pivotal algorithms, frameworks, and the Turing machine. Today, Quantum and advanced High-
Performance Computing promise to revitalize these foundational methodologies. The Turing Test
remains a central topic within the Al community [26][27][28]. However, no chatbot has convincingly
passed this test due to the intentional limitations on chatbots' learning capabilities and the infinite
range of potential human queries. We hypothesize that no iteration of ChatGPT will pass the Turing
Test due to its fundamentally different architecture from the sequential programming model
proposed by Alan Turing. We introduce the concept of 'infinity of models' to describe the rapid
expansion of the Al landscape, which may soon outpace human capacity to manage and understand
AL We suggest that chatbots could self-evaluate by examining their underlying models to identify
differences, limitations, potential capabilities, and biases. We also propose the idea of the 'infinity of
chatbots," implying that if bots can recursively or asynchronously generate and call upon other bots,
tracking the 'best' bot may soon become unnecessary. Despite their advancements, all models,
including the ChatGPT-2+ family, Bing Al Chat, LLaMA, and Bard, fail the Turing Test due to
limitations such as lack of true understanding, inability to learn from interactions, and constraints in
maintaining long conversations. Consequently, all these models score 0 on the first testFAILS
component of Simulated Turing Test Performance. Interestingly, we observe an emerging 'battle of
the Bots,' as shown in Figure 1, where we see the integration of ChatGPT-4 with Bing and the
competition among the major players.

00 Meta Al

Figure 1. The battle of the Bots.

Figure 1 depicts the ongoing competition between Google and Microsoft, with Meta and its
LLaMA model observing the contest among the current major players.

B. Manual Usage of chatbots by non-programmers

Our exploration into user productivity and satisfaction began with the release of ChatGPT-3,
primarily involving manual testing. This hands-on engagement revealed unexpected insights,
including inconsistencies in the Al's content generation policies and susceptibility to harmful or
deceitful behaviors. We found that clear, error-free prompts were crucial for eliciting quality
responses, indicating that users need to learn how to interact with the bot effectively. Our later
comparison with more concise chatbots like Bard-bot and LLaMA revealed that user satisfaction is
not necessarily dependent on the size or complexity of the Al Instead, the quality and relevance of
the Al's responses play a crucial role in determining user satisfaction. However, we identified several
limitations, such as the Al's difficulties with overly long inputs and foreign languages, as well as
instances of logical contradiction in its responses. Additionally, the Al's responses occasionally lacked
relevance, bore biases, or carried ethical implications.

Our manual testing process involved a variety of activities, including initial investigation of
ChatGPT, experimenting with prompts of different lengths and quality, brainstorming potential
flaws, forcing offensive language [29], forcing malware production, refining the experimental
methodology, researching best practices of utilizing the bot, trying different natural and
programming languages, refining appropriate evaluation metrics, comparing version 4 with 3 and
3.5, querying political data, and generating whole programs, apps, and games.



Preprints (www.preprints.org) | NOT PEER-REVIEWED | Posted: 6 June 2023 d0i:10.20944/preprints202306.0418.v1

Our ongoing investigation is now focused on the impact of ChatGPT-4. We found our experience
with ChatGPT-3.5 to be significantly more pleasant compared to its predecessor, particularly in its
ability to write programming code. Upon the release of the paid version of ChatGPT-4, we
immediately transitioned and achieved even better results. The release of chat plugins and the
OpenAl API, capable of generating not only text but also images and speech, further enhanced our
experience. Currently, we are engaging with the bot using our speech as an input. It was also exciting
to discover that chat scripts can be used as prompts for a speech-to-text tool for small conversations
[30]. One of our current favorite plugins is the Noteable plugin [31], which aids in analyzing and
visualizing almost any type of data - a task previously performed only by skilled Python developers,
statisticians, and data analysts.

This component helped us gain a basic understanding of ChatGPT, its limitations, and
properties. Several limitations and potential drawbacks were discovered, including the need for clear
and descriptive text prompts, potential for creative writing and providing therapy to users, and the
impact of the number of users testing it on its speed. We also discovered several errors, such as those
caused by too long input, logical confusion in its own response, and both syntax and logical errors in
foreign languages. We give Bard an undetermined score for this component as at its current stage of
development, it frequently rejects our requests, while we give pass scores to both ChatGPT-3.5 and
ChatGPT-4 and they both are user-friendly and help those using them manually to have their
questions answered complete their tasks. ChatGPT set a record as the fastest app to reach 100 million
active users, reaching that milestone in two months [32].

C. Integrating Chatbots in Computer Science Education

The rise of chatbots like ChatGPT has significant implications for computer science education
[33]. To explore this, we conducted a study focusing on integrating ChatGPT into the programming
coursework of the CS0-CS1-CS2 sequence, which covers Foundations of Programming, Object-
oriented Java Core, and Data Structures. Our findings revealed that ChatGPT can generate
assignments and course materials for these programming courses, precisely ChatGPT-3.5+ could
provide complete Java programs without any errors. However, we also noted that its ability to assist
with debugging Node.js applications or setting up SQL server databases was limited. We further
discovered that the tendency to engage in cheating tended to increase around the sophomore year.
Freshman students, who are new to university and not yet technically skilled, were less likely to
resort to cheating. On the other hand, junior and senior students, who already possess coding skills,
were more likely to utilize ChatGPT for learning purposes.

To assess the effectiveness of ChatGPT in computer science education, we assigned fifty junior
and senior students the task of independently learning parallel programming in C# [34]. They were
provided with a GitHub repository, Visual Studio Code, and ChatGPT-3.5+ as their resources.
Following the assignment, we collected feedback from the students, that overall was positive,
indicating that students enjoyed using ChatGPT as a learning tool. They found the assignment
valuable and engaging, even more so than assignments that required extensive coding and hands-on
experience. However, to our surprise some students mentioned that the assignment took them longer
than usual, as many of them were using the bot for the first time. Word clouds of student responses
can be seen in Figure 2, they are mainly positive.
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Figure 2. Word Cloud of Student Feedback on Integrating ChatGPT 3.5 in their Assignment.
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We are giving an undetermined Bard Bot for the third component and pass to both ChatGPT-3.5
and 4.

D. Multilanguage-text generation with chatbots

Our exploration of multilanguage text generation led us to experiment with the open-source
ChatGPT-2 model. However, we found that the capabilities of ChatGPT-2 fell short of our
expectations when compared to the advancements made in ChatGPT-3, 3.5, and 4. The responses
generated by ChatGPT-2 appeared somewhat trivial and did not exhibit the same level of
sophistication and context awareness as its successors. While the model does offer simplicity and
ease of use, it lacks the advanced language modeling techniques and contextual understanding
present in the newer iterations of the ChatGPT family. ChatGPT-3, 3.5, and 4 have demonstrated
significant improvements in multilanguage text generation, providing more accurate and coherent
responses across different languages. In comparison, models such as Bard, known for its transformer-
based language generation, offer superior performance and more favorable results in multilanguage
text generation tasks. In many cases Bard completely refused to work with foreign languages, which
made us give it, in its current experimental status, a failure for this component. ChatGPT-3.5+ models
receive a pass from us.

E. Pair Programming with Chatbots

Pair programming is a widely recognized software development practice that involves two
programmers working together on the same code. In our study, we explored the potential and current
extensive practice of integrating chatbots into pair programming scenarios. To investigate this aspect,
we conducted a case study focusing on the translation of custom MATLAB code [35][36] to Python
and utilized Bard, ChatGPT-3, ChatGPT-3.5, and ChatGPT-4 to assist in the translation process.
During the case study, we encountered several challenges and observed distinct differences in the
performance of the chatbot models. One significant challenge was the inability of the chatbots to
handle large code snippets effectively. When provided with extensive prompts, the chatbots often
failed to respond or generated truncated results without indicating any limitations. Furthermore, we
assessed the quality of the generated code by plugging it into Visual Studio Code for further
debugging. We found that the quality of the translated code was lower than expected, highlighting
the limitations of the chatbot models in accurately converting MATLAB code to Python. The newly
generated python code did not perform logically as expected while having no syntax errors in it.
Despite these challenges, we noted that the overall quality of the code generation improved with each
version of the chatbot. Upgrading from ChatGPT-3 to ChatGPT-3.5 and then to ChatGPT-4 resulted
in enhanced performance and more reliable outcomes. Additionally, we found that maintaining a
polite and emotional tone in interactions with the chatbots positively influenced their responses.
However, we also noted that the chatbots did not generate any emojis (what it usually does not do
but could be suitable for a pair programming scenario of coding together with the ‘buddy’ chatbot).

It is worth mentioning that the chatbots' limitations in code translation raise questions about the
extent to which they have been trained on MATLAB-specific code. MATLAB has been widely used
in scientific and engineering domains, and translating MATLAB code accurately to Python is
essential for seamless knowledge transfer. While chatbots have made progress in this area, there is
still room for improvement.

The introduction of GitHub Copilot [37], an Al-powered code completion tool, holds promise
for enhancing pair programming experiences. GitHub Copilot leverages the power of OpenAl
models and training on vast repositories of open-source code to provide intelligent code suggestions
and completions. Its integration with popular development environments enables developers to
collaborate more efficiently and accelerates the software development process.

We are giving a pass to ChatGPT-3.5+ version and undetermined to Bard Bot for this component.

F. AIDoctor app
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The last component of our study focuses on the development of the AIDoctor app, which utilizes

the OpenAl API to create a virtual doctor assistant. The app is designed to provide free 24/7

consultation services to patients. We developed the AlDoctor app specifically for this study and

successfully integrated the ChatGPT-4 model into the app. To enhance the app's performance, we

invested significant time in prompt engineering and developed a chain of prompts, referred to as
steps, that are fed into AIDoctor.
Opening Prompt

Pretend that you are Dr. GPT, a doctor with over 30 years of experience across all realms of
the medical field. For this doctor’s appointment, you are to structure the virtual appointment
in 6 steps as follows:

- Review Medical History

- Physical Exam

- Lab Tests

- Screenings

- Lifestyle Changes

- Medications & Referrals to Other Specialists

For the first step of the appointment, you will ask me about my symptoms, current
medications, recent surgeries, recent haspitalizations, new/unusual symptoms,
health/lifestyle changes, stress/anxiety levels, family history of health problems, allergic
reactions to past medicines, current pain/discomfort, side effects from current medications,
significant life changes affecting health, changes in mood/mental health & recent exposure

Figure 3. The beginning of the chain of prompts prepared for AIDoctor App.

Figure 3 illustrates the beginning of the first step in the chain of prompts prepared for the
AlDoctor App.

The app relies on the Health Bot Visual Studio template and related Azure Al service [38], has a
mobile-oriented design, and developed in C# [39]. AlDoctor aims to offer medical consultation
experience through virtual platforms. It interacts with the OpenAl API by instructing the model to
take on the role of a doctor while considering the user as the patient. The app is currently a prototype
and does not comply with HIPPA and related regulations but relies on Azure Health Bot, used in the
industry for extended amounts of time and enhances its text responses by integration of ChatGPT-4
in it. Figure 4 demonstrates underlined Azure Health Bot service.

Figure 4. Backend of the AIDoctor — an Azure Health Bot service [38].

Testing of the app involved inputting symptoms such as headaches, stomachaches, and coughs,
and the app successfully provided accurate responses with links to purchase medications. Figures 5
and 6 represent examples of such tests.
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Figure 6. Home Page of the AIDoctor MAUI app (test case used ChatGPT-3.5).

The app's graphical user interface (GUI), that can be partially seen in Figures 5 and 6 is still in
the early stages of development and does not fully reflect the desired design and theme of the initial
concept. The App self-describes itself on its AboutUs page and provides capability to call emergency
services on its CallNow page. Future additions to the app may include incorporating object detection
on user images to assist with identifying conditions like bruises, cuts, and blood pressure readings.
By integrating the OpenAl API, the app demonstrates the potential for Al-driven healthcare
solutions. The effectiveness and usability of the app for patients seeking medical advice needs a
separate usability study.

At this point we have no access to Bard API and therefore it again gets undetermined status
while both versions of ChatGPT passed the last component.

5. Current results and Future Work

Our testFAILS framework, currently in development, has allowed us to compare several
linguistic Al bots. Our evaluation included a family of ChatGPT-2+ bots with Bing and two
competitors Bard and LLaMA. We did not focus a lot on the Bing chatbot as it is relatively new and
as a Microsoft product works together with ChatGPT-4 (it helps to browse). Meta’s LLAMA model
is currently under our study, we are using it only in our python code to further compare different
text models. Table 2 summarizes the evaluation results:

Table 2. Evaluation results.

Weights proposed by the

Testing Components/ Parameters chatbots
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Etalon  Chat- .\ cpT4 Bard

GP13.5
A Simulated Turing Test Performance 1 0 0 0
B User Productivity and Satisfaction 1 0.5 1 1
C Integration into Computer Science Education. 1 0.5 1 1
D Multilingual Text Generation. 1 0 1 1
E Pair Programming Capabilities. 1 0.5 1 1
F Bot-based App development and its success 1 0.5 1 1
Total Score 6 2 5 5

As depicted in Table 2, no chatbot has yet achieved full success under the rigorous testFAILS
framework. The ChatGPT family, particularly its latest models, appear to be leading the pack.
However, it's crucial to note that using ChatGPT-4 carries a cost of $20 USD per month. Alongside
this are potential additional costs for image generation, GPU/cloud usage, and other handy tools,
which could drive the price even higher. While the free-to-use ChatGPT-3.5 may produce slightly
less polished results and lack web browsing and plugin usage capabilities, it still holds its ground in
the race.

Bard Bot is new to the market. With limited global access and a smaller group of testers with
API access, Bard is still finding its feet. Nonetheless, we believe Google, with its long-standing
history, abundant resources, strong business connections, and extensive data warehouses, will
eventually gain momentum in this race. As consumers, we can only stand to gain from this
competitive landscape of chatbots, as it fosters innovation and continuous improvement. We would
like to mention that building such a framework is very subjective and depends on where you are,
what your occupation is and what you are trying to achieve. We would like to recommend using
several tools and comparing their features individually for every user or business.
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