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Abstract We study settings in which autonomous agents are designed to op-
timize a given system-level objective. In typical approaches to this problem,
each agent is endowed with a decision-making rule that specifies the agent’s
choice as a function of relevant information pertaining to the system’s state.
The choices of other agents in the system comprise a key component of this
information. This paper considers a scenario in which the designed decision-
making rules are not implementable in the realized system due to discrepan-
cies between the anticipated and realized information available to the agents.
The focus of this paper is to develop methods by which the agents can pre-
serve system-level performance guarantees in these unanticipated scenarios
through local and independent redesigns of their own decision-making rules.
First, we show a general impossibility result which states that in general set-
tings, there are no local redesign methodologies that can offer any preservation
of system-level performance guarantees, even when the affected agents satisfy
an inconsequentiality criterion. However, we then show that when system-level
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objectives are submodular, local redesigns of utility functions do exist which
allow nominal performance guarantees to degrade gracefully as information
is denied to agents. That is, in these submodular settings, agents can adapt
to informational inconsistencies independently without incurring much loss in
terms of system-level performance.

Keywords Game Theory · Networked Learning · Distributed Optimization ·
Utility Design

1 Introduction

A multi-agent system can be viewed as a collection of decision-making enti-
ties each making local decisions in response to locally available information.
These decision-making entities could be self-interested, e.g., drivers utilizing a
transportation networks (Kleer and Schäfer, 2017), or could be computer con-
trolled, e.g., unmanned aerial vehicles in a swarm (Ni et al., 2020). Regardless
of the physical makeup of these decision-making entitles, the central job of the
system operator is to ensure that the emergent collective behavior is desirable
relative to a performance metric of interest.

Game theory has received considerable attention as an overarching frame-
work for the analysis and design of such multi-agent systems (Alós-Ferrer and
Netzer, 2010; Blume, 1993, 1995; Pradelski and Young, 2012; Young, 1993).
Clearly, game theory is relevant to the design and control of multi-agent sys-
tems when the system is comprised of self-interested decision-making enti-
ties (Collins et al., 2021; Ferguson et al., 2021; Vetta, 2002). Interestingly, game
theory is also relevant for systems where the decision-making entities are com-
puter controlled and a system operator is tasked with deriving local decision-
making rules (or control strategies) for the agents in the systems (Wolpert
et al., 1999). The connection to game theory is fueled by the fact that these
control strategies can often be viewed through the lens of distributed learning,
where agents are responding in a predetermined way to some intrinsic utility
functions.

The connection between game theory and the design of engineered multi-
agent systems has fueled a branch of research under the umbrella of mech-
anism design that focuses on the design of agent utility functions (Marden
and Shamma, 2014; Yang et al., 2017). Here, a central objective of the system
designer is to construct agent utility functions such that the resulting equi-
libria have desirable efficiency properties. It is often the case that the system
designer can focus exclusively on the design of utility functions without explic-
itly considering the dynamics that will ultimately drive the collective behavior
to such equilibria (de Jong and Uetz, 2020; Li and Marden, 2013). The reason
for this decomposition stems from the fact that if the designed agent utility
functions posses a desirable structure, e.g., form a weakly acyclic or potential
game, then a system operator can appeal to off-the-shelf distributed learn-
ing algorithms that can be employed to drive the collective behavior to an
equilibrium of interest, e.g., fictitious play or log-linear learning (Alós-Ferrer
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and Netzer, 2010; Candogan et al., 2013; Fudenberg and Levine, 1998; Li
et al., 2021). Accordingly, the design of distributed control algorithms for en-
gineered multi-agent systems can be recast as the problem of designing utility
functions for the agents such that the induced games have desirable equilib-
rium properties. Interestingly, recent results show that this game theoretic
approach to distributed control design is without loss for various problems of
interest (Paccagnan et al., 2020). That is, such game theoretic algorithms can
actually match the performance bounds of the best distributed algorithms.

One of the central research themes associated with the problem of util-
ity design in multiagent systems focuses on the well-studied efficiency metric
termed the price of anarchy (Papadimitriou, 2001). The price of anarchy is a
worst-case measure that seeks to bound the system-level cost associated with
an equilibrium of interest, e.g., pure Nash equilibrium, when compared to the
optimal system-level cost. With regard to multiagent system design, the price
of anarchy serves as the competitive ratio of the distributed algorithm that
results from merging a particular utility design with a given dynamic process
that is guaranteed to drive the collective behavior to an equilibrium. Accord-
ingly, there have been significant recent advances in deriving utility functions
that optimize the price of anarchy (Ramaswamy Pillai et al., 2021).

This paper studies implementing such game theoretic approaches for the
online coordination of multiagent systems, focusing in particular on the robust-
ness of such approaches to informational deficiencies. Implementing a given
distributed learning algorithm for online coordination of multi-agent systems
typically requires an individual agent to have access to (i) the agent’s local
utility function and (ii) the behavior of the other agents in the system. While
knowledge of the local utility function is not necessarily a problem, the same
need not hold true regarding knowledge of the behavior of the other agents
in the system (Grimsman et al., 2020; Seaton and Brown, 2022). These infor-
mational deficiencies can be due to numerous issues including agent failures,
adversarial interventions, and communication or sensing issues. Accordingly,
the focus of this paper is on understanding how to revise these online learning
algorithms to accommodate unplanned informational deficiencies while pre-
serving the original equilibrium performance guarantees.

We begin by describing our model to ensure that our contributions are
clear.

1.1 Model

A multiagent optimization problem has agent set I = {1, . . . , n} where each
agent i ∈ I has a finite action set (or choice set) Ai. The quality of each
joint action profile a = (a1, . . . , an) ∈ A = A1 × · · · × An is expressed by a
system-level objective function of the form W : A → R≥0. Further, each agent
i is assigned a utility function Ui : A → R≥0 which will guide their decision-
making process. We will refer to these utility functions as the nominal utility
functions and will denote a multiagent optimization problem of the above form
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<latexit sha1_base64="bnptiIFqsed4C1P9FOnPb9zMMoE=">AAAB6HicbVDLSgNBEOyNrxhfUY9eBoPgKewGUfEU8OIxAfOAZAmzk95kzOzsMjMrhpAv8OJBEa9+kjf/xkmyB00saCiquunuChLBtXHdbye3tr6xuZXfLuzs7u0fFA+PmjpOFcMGi0Ws2gHVKLjEhuFGYDtRSKNAYCsY3c781iMqzWN5b8YJ+hEdSB5yRo2V6k+9Ysktu3OQVeJlpAQZar3iV7cfszRCaZigWnc8NzH+hCrDmcBpoZtqTCgb0QF2LJU0Qu1P5odOyZlV+iSMlS1pyFz9PTGhkdbjKLCdETVDvezNxP+8TmrCa3/CZZIalGyxKEwFMTGZfU36XCEzYmwJZYrbWwkbUkWZsdkUbAje8surpFkpe5flSv2iVL3J4sjDCZzCOXhwBVW4gxo0gAHCM7zCm/PgvDjvzseiNedkM8fwB87nD+YbjPs=</latexit>x
<latexit sha1_base64="lHqthVtUKuxfE0FqmkFif07ZeTY=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mKqHgqePHYgq2FNpTNdtKu3WzC7kYoob/AiwdFvPqTvPlv3LY5aOuDgcd7M8zMCxLBtXHdb6ewtr6xuVXcLu3s7u0flA+P2jpOFcMWi0WsOgHVKLjEluFGYCdRSKNA4EMwvp35D0+oNI/lvZkk6Ed0KHnIGTVWak765Ypbdecgq8TLSQVyNPrlr94gZmmE0jBBte56bmL8jCrDmcBpqZdqTCgb0yF2LZU0Qu1n80On5MwqAxLGypY0ZK7+nshopPUkCmxnRM1IL3sz8T+vm5rw2s+4TFKDki0WhakgJiazr8mAK2RGTCyhTHF7K2EjqigzNpuSDcFbfnmVtGtV77Jaa15U6jd5HEU4gVM4Bw+uoA530IAWMEB4hld4cx6dF+fd+Vi0Fpx85hj+wPn8AeefjPw=</latexit>y <latexit sha1_base64="Ip3V1JzK6ZEqJcCcF+G0/gT1WcE=">AAAB6HicbVDLSgNBEOyNrxhfUY9eBoPgKewGUfEU8OIxAfOAZAmzk95kzOzsMjMrxJAv8OJBEa9+kjf/xkmyB00saCiquunuChLBtXHdbye3tr6xuZXfLuzs7u0fFA+PmjpOFcMGi0Ws2gHVKLjEhuFGYDtRSKNAYCsY3c781iMqzWN5b8YJ+hEdSB5yRo2V6k+9Ysktu3OQVeJlpAQZar3iV7cfszRCaZigWnc8NzH+hCrDmcBpoZtqTCgb0QF2LJU0Qu1P5odOyZlV+iSMlS1pyFz9PTGhkdbjKLCdETVDvezNxP+8TmrCa3/CZZIalGyxKEwFMTGZfU36XCEzYmwJZYrbWwkbUkWZsdkUbAje8surpFkpe5flSv2iVL3J4sjDCZzCOXhwBVW4gxo0gAHCM7zCm/PgvDjvzseiNedkM8fwB87nD+kjjP0=</latexit>z

<latexit sha1_base64="A5TCumcx28DVOWNM1ndBnyq0cFM=">AAAB8XicbVBNSwMxEJ2tX7V+VT16CRbBU9ktRUUQCl48VrAf2C4lm2bb0CS7JFmhXfovvHhQxKv/xpv/xrTdg7Y+GHi8N8PMvCDmTBvX/XZya+sbm1v57cLO7t7+QfHwqKmjRBHaIBGPVDvAmnImacMww2k7VhSLgNNWMLqd+a0nqjSL5IMZx9QXeCBZyAg2Vnps9dLJZIpuULVXLLlldw60SryMlCBDvVf86vYjkggqDeFY647nxsZPsTKMcDotdBNNY0xGeEA7lkosqPbT+cVTdGaVPgojZUsaNFd/T6RYaD0Wge0U2Az1sjcT//M6iQmv/JTJODFUksWiMOHIRGj2PuozRYnhY0swUczeisgQK0yMDalgQ/CWX14lzUrZuyhX7qul2nUWRx5O4BTOwYNLqMEd1KEBBCQ8wyu8Odp5cd6dj0VrzslmjuEPnM8fmD2QMA==</latexit>

Wzz = 4

<latexit sha1_base64="EagVu45B9Y4rQgFOP/Vccd+NVuU=">AAAB8XicbVBNSwMxEJ2tX7V+VT16CRbBU9ktoiIIBS8eK9gPbJeSTbNtaDZZkqywLv0XXjwo4tV/481/Y9ruQVsfDDzem2FmXhBzpo3rfjuFldW19Y3iZmlre2d3r7x/0NIyUYQ2ieRSdQKsKWeCNg0znHZiRXEUcNoOxjdTv/1IlWZS3Js0pn6Eh4KFjGBjpYd2P0ufJugauf1yxa26M6Bl4uWkAjka/fJXbyBJElFhCMdadz03Nn6GlWGE00mpl2gaYzLGQ9q1VOCIaj+bXTxBJ1YZoFAqW8Kgmfp7IsOR1mkU2M4Im5Fe9Kbif143MeGlnzERJ4YKMl8UJhwZiabvowFTlBieWoKJYvZWREZYYWJsSCUbgrf48jJp1areebV2d1apX+VxFOEIjuEUPLiAOtxCA5pAQMAzvMKbo50X5935mLcWnHzmEP7A+fwBkKOQKw==</latexit>

Wyz = 0

<latexit sha1_base64="ygCu3G0IuJ+ji5WDpSCff0GJto8=">AAAB8XicbVDLSgNBEOz1GeMr6tHLYBA8hd0gKoIQ8OIxgnlgsoTZSScZMju7zMyKcclfePGgiFf/xpt/4yTZgyYWNBRV3XR3BbHg2rjut7O0vLK6tp7byG9ube/sFvb26zpKFMMai0SkmgHVKLjEmuFGYDNWSMNAYCMYXk/8xgMqzSN5Z0Yx+iHtS97jjBor3Tc66dPjmFwRt1MouiV3CrJIvIwUIUO1U/hqdyOWhCgNE1TrlufGxk+pMpwJHOfbicaYsiHtY8tSSUPUfjq9eEyOrdIlvUjZkoZM1d8TKQ21HoWB7QypGeh5byL+57US07vwUy7jxKBks0W9RBATkcn7pMsVMiNGllCmuL2VsAFVlBkbUt6G4M2/vEjq5ZJ3VirfnhYrl1kcOTiEIzgBD86hAjdQhRowkPAMr/DmaOfFeXc+Zq1LTjZzAH/gfP4AjxuQKg==</latexit>

Wzx = 0

<latexit sha1_base64="jzb7RpndyNPDyw4p2iveeVDwaIw=">AAAB8XicbVDLSgNBEOz1GeMr6tHLYBA8hd0gKoIQ8OIxgnlgsoTZSScZMju7zMxKwpK/8OJBEa/+jTf/xkmyB00saCiquunuCmLBtXHdb2dldW19YzO3ld/e2d3bLxwc1nWUKIY1FolINQOqUXCJNcONwGaskIaBwEYwvJ36jSdUmkfywYxj9EPal7zHGTVWemx00tFoQm6I1ykU3ZI7A1kmXkaKkKHaKXy1uxFLQpSGCap1y3Nj46dUGc4ETvLtRGNM2ZD2sWWppCFqP51dPCGnVumSXqRsSUNm6u+JlIZaj8PAdobUDPSiNxX/81qJ6V35KZdxYlCy+aJeIoiJyPR90uUKmRFjSyhT3N5K2IAqyowNKW9D8BZfXib1csm7KJXvz4uV6yyOHBzDCZyBB5dQgTuoQg0YSHiGV3hztPPivDsf89YVJ5s5gj9wPn8AjYuQKQ==</latexit>

Wxx = 1

<latexit sha1_base64="2aP696B7gYqss7Ihr8+062zC9as=">AAAB8XicbVBNSwMxEJ3Ur1q/qh69BIvgqewWURGEghePFewHtkvJptk2NJtdkqy4LP0XXjwo4tV/481/Y9ruQVsfDDzem2Fmnh8Lro3jfKPCyura+kZxs7S1vbO7V94/aOkoUZQ1aSQi1fGJZoJL1jTcCNaJFSOhL1jbH99M/fYjU5pH8t6kMfNCMpQ84JQYKz20+1n6NMHXuNYvV5yqMwNeJm5OKpCj0S9/9QYRTUImDRVE667rxMbLiDKcCjYp9RLNYkLHZMi6lkoSMu1ls4sn+MQqAxxEypY0eKb+nshIqHUa+rYzJGakF72p+J/XTUxw6WVcxolhks4XBYnAJsLT9/GAK0aNSC0hVHF7K6Yjogg1NqSSDcFdfHmZtGpV97xauzur1K/yOIpwBMdwCi5cQB1uoQFNoCDhGV7hDWn0gt7Rx7y1gPKZQ/gD9PkDkJmQKw==</latexit>

Wyx = 2

<latexit sha1_base64="hEnX+vvSIYVMToU3yhEBqSLL//w=">AAAB8XicbVBNSwMxEJ3Ur1q/qh69BIvgqewWURGEghePFewHtkvJptk2NJtdkqy4LP0XXjwo4tV/481/Y9ruQVsfDDzem2Fmnh8Lro3jfKPCyura+kZxs7S1vbO7V94/aOkoUZQ1aSQi1fGJZoJL1jTcCNaJFSOhL1jbH99M/fYjU5pH8t6kMfNCMpQ84JQYKz20+9lTOsHXuNYvV5yqMwNeJm5OKpCj0S9/9QYRTUImDRVE667rxMbLiDKcCjYp9RLNYkLHZMi6lkoSMu1ls4sn+MQqAxxEypY0eKb+nshIqHUa+rYzJGakF72p+J/XTUxw6WVcxolhks4XBYnAJsLT9/GAK0aNSC0hVHF7K6Yjogg1NqSSDcFdfHmZtGpV97xauzur1K/yOIpwBMdwCi5cQB1uoQFNoCDhGV7hDWn0gt7Rx7y1gPKZQ/gD9PkDkJiQKw==</latexit>

Wxy = 2

<latexit sha1_base64="2soKhP6EopLElswmSoMBmXzvldg=">AAAB8XicbVBNSwMxEJ2tX7V+VT16CRbBU9mtoiIIBS8eK9gPbJeSTbNtaJJdkqywLP0XXjwo4tV/481/Y9ruQVsfDDzem2FmXhBzpo3rfjuFldW19Y3iZmlre2d3r7x/0NJRoghtkohHqhNgTTmTtGmY4bQTK4pFwGk7GN9O/fYTVZpF8sGkMfUFHkoWMoKNlR7b/SxNJ+gGnfXLFbfqzoCWiZeTCuRo9MtfvUFEEkGlIRxr3fXc2PgZVoYRTielXqJpjMkYD2nXUokF1X42u3iCTqwyQGGkbEmDZurviQwLrVMR2E6BzUgvelPxP6+bmPDKz5iME0MlmS8KE45MhKbvowFTlBieWoKJYvZWREZYYWJsSCUbgrf48jJp1areRbV2f16pX+dxFOEIjuEUPLiEOtxBA5pAQMIzvMKbo50X5935mLcWnHzmEP7A+fwBk6aQLQ==</latexit>

Wyy = 3

<latexit sha1_base64="aqORQczNFh9A4SbW+Ot9sdOW2d4=">AAAB73icbVBNSwMxEJ2tX7V+VT16CRbBU9ktoiIIBS8eK9gPaJeSTbNtaDZZk6ywLv0TXjwo4tW/481/Y9ruQVsfDDzem2FmXhBzpo3rfjuFldW19Y3iZmlre2d3r7x/0NIyUYQ2ieRSdQKsKWeCNg0znHZiRXEUcNoOxjdTv/1IlWZS3Js0pn6Eh4KFjGBjpU67nz2lk2u3X664VXcGtEy8nFQgR6Nf/uoNJEkiKgzhWOuu58bGz7AyjHA6KfUSTWNMxnhIu5YKHFHtZ7N7J+jEKgMUSmVLGDRTf09kONI6jQLbGWEz0oveVPzP6yYmvPQzJuLEUEHmi8KEIyPR9Hk0YIoSw1NLMFHM3orICCtMjI2oZEPwFl9eJq1a1Tuv1u7OKvWrPI4iHMExnIIHF1CHW2hAEwhweIZXeHMenBfn3fmYtxacfOYQ/sD5/AHfsI/X</latexit>

Wzy = 0

<latexit sha1_base64="rvyBwBcy6rrOaA7QK4vTUuth/pY=">AAAB73icbVDLSgNBEOz1GeMr6tHLYBA8hd0gKoIQ8OIxgnlAsoTZySQZMju7zvSKcclPePGgiFd/x5t/4yTZgyYWNBRV3XR3BbEUBl3321laXlldW89t5De3tnd2C3v7dRMlmvEai2SkmwE1XArFayhQ8masOQ0DyRvB8HriNx64NiJSdziKuR/SvhI9wShaqdnopI9P4yu3Uyi6JXcKski8jBQhQ7VT+Gp3I5aEXCGT1JiW58bop1SjYJKP8+3E8JiyIe3zlqWKhtz46fTeMTm2Spf0Im1LIZmqvydSGhozCgPbGVIcmHlvIv7ntRLsXfipUHGCXLHZol4iCUZk8jzpCs0ZypEllGlhbyVsQDVlaCPK2xC8+ZcXSb1c8s5K5dvTYuUyiyMHh3AEJ+DBOVTgBqpQAwYSnuEV3px758V5dz5mrUtONnMAf+B8/gDeJ4/W</latexit>

Wxz = 0 <latexit sha1_base64="bnptiIFqsed4C1P9FOnPb9zMMoE=">AAAB6HicbVDLSgNBEOyNrxhfUY9eBoPgKewGUfEU8OIxAfOAZAmzk95kzOzsMjMrhpAv8OJBEa9+kjf/xkmyB00saCiquunuChLBtXHdbye3tr6xuZXfLuzs7u0fFA+PmjpOFcMGi0Ws2gHVKLjEhuFGYDtRSKNAYCsY3c781iMqzWN5b8YJ+hEdSB5yRo2V6k+9Ysktu3OQVeJlpAQZar3iV7cfszRCaZigWnc8NzH+hCrDmcBpoZtqTCgb0QF2LJU0Qu1P5odOyZlV+iSMlS1pyFz9PTGhkdbjKLCdETVDvezNxP+8TmrCa3/CZZIalGyxKEwFMTGZfU36XCEzYmwJZYrbWwkbUkWZsdkUbAje8surpFkpe5flSv2iVL3J4sjDCZzCOXhwBVW4gxo0gAHCM7zCm/PgvDjvzseiNedkM8fwB87nD+YbjPs=</latexit>x

<latexit sha1_base64="Ip3V1JzK6ZEqJcCcF+G0/gT1WcE=">AAAB6HicbVDLSgNBEOyNrxhfUY9eBoPgKewGUfEU8OIxAfOAZAmzk95kzOzsMjMrxJAv8OJBEa9+kjf/xkmyB00saCiquunuChLBtXHdbye3tr6xuZXfLuzs7u0fFA+PmjpOFcMGi0Ws2gHVKLjEhuFGYDtRSKNAYCsY3c781iMqzWN5b8YJ+hEdSB5yRo2V6k+9Ysktu3OQVeJlpAQZar3iV7cfszRCaZigWnc8NzH+hCrDmcBpoZtqTCgb0QF2LJU0Qu1P5odOyZlV+iSMlS1pyFz9PTGhkdbjKLCdETVDvezNxP+8TmrCa3/CZZIalGyxKEwFMTGZfU36XCEzYmwJZYrbWwkbUkWZsdkUbAje8surpFkpe5flSv2iVL3J4sjDCZzCOXhwBVW4gxo0gAHCM7zCm/PgvDjvzseiNedkM8fwB87nD+kjjP0=</latexit>z

<latexit sha1_base64="bnptiIFqsed4C1P9FOnPb9zMMoE=">AAAB6HicbVDLSgNBEOyNrxhfUY9eBoPgKewGUfEU8OIxAfOAZAmzk95kzOzsMjMrhpAv8OJBEa9+kjf/xkmyB00saCiquunuChLBtXHdbye3tr6xuZXfLuzs7u0fFA+PmjpOFcMGi0Ws2gHVKLjEhuFGYDtRSKNAYCsY3c781iMqzWN5b8YJ+hEdSB5yRo2V6k+9Ysktu3OQVeJlpAQZar3iV7cfszRCaZigWnc8NzH+hCrDmcBpoZtqTCgb0QF2LJU0Qu1P5odOyZlV+iSMlS1pyFz9PTGhkdbjKLCdETVDvezNxP+8TmrCa3/CZZIalGyxKEwFMTGZfU36XCEzYmwJZYrbWwkbUkWZsdkUbAje8surpFkpe5flSv2iVL3J4sjDCZzCOXhwBVW4gxo0gAHCM7zCm/PgvDjvzseiNedkM8fwB87nD+YbjPs=</latexit>x <latexit sha1_base64="Ip3V1JzK6ZEqJcCcF+G0/gT1WcE=">AAAB6HicbVDLSgNBEOyNrxhfUY9eBoPgKewGUfEU8OIxAfOAZAmzk95kzOzsMjMrxJAv8OJBEa9+kjf/xkmyB00saCiquunuChLBtXHdbye3tr6xuZXfLuzs7u0fFA+PmjpOFcMGi0Ws2gHVKLjEhuFGYDtRSKNAYCsY3c781iMqzWN5b8YJ+hEdSB5yRo2V6k+9Ysktu3OQVeJlpAQZar3iV7cfszRCaZigWnc8NzH+hCrDmcBpoZtqTCgb0QF2LJU0Qu1P5odOyZlV+iSMlS1pyFz9PTGhkdbjKLCdETVDvezNxP+8TmrCa3/CZZIalGyxKEwFMTGZfU36XCEzYmwJZYrbWwkbUkWZsdkUbAje8surpFkpe5flSv2iVL3J4sjDCZzCOXhwBVW4gxo0gAHCM7zCm/PgvDjvzseiNedkM8fwB87nD+kjjP0=</latexit>z

<latexit sha1_base64="A5TCumcx28DVOWNM1ndBnyq0cFM=">AAAB8XicbVBNSwMxEJ2tX7V+VT16CRbBU9ktRUUQCl48VrAf2C4lm2bb0CS7JFmhXfovvHhQxKv/xpv/xrTdg7Y+GHi8N8PMvCDmTBvX/XZya+sbm1v57cLO7t7+QfHwqKmjRBHaIBGPVDvAmnImacMww2k7VhSLgNNWMLqd+a0nqjSL5IMZx9QXeCBZyAg2Vnps9dLJZIpuULVXLLlldw60SryMlCBDvVf86vYjkggqDeFY647nxsZPsTKMcDotdBNNY0xGeEA7lkosqPbT+cVTdGaVPgojZUsaNFd/T6RYaD0Wge0U2Az1sjcT//M6iQmv/JTJODFUksWiMOHIRGj2PuozRYnhY0swUczeisgQK0yMDalgQ/CWX14lzUrZuyhX7qul2nUWRx5O4BTOwYNLqMEd1KEBBCQ8wyu8Odp5cd6dj0VrzslmjuEPnM8fmD2QMA==</latexit>

Wzz = 4

<latexit sha1_base64="EagVu45B9Y4rQgFOP/Vccd+NVuU=">AAAB8XicbVBNSwMxEJ2tX7V+VT16CRbBU9ktoiIIBS8eK9gPbJeSTbNtaDZZkqywLv0XXjwo4tV/481/Y9ruQVsfDDzem2FmXhBzpo3rfjuFldW19Y3iZmlre2d3r7x/0NIyUYQ2ieRSdQKsKWeCNg0znHZiRXEUcNoOxjdTv/1IlWZS3Js0pn6Eh4KFjGBjpYd2P0ufJugauf1yxa26M6Bl4uWkAjka/fJXbyBJElFhCMdadz03Nn6GlWGE00mpl2gaYzLGQ9q1VOCIaj+bXTxBJ1YZoFAqW8Kgmfp7IsOR1mkU2M4Im5Fe9Kbif143MeGlnzERJ4YKMl8UJhwZiabvowFTlBieWoKJYvZWREZYYWJsSCUbgrf48jJp1areebV2d1apX+VxFOEIjuEUPLiAOtxCA5pAQMAzvMKbo50X5935mLcWnHzmEP7A+fwBkKOQKw==</latexit>

Wyz = 0

<latexit sha1_base64="ygCu3G0IuJ+ji5WDpSCff0GJto8=">AAAB8XicbVDLSgNBEOz1GeMr6tHLYBA8hd0gKoIQ8OIxgnlgsoTZSScZMju7zMyKcclfePGgiFf/xpt/4yTZgyYWNBRV3XR3BbHg2rjut7O0vLK6tp7byG9ube/sFvb26zpKFMMai0SkmgHVKLjEmuFGYDNWSMNAYCMYXk/8xgMqzSN5Z0Yx+iHtS97jjBor3Tc66dPjmFwRt1MouiV3CrJIvIwUIUO1U/hqdyOWhCgNE1TrlufGxk+pMpwJHOfbicaYsiHtY8tSSUPUfjq9eEyOrdIlvUjZkoZM1d8TKQ21HoWB7QypGeh5byL+57US07vwUy7jxKBks0W9RBATkcn7pMsVMiNGllCmuL2VsAFVlBkbUt6G4M2/vEjq5ZJ3VirfnhYrl1kcOTiEIzgBD86hAjdQhRowkPAMr/DmaOfFeXc+Zq1LTjZzAH/gfP4AjxuQKg==</latexit>

Wzx = 0

<latexit sha1_base64="jzb7RpndyNPDyw4p2iveeVDwaIw=">AAAB8XicbVDLSgNBEOz1GeMr6tHLYBA8hd0gKoIQ8OIxgnlgsoTZSScZMju7zMxKwpK/8OJBEa/+jTf/xkmyB00saCiquunuCmLBtXHdb2dldW19YzO3ld/e2d3bLxwc1nWUKIY1FolINQOqUXCJNcONwGaskIaBwEYwvJ36jSdUmkfywYxj9EPal7zHGTVWemx00tFoQm6I1ykU3ZI7A1kmXkaKkKHaKXy1uxFLQpSGCap1y3Nj46dUGc4ETvLtRGNM2ZD2sWWppCFqP51dPCGnVumSXqRsSUNm6u+JlIZaj8PAdobUDPSiNxX/81qJ6V35KZdxYlCy+aJeIoiJyPR90uUKmRFjSyhT3N5K2IAqyowNKW9D8BZfXib1csm7KJXvz4uV6yyOHBzDCZyBB5dQgTuoQg0YSHiGV3hztPPivDsf89YVJ5s5gj9wPn8AjYuQKQ==</latexit>

Wxx = 1

<latexit sha1_base64="2aP696B7gYqss7Ihr8+062zC9as=">AAAB8XicbVBNSwMxEJ3Ur1q/qh69BIvgqewWURGEghePFewHtkvJptk2NJtdkqy4LP0XXjwo4tV/481/Y9ruQVsfDDzem2Fmnh8Lro3jfKPCyura+kZxs7S1vbO7V94/aOkoUZQ1aSQi1fGJZoJL1jTcCNaJFSOhL1jbH99M/fYjU5pH8t6kMfNCMpQ84JQYKz20+1n6NMHXuNYvV5yqMwNeJm5OKpCj0S9/9QYRTUImDRVE667rxMbLiDKcCjYp9RLNYkLHZMi6lkoSMu1ls4sn+MQqAxxEypY0eKb+nshIqHUa+rYzJGakF72p+J/XTUxw6WVcxolhks4XBYnAJsLT9/GAK0aNSC0hVHF7K6Yjogg1NqSSDcFdfHmZtGpV97xauzur1K/yOIpwBMdwCi5cQB1uoQFNoCDhGV7hDWn0gt7Rx7y1gPKZQ/gD9PkDkJmQKw==</latexit>

Wyx = 2

<latexit sha1_base64="hEnX+vvSIYVMToU3yhEBqSLL//w=">AAAB8XicbVBNSwMxEJ3Ur1q/qh69BIvgqewWURGEghePFewHtkvJptk2NJtdkqy4LP0XXjwo4tV/481/Y9ruQVsfDDzem2Fmnh8Lro3jfKPCyura+kZxs7S1vbO7V94/aOkoUZQ1aSQi1fGJZoJL1jTcCNaJFSOhL1jbH99M/fYjU5pH8t6kMfNCMpQ84JQYKz20+9lTOsHXuNYvV5yqMwNeJm5OKpCj0S9/9QYRTUImDRVE667rxMbLiDKcCjYp9RLNYkLHZMi6lkoSMu1ls4sn+MQqAxxEypY0eKb+nshIqHUa+rYzJGakF72p+J/XTUxw6WVcxolhks4XBYnAJsLT9/GAK0aNSC0hVHF7K6Yjogg1NqSSDcFdfHmZtGpV97xauzur1K/yOIpwBMdwCi5cQB1uoQFNoCDhGV7hDWn0gt7Rx7y1gPKZQ/gD9PkDkJiQKw==</latexit>

Wxy = 2

<latexit sha1_base64="2soKhP6EopLElswmSoMBmXzvldg=">AAAB8XicbVBNSwMxEJ2tX7V+VT16CRbBU9mtoiIIBS8eK9gPbJeSTbNtaJJdkqywLP0XXjwo4tV/481/Y9ruQVsfDDzem2FmXhBzpo3rfjuFldW19Y3iZmlre2d3r7x/0NJRoghtkohHqhNgTTmTtGmY4bQTK4pFwGk7GN9O/fYTVZpF8sGkMfUFHkoWMoKNlR7b/SxNJ+gGnfXLFbfqzoCWiZeTCuRo9MtfvUFEEkGlIRxr3fXc2PgZVoYRTielXqJpjMkYD2nXUokF1X42u3iCTqwyQGGkbEmDZurviQwLrVMR2E6BzUgvelPxP6+bmPDKz5iME0MlmS8KE45MhKbvowFTlBieWoKJYvZWREZYYWJsSCUbgrf48jJp1areRbV2f16pX+dxFOEIjuEUPLiEOtxBA5pAQMIzvMKbo50X5935mLcWnHzmEP7A+fwBk6aQLQ==</latexit>

Wyy = 3

<latexit sha1_base64="aqORQczNFh9A4SbW+Ot9sdOW2d4=">AAAB73icbVBNSwMxEJ2tX7V+VT16CRbBU9ktoiIIBS8eK9gPaJeSTbNtaDZZk6ywLv0TXjwo4tW/481/Y9ruQVsfDDzem2FmXhBzpo3rfjuFldW19Y3iZmlre2d3r7x/0NIyUYQ2ieRSdQKsKWeCNg0znHZiRXEUcNoOxjdTv/1IlWZS3Js0pn6Eh4KFjGBjpU67nz2lk2u3X664VXcGtEy8nFQgR6Nf/uoNJEkiKgzhWOuu58bGz7AyjHA6KfUSTWNMxnhIu5YKHFHtZ7N7J+jEKgMUSmVLGDRTf09kONI6jQLbGWEz0oveVPzP6yYmvPQzJuLEUEHmi8KEIyPR9Hk0YIoSw1NLMFHM3orICCtMjI2oZEPwFl9eJq1a1Tuv1u7OKvWrPI4iHMExnIIHF1CHW2hAEwhweIZXeHMenBfn3fmYtxacfOYQ/sD5/AHfsI/X</latexit>

Wzy = 0

<latexit sha1_base64="rvyBwBcy6rrOaA7QK4vTUuth/pY=">AAAB73icbVDLSgNBEOz1GeMr6tHLYBA8hd0gKoIQ8OIxgnlAsoTZySQZMju7zvSKcclPePGgiFd/x5t/4yTZgyYWNBRV3XR3BbEUBl3321laXlldW89t5De3tnd2C3v7dRMlmvEai2SkmwE1XArFayhQ8masOQ0DyRvB8HriNx64NiJSdziKuR/SvhI9wShaqdnopI9P4yu3Uyi6JXcKski8jBQhQ7VT+Gp3I5aEXCGT1JiW58bop1SjYJKP8+3E8JiyIe3zlqWKhtz46fTeMTm2Spf0Im1LIZmqvydSGhozCgPbGVIcmHlvIv7ntRLsXfipUHGCXLHZol4iCUZk8jzpCs0ZypEllGlhbyVsQDVlaCPK2xC8+ZcXSb1c8s5K5dvTYuUyiyMHh3AEJ+DBOVTgBqpQAwYSnuEV3px758V5dz5mrUtONnMAf+B8/gDeJ4/W</latexit>

Wxz = 0

<latexit sha1_base64="whU4o7u/NWv6vCOcIKoTqzavtoo=">AAAB/HicbVDLSsNAFJ3UV62vaJduBovgqiRFVFxV3LisYB/QhHAznbZDJw9mJkII8VfcuFDErR/izr9x0mahrQcGDufcyz1z/JgzqSzr26isrW9sblW3azu7e/sH5uFRT0aJILRLIh6JgQ+SchbSrmKK00EsKAQ+p31/dlv4/UcqJIvCB5XG1A1gErIxI6C05Jl1xweROQGoKQGe3eS5Z3tmw2pac+BVYpekgUp0PPPLGUUkCWioCAcph7YVKzcDoRjhNK85iaQxkBlM6FDTEAIq3WwePsenWhnhcST0CxWeq783MgikTANfTxYp5bJXiP95w0SNr9yMhXGiaEgWh8YJxyrCRRN4xAQliqeaABFMZ8VkCgKI0n3VdAn28pdXSa/VtC+arfvzRvu6rKOKjtEJOkM2ukRtdIc6qIsIStEzekVvxpPxYrwbH4vRilHu1NEfGJ8/8a+U8A==</latexit>

Ā1

<latexit sha1_base64="c+3tuIsVnE1Y3Q989xFv95agm0U=">AAAB/HicbVDLSsNAFL2pr1pf0S7dDBbBVUmKqLiquHFZwT6gCWEynbRDJw9mJkIJ8VfcuFDErR/izr9x0mahrQcGDufcyz1z/IQzqSzr26isrW9sblW3azu7e/sH5uFRT8apILRLYh6LgY8l5SyiXcUUp4NEUBz6nPb96W3h9x+pkCyOHtQsoW6IxxELGMFKS55Zd3wsMifEakIwz27y3Gt5ZsNqWnOgVWKXpAElOp755YxikoY0UoRjKYe2lSg3w0Ixwmlec1JJE0ymeEyHmkY4pNLN5uFzdKqVEQpioV+k0Fz9vZHhUMpZ6OvJIqVc9grxP2+YquDKzViUpIpGZHEoSDlSMSqaQCMmKFF8pgkmgumsiEywwETpvmq6BHv5y6uk12raF83W/XmjfV3WUYVjOIEzsOES2nAHHegCgRk8wyu8GU/Gi/FufCxGK0a5U4c/MD5/APMzlPE=</latexit>

Ā2

<latexit sha1_base64="vmRKhjI95QkpdHnHGHG5IhUx0Pw=">AAAB+HicbVDLSsNAFL2pr1ofjbp0M1gEVyUpouKq4sZlBfuANoTJdNoOnUzCzESoIV/ixoUibv0Ud/6NkzYLbT0wcDjnXu6ZE8ScKe0431ZpbX1jc6u8XdnZ3duv2geHHRUlktA2iXgkewFWlDNB25ppTnuxpDgMOO0G09vc7z5SqVgkHvQspl6Ix4KNGMHaSL5dTQch1hOCeXqTZX7Dt2tO3ZkDrRK3IDUo0PLtr8EwIklIhSYcK9V3nVh7KZaaEU6zyiBRNMZkise0b6jAIVVeOg+eoVOjDNEokuYJjebq740Uh0rNwsBM5inVspeL/3n9RI+uvJSJONFUkMWhUcKRjlDeAhoySYnmM0MwkcxkRWSCJSbadFUxJbjLX14lnUbdvag37s9rzeuijjIcwwmcgQuX0IQ7aEEbCCTwDK/wZj1ZL9a79bEYLVnFzhH8gfX5A+UCkzg=</latexit>A2
<latexit sha1_base64="vmRKhjI95QkpdHnHGHG5IhUx0Pw=">AAAB+HicbVDLSsNAFL2pr1ofjbp0M1gEVyUpouKq4sZlBfuANoTJdNoOnUzCzESoIV/ixoUibv0Ud/6NkzYLbT0wcDjnXu6ZE8ScKe0431ZpbX1jc6u8XdnZ3duv2geHHRUlktA2iXgkewFWlDNB25ppTnuxpDgMOO0G09vc7z5SqVgkHvQspl6Ix4KNGMHaSL5dTQch1hOCeXqTZX7Dt2tO3ZkDrRK3IDUo0PLtr8EwIklIhSYcK9V3nVh7KZaaEU6zyiBRNMZkise0b6jAIVVeOg+eoVOjDNEokuYJjebq740Uh0rNwsBM5inVspeL/3n9RI+uvJSJONFUkMWhUcKRjlDeAhoySYnmM0MwkcxkRWSCJSbadFUxJbjLX14lnUbdvag37s9rzeuijjIcwwmcgQuX0IQ7aEEbCCTwDK/wZj1ZL9a79bEYLVnFzhH8gfX5A+UCkzg=</latexit>A2

<latexit sha1_base64="4Ry+EEfYmowmCqf0cndaW+rKFQo=">AAAB+HicbVDLSsNAFL2pr1ofjbp0M1gEVyUpouKq4sZlBfuANoTJdNoOnUzCzESoIV/ixoUibv0Ud/6NkzYLbT0wcDjnXu6ZE8ScKe0431ZpbX1jc6u8XdnZ3duv2geHHRUlktA2iXgkewFWlDNB25ppTnuxpDgMOO0G09vc7z5SqVgkHvQspl6Ix4KNGMHaSL5dTQch1hOCeXqTZb7r2zWn7syBVolbkBoUaPn212AYkSSkQhOOleq7Tqy9FEvNCKdZZZAoGmMyxWPaN1TgkCovnQfP0KlRhmgUSfOERnP190aKQ6VmYWAm85Rq2cvF/7x+okdXXspEnGgqyOLQKOFIRyhvAQ2ZpETzmSGYSGayIjLBEhNtuqqYEtzlL6+STqPuXtQb9+e15nVRRxmO4QTOwIVLaMIdtKANBBJ4hld4s56sF+vd+liMlqxi5wj+wPr8AeN+kzc=</latexit>A1
<latexit sha1_base64="4Ry+EEfYmowmCqf0cndaW+rKFQo=">AAAB+HicbVDLSsNAFL2pr1ofjbp0M1gEVyUpouKq4sZlBfuANoTJdNoOnUzCzESoIV/ixoUibv0Ud/6NkzYLbT0wcDjnXu6ZE8ScKe0431ZpbX1jc6u8XdnZ3duv2geHHRUlktA2iXgkewFWlDNB25ppTnuxpDgMOO0G09vc7z5SqVgkHvQspl6Ix4KNGMHaSL5dTQch1hOCeXqTZb7r2zWn7syBVolbkBoUaPn212AYkSSkQhOOleq7Tqy9FEvNCKdZZZAoGmMyxWPaN1TgkCovnQfP0KlRhmgUSfOERnP190aKQ6VmYWAm85Rq2cvF/7x+okdXXspEnGgqyOLQKOFIRyhvAQ2ZpETzmSGYSGayIjLBEhNtuqqYEtzlL6+STqPuXtQb9+e15nVRRxmO4QTOwIVLaMIdtKANBBJ4hld4s56sF+vd+liMlqxi5wj+wPr8AeN+kzc=</latexit>A1

Realization #1 Realization #2All Possible Actions

Fig. 1 This figure highlights the inherent challenges associated with the utility design
process for a simplified problem. To that end, suppose that each agent i ∈ I = {1, 2} has
three potential actions, which we denote by Ā1 = Ā2 = {x, y, z}. Furthermore, the system-
level objective (or welfare) associated with the nine possible joint actions is provided on the
left figure. For simplicity, consider the common interest design where each agent is associated
with a utility function equal to the global objective, e.g., U1(x, y) = U2(x, y) = Wxy .
Once this utility structure is specified, the action set of each agent is realized and the
designed utility functions are implemented. In Realization #1, the realized action sets are
A1 = A2 = {x, y} and there is a unique pure Nash equilibrium with the optimal total
welfare of 3. However, in Realization #2, the realized action sets are now of the form
A1 = A2 = {x, z} and there are two pure Nash equilibria, (x, x) and (z, z), with a welfare
of 1 and 4 respectively. Hence, this particular utility design is unable to guarantee that any
Nash equilibrium in any problem instance will have a welfare > 25% of the optimal welfare.

by the tuple G = (I,A, {Ui}i∈I ,W ). We will denote a set of such multiagent
optimization problems by G.

The field of utility design focuses on how to construct these agent utility
functions U = (U1, . . . , Un) to achieve desirable equilibrium properties. Dur-
ing the design process, it is typically assumed that the system designer has
limited knowledge regarding the specific structure of the multiagent optimiza-
tion problem (I,A, ·,W ), and a common mode of uncertainty pertains to the
structure of the agents’ action sets. More formally, each agent i ∈ I is associ-
ated with a set of possible action choices Āi, and the system-level objective is
defined over these possible action sets, i.e., W : Ā1 × · · · × Ān → R. However,
the specific realization of these action sets, Ai ⊆ Āi for all i ∈ I, is not avail-
able to the system designer. The goal of a system designer is to design a utility
function for each agent i ∈ I of the form Ui : Ā1 × · · ·× Ān → R that leads to
desirable collective behavior regardless of the specific realization of the agents’
action sets. Note that a particular choice of utility functions U = (U1, . . . , Un)
coupled with a system objective function W induces a family of multiagent
optimization problems of the form GU = {(I,A, {Ui}i∈I ,W ) : A ⊆ Ā}, where
we denote an admissible joint action set as A ⊆ Ā with the understanding
that this means A = A1 × · · · × An where Ai ⊆ Āi for each agent i ∈ I. See
Figure 1 for an illustration.

When a utility design induces a learnable game structure (e.g., potential
games or weakly acyclic games) and is coupled with a suitable distributed
learning rule that guarantees convergence to an equilibrium (e.g., fictitious
play or best response dynamics), the result is a distributed algorithm that
provides a competitive ratio equal to the price of anarchy, which is defined as

PoA(GU ) = inf
G∈GU

(
minane∈PNE(G) W (ane)

maxaopt∈G W (aopt)

)
≥ 0. (1)
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<latexit sha1_base64="bnptiIFqsed4C1P9FOnPb9zMMoE=">AAAB6HicbVDLSgNBEOyNrxhfUY9eBoPgKewGUfEU8OIxAfOAZAmzk95kzOzsMjMrhpAv8OJBEa9+kjf/xkmyB00saCiquunuChLBtXHdbye3tr6xuZXfLuzs7u0fFA+PmjpOFcMGi0Ws2gHVKLjEhuFGYDtRSKNAYCsY3c781iMqzWN5b8YJ+hEdSB5yRo2V6k+9Ysktu3OQVeJlpAQZar3iV7cfszRCaZigWnc8NzH+hCrDmcBpoZtqTCgb0QF2LJU0Qu1P5odOyZlV+iSMlS1pyFz9PTGhkdbjKLCdETVDvezNxP+8TmrCa3/CZZIalGyxKEwFMTGZfU36XCEzYmwJZYrbWwkbUkWZsdkUbAje8surpFkpe5flSv2iVL3J4sjDCZzCOXhwBVW4gxo0gAHCM7zCm/PgvDjvzseiNedkM8fwB87nD+YbjPs=</latexit>x

<latexit sha1_base64="lHqthVtUKuxfE0FqmkFif07ZeTY=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mKqHgqePHYgq2FNpTNdtKu3WzC7kYoob/AiwdFvPqTvPlv3LY5aOuDgcd7M8zMCxLBtXHdb6ewtr6xuVXcLu3s7u0flA+P2jpOFcMWi0WsOgHVKLjEluFGYCdRSKNA4EMwvp35D0+oNI/lvZkk6Ed0KHnIGTVWak765Ypbdecgq8TLSQVyNPrlr94gZmmE0jBBte56bmL8jCrDmcBpqZdqTCgb0yF2LZU0Qu1n80On5MwqAxLGypY0ZK7+nshopPUkCmxnRM1IL3sz8T+vm5rw2s+4TFKDki0WhakgJiazr8mAK2RGTCyhTHF7K2EjqigzNpuSDcFbfnmVtGtV77Jaa15U6jd5HEU4gVM4Bw+uoA530IAWMEB4hld4cx6dF+fd+Vi0Fpx85hj+wPn8AeefjPw=</latexit>y

<latexit sha1_base64="bnptiIFqsed4C1P9FOnPb9zMMoE=">AAAB6HicbVDLSgNBEOyNrxhfUY9eBoPgKewGUfEU8OIxAfOAZAmzk95kzOzsMjMrhpAv8OJBEa9+kjf/xkmyB00saCiquunuChLBtXHdbye3tr6xuZXfLuzs7u0fFA+PmjpOFcMGi0Ws2gHVKLjEhuFGYDtRSKNAYCsY3c781iMqzWN5b8YJ+hEdSB5yRo2V6k+9Ysktu3OQVeJlpAQZar3iV7cfszRCaZigWnc8NzH+hCrDmcBpoZtqTCgb0QF2LJU0Qu1P5odOyZlV+iSMlS1pyFz9PTGhkdbjKLCdETVDvezNxP+8TmrCa3/CZZIalGyxKEwFMTGZfU36XCEzYmwJZYrbWwkbUkWZsdkUbAje8surpFkpe5flSv2iVL3J4sjDCZzCOXhwBVW4gxo0gAHCM7zCm/PgvDjvzseiNedkM8fwB87nD+YbjPs=</latexit>x
<latexit sha1_base64="lHqthVtUKuxfE0FqmkFif07ZeTY=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mKqHgqePHYgq2FNpTNdtKu3WzC7kYoob/AiwdFvPqTvPlv3LY5aOuDgcd7M8zMCxLBtXHdb6ewtr6xuVXcLu3s7u0flA+P2jpOFcMWi0WsOgHVKLjEluFGYCdRSKNA4EMwvp35D0+oNI/lvZkk6Ed0KHnIGTVWak765Ypbdecgq8TLSQVyNPrlr94gZmmE0jBBte56bmL8jCrDmcBpqZdqTCgb0yF2LZU0Qu1n80On5MwqAxLGypY0ZK7+nshopPUkCmxnRM1IL3sz8T+vm5rw2s+4TFKDki0WhakgJiazr8mAK2RGTCyhTHF7K2EjqigzNpuSDcFbfnmVtGtV77Jaa15U6jd5HEU4gVM4Bw+uoA530IAWMEB4hld4cx6dF+fd+Vi0Fpx85hj+wPn8AeefjPw=</latexit>y

<latexit sha1_base64="A5TCumcx28DVOWNM1ndBnyq0cFM=">AAAB8XicbVBNSwMxEJ2tX7V+VT16CRbBU9ktRUUQCl48VrAf2C4lm2bb0CS7JFmhXfovvHhQxKv/xpv/xrTdg7Y+GHi8N8PMvCDmTBvX/XZya+sbm1v57cLO7t7+QfHwqKmjRBHaIBGPVDvAmnImacMww2k7VhSLgNNWMLqd+a0nqjSL5IMZx9QXeCBZyAg2Vnps9dLJZIpuULVXLLlldw60SryMlCBDvVf86vYjkggqDeFY647nxsZPsTKMcDotdBNNY0xGeEA7lkosqPbT+cVTdGaVPgojZUsaNFd/T6RYaD0Wge0U2Az1sjcT//M6iQmv/JTJODFUksWiMOHIRGj2PuozRYnhY0swUczeisgQK0yMDalgQ/CWX14lzUrZuyhX7qul2nUWRx5O4BTOwYNLqMEd1KEBBCQ8wyu8Odp5cd6dj0VrzslmjuEPnM8fmD2QMA==</latexit>

Wzz = 4

<latexit sha1_base64="bQ/xn0r/NSo7kqeHLHBpnCmew58=">AAAB8XicbVBNSwMxEJ2tX7V+VT16CRbBU9mtoiIIBS8eK9gPbJeSTbNtaJJdkqxYl/4LLx4U8eq/8ea/MW33oK0PBh7vzTAzL4g508Z1v53c0vLK6lp+vbCxubW9U9zda+goUYTWScQj1QqwppxJWjfMcNqKFcUi4LQZDK8nfvOBKs0ieWdGMfUF7ksWMoKNle6b3fTxaYyu0Em3WHLL7hRokXgZKUGGWrf41elFJBFUGsKx1m3PjY2fYmUY4XRc6CSaxpgMcZ+2LZVYUO2n04vH6MgqPRRGypY0aKr+nkix0HokAtspsBnoeW8i/ue1ExNe+CmTcWKoJLNFYcKRidDkfdRjihLDR5Zgopi9FZEBVpgYG1LBhuDNv7xIGpWyd1au3J6WqpdZHHk4gEM4Bg/OoQo3UIM6EJDwDK/w5mjnxXl3PmatOSeb2Yc/cD5/AJOlkC0=</latexit>

Wxz = 3

<latexit sha1_base64="EagVu45B9Y4rQgFOP/Vccd+NVuU=">AAAB8XicbVBNSwMxEJ2tX7V+VT16CRbBU9ktoiIIBS8eK9gPbJeSTbNtaDZZkqywLv0XXjwo4tV/481/Y9ruQVsfDDzem2FmXhBzpo3rfjuFldW19Y3iZmlre2d3r7x/0NIyUYQ2ieRSdQKsKWeCNg0znHZiRXEUcNoOxjdTv/1IlWZS3Js0pn6Eh4KFjGBjpYd2P0ufJugauf1yxa26M6Bl4uWkAjka/fJXbyBJElFhCMdadz03Nn6GlWGE00mpl2gaYzLGQ9q1VOCIaj+bXTxBJ1YZoFAqW8Kgmfp7IsOR1mkU2M4Im5Fe9Kbif143MeGlnzERJ4YKMl8UJhwZiabvowFTlBieWoKJYvZWREZYYWJsSCUbgrf48jJp1areebV2d1apX+VxFOEIjuEUPLiAOtxCA5pAQMAzvMKbo50X5935mLcWnHzmEP7A+fwBkKOQKw==</latexit>

Wyz = 0

<latexit sha1_base64="ygCu3G0IuJ+ji5WDpSCff0GJto8=">AAAB8XicbVDLSgNBEOz1GeMr6tHLYBA8hd0gKoIQ8OIxgnlgsoTZSScZMju7zMyKcclfePGgiFf/xpt/4yTZgyYWNBRV3XR3BbHg2rjut7O0vLK6tp7byG9ube/sFvb26zpKFMMai0SkmgHVKLjEmuFGYDNWSMNAYCMYXk/8xgMqzSN5Z0Yx+iHtS97jjBor3Tc66dPjmFwRt1MouiV3CrJIvIwUIUO1U/hqdyOWhCgNE1TrlufGxk+pMpwJHOfbicaYsiHtY8tSSUPUfjq9eEyOrdIlvUjZkoZM1d8TKQ21HoWB7QypGeh5byL+57US07vwUy7jxKBks0W9RBATkcn7pMsVMiNGllCmuL2VsAFVlBkbUt6G4M2/vEjq5ZJ3VirfnhYrl1kcOTiEIzgBD86hAjdQhRowkPAMr/DmaOfFeXc+Zq1LTjZzAH/gfP4AjxuQKg==</latexit>

Wzx = 0
<latexit sha1_base64="vQ/443THReqhOqFLykwqN0YHBbs=">AAAB8XicbVBNSwMxEJ2tX7V+VT16CRbBU9ktoiIIBS8eK9gPbJeSTbNtaDZZkqywLv0XXjwo4tV/481/Y9ruQVsfDDzem2FmXhBzpo3rfjuFldW19Y3iZmlre2d3r7x/0NIyUYQ2ieRSdQKsKWeCNg0znHZiRXEUcNoOxjdTv/1IlWZS3Js0pn6Eh4KFjGBjpYd2P3tKJ+gaef1yxa26M6Bl4uWkAjka/fJXbyBJElFhCMdadz03Nn6GlWGE00mpl2gaYzLGQ9q1VOCIaj+bXTxBJ1YZoFAqW8Kgmfp7IsOR1mkU2M4Im5Fe9Kbif143MeGlnzERJ4YKMl8UJhwZiabvowFTlBieWoKJYvZWREZYYWJsSCUbgrf48jJp1areebV2d1apX+VxFOEIjuEUPLiAOtxCA5pAQMAzvMKbo50X5935mLcWnHzmEP7A+fwBkiiQLA==</latexit>

Wzy = 1

<latexit sha1_base64="jzb7RpndyNPDyw4p2iveeVDwaIw=">AAAB8XicbVDLSgNBEOz1GeMr6tHLYBA8hd0gKoIQ8OIxgnlgsoTZSScZMju7zMxKwpK/8OJBEa/+jTf/xkmyB00saCiquunuCmLBtXHdb2dldW19YzO3ld/e2d3bLxwc1nWUKIY1FolINQOqUXCJNcONwGaskIaBwEYwvJ36jSdUmkfywYxj9EPal7zHGTVWemx00tFoQm6I1ykU3ZI7A1kmXkaKkKHaKXy1uxFLQpSGCap1y3Nj46dUGc4ETvLtRGNM2ZD2sWWppCFqP51dPCGnVumSXqRsSUNm6u+JlIZaj8PAdobUDPSiNxX/81qJ6V35KZdxYlCy+aJeIoiJyPR90uUKmRFjSyhT3N5K2IAqyowNKW9D8BZfXib1csm7KJXvz4uV6yyOHBzDCZyBB5dQgTuoQg0YSHiGV3hztPPivDsf89YVJ5s5gj9wPn8AjYuQKQ==</latexit>

Wxx = 1

<latexit sha1_base64="2aP696B7gYqss7Ihr8+062zC9as=">AAAB8XicbVBNSwMxEJ3Ur1q/qh69BIvgqewWURGEghePFewHtkvJptk2NJtdkqy4LP0XXjwo4tV/481/Y9ruQVsfDDzem2Fmnh8Lro3jfKPCyura+kZxs7S1vbO7V94/aOkoUZQ1aSQi1fGJZoJL1jTcCNaJFSOhL1jbH99M/fYjU5pH8t6kMfNCMpQ84JQYKz20+1n6NMHXuNYvV5yqMwNeJm5OKpCj0S9/9QYRTUImDRVE667rxMbLiDKcCjYp9RLNYkLHZMi6lkoSMu1ls4sn+MQqAxxEypY0eKb+nshIqHUa+rYzJGakF72p+J/XTUxw6WVcxolhks4XBYnAJsLT9/GAK0aNSC0hVHF7K6Yjogg1NqSSDcFdfHmZtGpV97xauzur1K/yOIpwBMdwCi5cQB1uoQFNoCDhGV7hDWn0gt7Rx7y1gPKZQ/gD9PkDkJmQKw==</latexit>

Wyx = 2

<latexit sha1_base64="hEnX+vvSIYVMToU3yhEBqSLL//w=">AAAB8XicbVBNSwMxEJ3Ur1q/qh69BIvgqewWURGEghePFewHtkvJptk2NJtdkqy4LP0XXjwo4tV/481/Y9ruQVsfDDzem2Fmnh8Lro3jfKPCyura+kZxs7S1vbO7V94/aOkoUZQ1aSQi1fGJZoJL1jTcCNaJFSOhL1jbH99M/fYjU5pH8t6kMfNCMpQ84JQYKz20+9lTOsHXuNYvV5yqMwNeJm5OKpCj0S9/9QYRTUImDRVE667rxMbLiDKcCjYp9RLNYkLHZMi6lkoSMu1ls4sn+MQqAxxEypY0eKb+nshIqHUa+rYzJGakF72p+J/XTUxw6WVcxolhks4XBYnAJsLT9/GAK0aNSC0hVHF7K6Yjogg1NqSSDcFdfHmZtGpV97xauzur1K/yOIpwBMdwCi5cQB1uoQFNoCDhGV7hDWn0gt7Rx7y1gPKZQ/gD9PkDkJiQKw==</latexit>

Wxy = 2

<latexit sha1_base64="2soKhP6EopLElswmSoMBmXzvldg=">AAAB8XicbVBNSwMxEJ2tX7V+VT16CRbBU9mtoiIIBS8eK9gPbJeSTbNtaJJdkqywLP0XXjwo4tV/481/Y9ruQVsfDDzem2FmXhBzpo3rfjuFldW19Y3iZmlre2d3r7x/0NJRoghtkohHqhNgTTmTtGmY4bQTK4pFwGk7GN9O/fYTVZpF8sGkMfUFHkoWMoKNlR7b/SxNJ+gGnfXLFbfqzoCWiZeTCuRo9MtfvUFEEkGlIRxr3fXc2PgZVoYRTielXqJpjMkYD2nXUokF1X42u3iCTqwyQGGkbEmDZurviQwLrVMR2E6BzUgvelPxP6+bmPDKz5iME0MlmS8KE45MhKbvowFTlBieWoKJYvZWREZYYWJsSCUbgrf48jJp1areRbV2f16pX+dxFOEIjuEUPLiEOtxBA5pAQMIzvMKbo50X5935mLcWnHzmEP7A+fwBk6aQLQ==</latexit>

Wyy = 3

<latexit sha1_base64="bnptiIFqsed4C1P9FOnPb9zMMoE=">AAAB6HicbVDLSgNBEOyNrxhfUY9eBoPgKewGUfEU8OIxAfOAZAmzk95kzOzsMjMrhpAv8OJBEa9+kjf/xkmyB00saCiquunuChLBtXHdbye3tr6xuZXfLuzs7u0fFA+PmjpOFcMGi0Ws2gHVKLjEhuFGYDtRSKNAYCsY3c781iMqzWN5b8YJ+hEdSB5yRo2V6k+9Ysktu3OQVeJlpAQZar3iV7cfszRCaZigWnc8NzH+hCrDmcBpoZtqTCgb0QF2LJU0Qu1P5odOyZlV+iSMlS1pyFz9PTGhkdbjKLCdETVDvezNxP+8TmrCa3/CZZIalGyxKEwFMTGZfU36XCEzYmwJZYrbWwkbUkWZsdkUbAje8surpFkpe5flSv2iVL3J4sjDCZzCOXhwBVW4gxo0gAHCM7zCm/PgvDjvzseiNedkM8fwB87nD+YbjPs=</latexit>x

<latexit sha1_base64="lHqthVtUKuxfE0FqmkFif07ZeTY=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mKqHgqePHYgq2FNpTNdtKu3WzC7kYoob/AiwdFvPqTvPlv3LY5aOuDgcd7M8zMCxLBtXHdb6ewtr6xuVXcLu3s7u0flA+P2jpOFcMWi0WsOgHVKLjEluFGYCdRSKNA4EMwvp35D0+oNI/lvZkk6Ed0KHnIGTVWak765Ypbdecgq8TLSQVyNPrlr94gZmmE0jBBte56bmL8jCrDmcBpqZdqTCgb0yF2LZU0Qu1n80On5MwqAxLGypY0ZK7+nshopPUkCmxnRM1IL3sz8T+vm5rw2s+4TFKDki0WhakgJiazr8mAK2RGTCyhTHF7K2EjqigzNpuSDcFbfnmVtGtV77Jaa15U6jd5HEU4gVM4Bw+uoA530IAWMEB4hld4cx6dF+fd+Vi0Fpx85hj+wPn8AeefjPw=</latexit>y

<latexit sha1_base64="Ip3V1JzK6ZEqJcCcF+G0/gT1WcE=">AAAB6HicbVDLSgNBEOyNrxhfUY9eBoPgKewGUfEU8OIxAfOAZAmzk95kzOzsMjMrxJAv8OJBEa9+kjf/xkmyB00saCiquunuChLBtXHdbye3tr6xuZXfLuzs7u0fFA+PmjpOFcMGi0Ws2gHVKLjEhuFGYDtRSKNAYCsY3c781iMqzWN5b8YJ+hEdSB5yRo2V6k+9Ysktu3OQVeJlpAQZar3iV7cfszRCaZigWnc8NzH+hCrDmcBpoZtqTCgb0QF2LJU0Qu1P5odOyZlV+iSMlS1pyFz9PTGhkdbjKLCdETVDvezNxP+8TmrCa3/CZZIalGyxKEwFMTGZfU36XCEzYmwJZYrbWwkbUkWZsdkUbAje8surpFkpe5flSv2iVL3J4sjDCZzCOXhwBVW4gxo0gAHCM7zCm/PgvDjvzseiNedkM8fwB87nD+kjjP0=</latexit>z

<latexit sha1_base64="bnptiIFqsed4C1P9FOnPb9zMMoE=">AAAB6HicbVDLSgNBEOyNrxhfUY9eBoPgKewGUfEU8OIxAfOAZAmzk95kzOzsMjMrhpAv8OJBEa9+kjf/xkmyB00saCiquunuChLBtXHdbye3tr6xuZXfLuzs7u0fFA+PmjpOFcMGi0Ws2gHVKLjEhuFGYDtRSKNAYCsY3c781iMqzWN5b8YJ+hEdSB5yRo2V6k+9Ysktu3OQVeJlpAQZar3iV7cfszRCaZigWnc8NzH+hCrDmcBpoZtqTCgb0QF2LJU0Qu1P5odOyZlV+iSMlS1pyFz9PTGhkdbjKLCdETVDvezNxP+8TmrCa3/CZZIalGyxKEwFMTGZfU36XCEzYmwJZYrbWwkbUkWZsdkUbAje8surpFkpe5flSv2iVL3J4sjDCZzCOXhwBVW4gxo0gAHCM7zCm/PgvDjvzseiNedkM8fwB87nD+YbjPs=</latexit>x
<latexit sha1_base64="lHqthVtUKuxfE0FqmkFif07ZeTY=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mKqHgqePHYgq2FNpTNdtKu3WzC7kYoob/AiwdFvPqTvPlv3LY5aOuDgcd7M8zMCxLBtXHdb6ewtr6xuVXcLu3s7u0flA+P2jpOFcMWi0WsOgHVKLjEluFGYCdRSKNA4EMwvp35D0+oNI/lvZkk6Ed0KHnIGTVWak765Ypbdecgq8TLSQVyNPrlr94gZmmE0jBBte56bmL8jCrDmcBpqZdqTCgb0yF2LZU0Qu1n80On5MwqAxLGypY0ZK7+nshopPUkCmxnRM1IL3sz8T+vm5rw2s+4TFKDki0WhakgJiazr8mAK2RGTCyhTHF7K2EjqigzNpuSDcFbfnmVtGtV77Jaa15U6jd5HEU4gVM4Bw+uoA530IAWMEB4hld4cx6dF+fd+Vi0Fpx85hj+wPn8AeefjPw=</latexit>y <latexit sha1_base64="Ip3V1JzK6ZEqJcCcF+G0/gT1WcE=">AAAB6HicbVDLSgNBEOyNrxhfUY9eBoPgKewGUfEU8OIxAfOAZAmzk95kzOzsMjMrxJAv8OJBEa9+kjf/xkmyB00saCiquunuChLBtXHdbye3tr6xuZXfLuzs7u0fFA+PmjpOFcMGi0Ws2gHVKLjEhuFGYDtRSKNAYCsY3c781iMqzWN5b8YJ+hEdSB5yRo2V6k+9Ysktu3OQVeJlpAQZar3iV7cfszRCaZigWnc8NzH+hCrDmcBpoZtqTCgb0QF2LJU0Qu1P5odOyZlV+iSMlS1pyFz9PTGhkdbjKLCdETVDvezNxP+8TmrCa3/CZZIalGyxKEwFMTGZfU36XCEzYmwJZYrbWwkbUkWZsdkUbAje8surpFkpe5flSv2iVL3J4sjDCZzCOXhwBVW4gxo0gAHCM7zCm/PgvDjvzseiNedkM8fwB87nD+kjjP0=</latexit>z

<latexit sha1_base64="A5TCumcx28DVOWNM1ndBnyq0cFM=">AAAB8XicbVBNSwMxEJ2tX7V+VT16CRbBU9ktRUUQCl48VrAf2C4lm2bb0CS7JFmhXfovvHhQxKv/xpv/xrTdg7Y+GHi8N8PMvCDmTBvX/XZya+sbm1v57cLO7t7+QfHwqKmjRBHaIBGPVDvAmnImacMww2k7VhSLgNNWMLqd+a0nqjSL5IMZx9QXeCBZyAg2Vnps9dLJZIpuULVXLLlldw60SryMlCBDvVf86vYjkggqDeFY647nxsZPsTKMcDotdBNNY0xGeEA7lkosqPbT+cVTdGaVPgojZUsaNFd/T6RYaD0Wge0U2Az1sjcT//M6iQmv/JTJODFUksWiMOHIRGj2PuozRYnhY0swUczeisgQK0yMDalgQ/CWX14lzUrZuyhX7qul2nUWRx5O4BTOwYNLqMEd1KEBBCQ8wyu8Odp5cd6dj0VrzslmjuEPnM8fmD2QMA==</latexit>

Wzz = 4

<latexit sha1_base64="EagVu45B9Y4rQgFOP/Vccd+NVuU=">AAAB8XicbVBNSwMxEJ2tX7V+VT16CRbBU9ktoiIIBS8eK9gPbJeSTbNtaDZZkqywLv0XXjwo4tV/481/Y9ruQVsfDDzem2FmXhBzpo3rfjuFldW19Y3iZmlre2d3r7x/0NIyUYQ2ieRSdQKsKWeCNg0znHZiRXEUcNoOxjdTv/1IlWZS3Js0pn6Eh4KFjGBjpYd2P0ufJugauf1yxa26M6Bl4uWkAjka/fJXbyBJElFhCMdadz03Nn6GlWGE00mpl2gaYzLGQ9q1VOCIaj+bXTxBJ1YZoFAqW8Kgmfp7IsOR1mkU2M4Im5Fe9Kbif143MeGlnzERJ4YKMl8UJhwZiabvowFTlBieWoKJYvZWREZYYWJsSCUbgrf48jJp1areebV2d1apX+VxFOEIjuEUPLiAOtxCA5pAQMAzvMKbo50X5935mLcWnHzmEP7A+fwBkKOQKw==</latexit>

Wyz = 0

<latexit sha1_base64="ygCu3G0IuJ+ji5WDpSCff0GJto8=">AAAB8XicbVDLSgNBEOz1GeMr6tHLYBA8hd0gKoIQ8OIxgnlgsoTZSScZMju7zMyKcclfePGgiFf/xpt/4yTZgyYWNBRV3XR3BbHg2rjut7O0vLK6tp7byG9ube/sFvb26zpKFMMai0SkmgHVKLjEmuFGYDNWSMNAYCMYXk/8xgMqzSN5Z0Yx+iHtS97jjBor3Tc66dPjmFwRt1MouiV3CrJIvIwUIUO1U/hqdyOWhCgNE1TrlufGxk+pMpwJHOfbicaYsiHtY8tSSUPUfjq9eEyOrdIlvUjZkoZM1d8TKQ21HoWB7QypGeh5byL+57US07vwUy7jxKBks0W9RBATkcn7pMsVMiNGllCmuL2VsAFVlBkbUt6G4M2/vEjq5ZJ3VirfnhYrl1kcOTiEIzgBD86hAjdQhRowkPAMr/DmaOfFeXc+Zq1LTjZzAH/gfP4AjxuQKg==</latexit>

Wzx = 0

<latexit sha1_base64="jzb7RpndyNPDyw4p2iveeVDwaIw=">AAAB8XicbVDLSgNBEOz1GeMr6tHLYBA8hd0gKoIQ8OIxgnlgsoTZSScZMju7zMxKwpK/8OJBEa/+jTf/xkmyB00saCiquunuCmLBtXHdb2dldW19YzO3ld/e2d3bLxwc1nWUKIY1FolINQOqUXCJNcONwGaskIaBwEYwvJ36jSdUmkfywYxj9EPal7zHGTVWemx00tFoQm6I1ykU3ZI7A1kmXkaKkKHaKXy1uxFLQpSGCap1y3Nj46dUGc4ETvLtRGNM2ZD2sWWppCFqP51dPCGnVumSXqRsSUNm6u+JlIZaj8PAdobUDPSiNxX/81qJ6V35KZdxYlCy+aJeIoiJyPR90uUKmRFjSyhT3N5K2IAqyowNKW9D8BZfXib1csm7KJXvz4uV6yyOHBzDCZyBB5dQgTuoQg0YSHiGV3hztPPivDsf89YVJ5s5gj9wPn8AjYuQKQ==</latexit>

Wxx = 1

<latexit sha1_base64="2aP696B7gYqss7Ihr8+062zC9as=">AAAB8XicbVBNSwMxEJ3Ur1q/qh69BIvgqewWURGEghePFewHtkvJptk2NJtdkqy4LP0XXjwo4tV/481/Y9ruQVsfDDzem2Fmnh8Lro3jfKPCyura+kZxs7S1vbO7V94/aOkoUZQ1aSQi1fGJZoJL1jTcCNaJFSOhL1jbH99M/fYjU5pH8t6kMfNCMpQ84JQYKz20+1n6NMHXuNYvV5yqMwNeJm5OKpCj0S9/9QYRTUImDRVE667rxMbLiDKcCjYp9RLNYkLHZMi6lkoSMu1ls4sn+MQqAxxEypY0eKb+nshIqHUa+rYzJGakF72p+J/XTUxw6WVcxolhks4XBYnAJsLT9/GAK0aNSC0hVHF7K6Yjogg1NqSSDcFdfHmZtGpV97xauzur1K/yOIpwBMdwCi5cQB1uoQFNoCDhGV7hDWn0gt7Rx7y1gPKZQ/gD9PkDkJmQKw==</latexit>

Wyx = 2

<latexit sha1_base64="hEnX+vvSIYVMToU3yhEBqSLL//w=">AAAB8XicbVBNSwMxEJ3Ur1q/qh69BIvgqewWURGEghePFewHtkvJptk2NJtdkqy4LP0XXjwo4tV/481/Y9ruQVsfDDzem2Fmnh8Lro3jfKPCyura+kZxs7S1vbO7V94/aOkoUZQ1aSQi1fGJZoJL1jTcCNaJFSOhL1jbH99M/fYjU5pH8t6kMfNCMpQ84JQYKz20+9lTOsHXuNYvV5yqMwNeJm5OKpCj0S9/9QYRTUImDRVE667rxMbLiDKcCjYp9RLNYkLHZMi6lkoSMu1ls4sn+MQqAxxEypY0eKb+nshIqHUa+rYzJGakF72p+J/XTUxw6WVcxolhks4XBYnAJsLT9/GAK0aNSC0hVHF7K6Yjogg1NqSSDcFdfHmZtGpV97xauzur1K/yOIpwBMdwCi5cQB1uoQFNoCDhGV7hDWn0gt7Rx7y1gPKZQ/gD9PkDkJiQKw==</latexit>

Wxy = 2

<latexit sha1_base64="2soKhP6EopLElswmSoMBmXzvldg=">AAAB8XicbVBNSwMxEJ2tX7V+VT16CRbBU9mtoiIIBS8eK9gPbJeSTbNtaJJdkqywLP0XXjwo4tV/481/Y9ruQVsfDDzem2FmXhBzpo3rfjuFldW19Y3iZmlre2d3r7x/0NJRoghtkohHqhNgTTmTtGmY4bQTK4pFwGk7GN9O/fYTVZpF8sGkMfUFHkoWMoKNlR7b/SxNJ+gGnfXLFbfqzoCWiZeTCuRo9MtfvUFEEkGlIRxr3fXc2PgZVoYRTielXqJpjMkYD2nXUokF1X42u3iCTqwyQGGkbEmDZurviQwLrVMR2E6BzUgvelPxP6+bmPDKz5iME0MlmS8KE45MhKbvowFTlBieWoKJYvZWREZYYWJsSCUbgrf48jJp1areRbV2f16pX+dxFOEIjuEUPLiEOtxBA5pAQMIzvMKbo50X5935mLcWnHzmEP7A+fwBk6aQLQ==</latexit>

Wyy = 3

<latexit sha1_base64="aqORQczNFh9A4SbW+Ot9sdOW2d4=">AAAB73icbVBNSwMxEJ2tX7V+VT16CRbBU9ktoiIIBS8eK9gPaJeSTbNtaDZZk6ywLv0TXjwo4tW/481/Y9ruQVsfDDzem2FmXhBzpo3rfjuFldW19Y3iZmlre2d3r7x/0NIyUYQ2ieRSdQKsKWeCNg0znHZiRXEUcNoOxjdTv/1IlWZS3Js0pn6Eh4KFjGBjpU67nz2lk2u3X664VXcGtEy8nFQgR6Nf/uoNJEkiKgzhWOuu58bGz7AyjHA6KfUSTWNMxnhIu5YKHFHtZ7N7J+jEKgMUSmVLGDRTf09kONI6jQLbGWEz0oveVPzP6yYmvPQzJuLEUEHmi8KEIyPR9Hk0YIoSw1NLMFHM3orICCtMjI2oZEPwFl9eJq1a1Tuv1u7OKvWrPI4iHMExnIIHF1CHW2hAEwhweIZXeHMenBfn3fmYtxacfOYQ/sD5/AHfsI/X</latexit>

Wzy = 0

<latexit sha1_base64="rvyBwBcy6rrOaA7QK4vTUuth/pY=">AAAB73icbVDLSgNBEOz1GeMr6tHLYBA8hd0gKoIQ8OIxgnlAsoTZySQZMju7zvSKcclPePGgiFd/x5t/4yTZgyYWNBRV3XR3BbEUBl3321laXlldW89t5De3tnd2C3v7dRMlmvEai2SkmwE1XArFayhQ8masOQ0DyRvB8HriNx64NiJSdziKuR/SvhI9wShaqdnopI9P4yu3Uyi6JXcKski8jBQhQ7VT+Gp3I5aEXCGT1JiW58bop1SjYJKP8+3E8JiyIe3zlqWKhtz46fTeMTm2Spf0Im1LIZmqvydSGhozCgPbGVIcmHlvIv7ntRLsXfipUHGCXLHZol4iCUZk8jzpCs0ZypEllGlhbyVsQDVlaCPK2xC8+ZcXSb1c8s5K5dvTYuUyiyMHh3AEJ+DBOVTgBqpQAwYSnuEV3px758V5dz5mrUtONnMAf+B8/gDeJ4/W</latexit>

Wxz = 0 <latexit sha1_base64="bnptiIFqsed4C1P9FOnPb9zMMoE=">AAAB6HicbVDLSgNBEOyNrxhfUY9eBoPgKewGUfEU8OIxAfOAZAmzk95kzOzsMjMrhpAv8OJBEa9+kjf/xkmyB00saCiquunuChLBtXHdbye3tr6xuZXfLuzs7u0fFA+PmjpOFcMGi0Ws2gHVKLjEhuFGYDtRSKNAYCsY3c781iMqzWN5b8YJ+hEdSB5yRo2V6k+9Ysktu3OQVeJlpAQZar3iV7cfszRCaZigWnc8NzH+hCrDmcBpoZtqTCgb0QF2LJU0Qu1P5odOyZlV+iSMlS1pyFz9PTGhkdbjKLCdETVDvezNxP+8TmrCa3/CZZIalGyxKEwFMTGZfU36XCEzYmwJZYrbWwkbUkWZsdkUbAje8surpFkpe5flSv2iVL3J4sjDCZzCOXhwBVW4gxo0gAHCM7zCm/PgvDjvzseiNedkM8fwB87nD+YbjPs=</latexit>x

<latexit sha1_base64="Ip3V1JzK6ZEqJcCcF+G0/gT1WcE=">AAAB6HicbVDLSgNBEOyNrxhfUY9eBoPgKewGUfEU8OIxAfOAZAmzk95kzOzsMjMrxJAv8OJBEa9+kjf/xkmyB00saCiquunuChLBtXHdbye3tr6xuZXfLuzs7u0fFA+PmjpOFcMGi0Ws2gHVKLjEhuFGYDtRSKNAYCsY3c781iMqzWN5b8YJ+hEdSB5yRo2V6k+9Ysktu3OQVeJlpAQZar3iV7cfszRCaZigWnc8NzH+hCrDmcBpoZtqTCgb0QF2LJU0Qu1P5odOyZlV+iSMlS1pyFz9PTGhkdbjKLCdETVDvezNxP+8TmrCa3/CZZIalGyxKEwFMTGZfU36XCEzYmwJZYrbWwkbUkWZsdkUbAje8surpFkpe5flSv2iVL3J4sjDCZzCOXhwBVW4gxo0gAHCM7zCm/PgvDjvzseiNedkM8fwB87nD+kjjP0=</latexit>z

<latexit sha1_base64="bnptiIFqsed4C1P9FOnPb9zMMoE=">AAAB6HicbVDLSgNBEOyNrxhfUY9eBoPgKewGUfEU8OIxAfOAZAmzk95kzOzsMjMrhpAv8OJBEa9+kjf/xkmyB00saCiquunuChLBtXHdbye3tr6xuZXfLuzs7u0fFA+PmjpOFcMGi0Ws2gHVKLjEhuFGYDtRSKNAYCsY3c781iMqzWN5b8YJ+hEdSB5yRo2V6k+9Ysktu3OQVeJlpAQZar3iV7cfszRCaZigWnc8NzH+hCrDmcBpoZtqTCgb0QF2LJU0Qu1P5odOyZlV+iSMlS1pyFz9PTGhkdbjKLCdETVDvezNxP+8TmrCa3/CZZIalGyxKEwFMTGZfU36XCEzYmwJZYrbWwkbUkWZsdkUbAje8surpFkpe5flSv2iVL3J4sjDCZzCOXhwBVW4gxo0gAHCM7zCm/PgvDjvzseiNedkM8fwB87nD+YbjPs=</latexit>x <latexit sha1_base64="Ip3V1JzK6ZEqJcCcF+G0/gT1WcE=">AAAB6HicbVDLSgNBEOyNrxhfUY9eBoPgKewGUfEU8OIxAfOAZAmzk95kzOzsMjMrxJAv8OJBEa9+kjf/xkmyB00saCiquunuChLBtXHdbye3tr6xuZXfLuzs7u0fFA+PmjpOFcMGi0Ws2gHVKLjEhuFGYDtRSKNAYCsY3c781iMqzWN5b8YJ+hEdSB5yRo2V6k+9Ysktu3OQVeJlpAQZar3iV7cfszRCaZigWnc8NzH+hCrDmcBpoZtqTCgb0QF2LJU0Qu1P5odOyZlV+iSMlS1pyFz9PTGhkdbjKLCdETVDvezNxP+8TmrCa3/CZZIalGyxKEwFMTGZfU36XCEzYmwJZYrbWwkbUkWZsdkUbAje8surpFkpe5flSv2iVL3J4sjDCZzCOXhwBVW4gxo0gAHCM7zCm/PgvDjvzseiNedkM8fwB87nD+kjjP0=</latexit>z

<latexit sha1_base64="A5TCumcx28DVOWNM1ndBnyq0cFM=">AAAB8XicbVBNSwMxEJ2tX7V+VT16CRbBU9ktRUUQCl48VrAf2C4lm2bb0CS7JFmhXfovvHhQxKv/xpv/xrTdg7Y+GHi8N8PMvCDmTBvX/XZya+sbm1v57cLO7t7+QfHwqKmjRBHaIBGPVDvAmnImacMww2k7VhSLgNNWMLqd+a0nqjSL5IMZx9QXeCBZyAg2Vnps9dLJZIpuULVXLLlldw60SryMlCBDvVf86vYjkggqDeFY647nxsZPsTKMcDotdBNNY0xGeEA7lkosqPbT+cVTdGaVPgojZUsaNFd/T6RYaD0Wge0U2Az1sjcT//M6iQmv/JTJODFUksWiMOHIRGj2PuozRYnhY0swUczeisgQK0yMDalgQ/CWX14lzUrZuyhX7qul2nUWRx5O4BTOwYNLqMEd1KEBBCQ8wyu8Odp5cd6dj0VrzslmjuEPnM8fmD2QMA==</latexit>

Wzz = 4

<latexit sha1_base64="EagVu45B9Y4rQgFOP/Vccd+NVuU=">AAAB8XicbVBNSwMxEJ2tX7V+VT16CRbBU9ktoiIIBS8eK9gPbJeSTbNtaDZZkqywLv0XXjwo4tV/481/Y9ruQVsfDDzem2FmXhBzpo3rfjuFldW19Y3iZmlre2d3r7x/0NIyUYQ2ieRSdQKsKWeCNg0znHZiRXEUcNoOxjdTv/1IlWZS3Js0pn6Eh4KFjGBjpYd2P0ufJugauf1yxa26M6Bl4uWkAjka/fJXbyBJElFhCMdadz03Nn6GlWGE00mpl2gaYzLGQ9q1VOCIaj+bXTxBJ1YZoFAqW8Kgmfp7IsOR1mkU2M4Im5Fe9Kbif143MeGlnzERJ4YKMl8UJhwZiabvowFTlBieWoKJYvZWREZYYWJsSCUbgrf48jJp1areebV2d1apX+VxFOEIjuEUPLiAOtxCA5pAQMAzvMKbo50X5935mLcWnHzmEP7A+fwBkKOQKw==</latexit>

Wyz = 0

<latexit sha1_base64="ygCu3G0IuJ+ji5WDpSCff0GJto8=">AAAB8XicbVDLSgNBEOz1GeMr6tHLYBA8hd0gKoIQ8OIxgnlgsoTZSScZMju7zMyKcclfePGgiFf/xpt/4yTZgyYWNBRV3XR3BbHg2rjut7O0vLK6tp7byG9ube/sFvb26zpKFMMai0SkmgHVKLjEmuFGYDNWSMNAYCMYXk/8xgMqzSN5Z0Yx+iHtS97jjBor3Tc66dPjmFwRt1MouiV3CrJIvIwUIUO1U/hqdyOWhCgNE1TrlufGxk+pMpwJHOfbicaYsiHtY8tSSUPUfjq9eEyOrdIlvUjZkoZM1d8TKQ21HoWB7QypGeh5byL+57US07vwUy7jxKBks0W9RBATkcn7pMsVMiNGllCmuL2VsAFVlBkbUt6G4M2/vEjq5ZJ3VirfnhYrl1kcOTiEIzgBD86hAjdQhRowkPAMr/DmaOfFeXc+Zq1LTjZzAH/gfP4AjxuQKg==</latexit>

Wzx = 0

<latexit sha1_base64="jzb7RpndyNPDyw4p2iveeVDwaIw=">AAAB8XicbVDLSgNBEOz1GeMr6tHLYBA8hd0gKoIQ8OIxgnlgsoTZSScZMju7zMxKwpK/8OJBEa/+jTf/xkmyB00saCiquunuCmLBtXHdb2dldW19YzO3ld/e2d3bLxwc1nWUKIY1FolINQOqUXCJNcONwGaskIaBwEYwvJ36jSdUmkfywYxj9EPal7zHGTVWemx00tFoQm6I1ykU3ZI7A1kmXkaKkKHaKXy1uxFLQpSGCap1y3Nj46dUGc4ETvLtRGNM2ZD2sWWppCFqP51dPCGnVumSXqRsSUNm6u+JlIZaj8PAdobUDPSiNxX/81qJ6V35KZdxYlCy+aJeIoiJyPR90uUKmRFjSyhT3N5K2IAqyowNKW9D8BZfXib1csm7KJXvz4uV6yyOHBzDCZyBB5dQgTuoQg0YSHiGV3hztPPivDsf89YVJ5s5gj9wPn8AjYuQKQ==</latexit>

Wxx = 1

<latexit sha1_base64="2aP696B7gYqss7Ihr8+062zC9as=">AAAB8XicbVBNSwMxEJ3Ur1q/qh69BIvgqewWURGEghePFewHtkvJptk2NJtdkqy4LP0XXjwo4tV/481/Y9ruQVsfDDzem2Fmnh8Lro3jfKPCyura+kZxs7S1vbO7V94/aOkoUZQ1aSQi1fGJZoJL1jTcCNaJFSOhL1jbH99M/fYjU5pH8t6kMfNCMpQ84JQYKz20+1n6NMHXuNYvV5yqMwNeJm5OKpCj0S9/9QYRTUImDRVE667rxMbLiDKcCjYp9RLNYkLHZMi6lkoSMu1ls4sn+MQqAxxEypY0eKb+nshIqHUa+rYzJGakF72p+J/XTUxw6WVcxolhks4XBYnAJsLT9/GAK0aNSC0hVHF7K6Yjogg1NqSSDcFdfHmZtGpV97xauzur1K/yOIpwBMdwCi5cQB1uoQFNoCDhGV7hDWn0gt7Rx7y1gPKZQ/gD9PkDkJmQKw==</latexit>

Wyx = 2

<latexit sha1_base64="hEnX+vvSIYVMToU3yhEBqSLL//w=">AAAB8XicbVBNSwMxEJ3Ur1q/qh69BIvgqewWURGEghePFewHtkvJptk2NJtdkqy4LP0XXjwo4tV/481/Y9ruQVsfDDzem2Fmnh8Lro3jfKPCyura+kZxs7S1vbO7V94/aOkoUZQ1aSQi1fGJZoJL1jTcCNaJFSOhL1jbH99M/fYjU5pH8t6kMfNCMpQ84JQYKz20+9lTOsHXuNYvV5yqMwNeJm5OKpCj0S9/9QYRTUImDRVE667rxMbLiDKcCjYp9RLNYkLHZMi6lkoSMu1ls4sn+MQqAxxEypY0eKb+nshIqHUa+rYzJGakF72p+J/XTUxw6WVcxolhks4XBYnAJsLT9/GAK0aNSC0hVHF7K6Yjogg1NqSSDcFdfHmZtGpV97xauzur1K/yOIpwBMdwCi5cQB1uoQFNoCDhGV7hDWn0gt7Rx7y1gPKZQ/gD9PkDkJiQKw==</latexit>

Wxy = 2

<latexit sha1_base64="2soKhP6EopLElswmSoMBmXzvldg=">AAAB8XicbVBNSwMxEJ2tX7V+VT16CRbBU9mtoiIIBS8eK9gPbJeSTbNtaJJdkqywLP0XXjwo4tV/481/Y9ruQVsfDDzem2FmXhBzpo3rfjuFldW19Y3iZmlre2d3r7x/0NJRoghtkohHqhNgTTmTtGmY4bQTK4pFwGk7GN9O/fYTVZpF8sGkMfUFHkoWMoKNlR7b/SxNJ+gGnfXLFbfqzoCWiZeTCuRo9MtfvUFEEkGlIRxr3fXc2PgZVoYRTielXqJpjMkYD2nXUokF1X42u3iCTqwyQGGkbEmDZurviQwLrVMR2E6BzUgvelPxP6+bmPDKz5iME0MlmS8KE45MhKbvowFTlBieWoKJYvZWREZYYWJsSCUbgrf48jJp1areRbV2f16pX+dxFOEIjuEUPLiEOtxBA5pAQMIzvMKbo50X5935mLcWnHzmEP7A+fwBk6aQLQ==</latexit>

Wyy = 3

<latexit sha1_base64="aqORQczNFh9A4SbW+Ot9sdOW2d4=">AAAB73icbVBNSwMxEJ2tX7V+VT16CRbBU9ktoiIIBS8eK9gPaJeSTbNtaDZZk6ywLv0TXjwo4tW/481/Y9ruQVsfDDzem2FmXhBzpo3rfjuFldW19Y3iZmlre2d3r7x/0NIyUYQ2ieRSdQKsKWeCNg0znHZiRXEUcNoOxjdTv/1IlWZS3Js0pn6Eh4KFjGBjpU67nz2lk2u3X664VXcGtEy8nFQgR6Nf/uoNJEkiKgzhWOuu58bGz7AyjHA6KfUSTWNMxnhIu5YKHFHtZ7N7J+jEKgMUSmVLGDRTf09kONI6jQLbGWEz0oveVPzP6yYmvPQzJuLEUEHmi8KEIyPR9Hk0YIoSw1NLMFHM3orICCtMjI2oZEPwFl9eJq1a1Tuv1u7OKvWrPI4iHMExnIIHF1CHW2hAEwhweIZXeHMenBfn3fmYtxacfOYQ/sD5/AHfsI/X</latexit>

Wzy = 0

<latexit sha1_base64="rvyBwBcy6rrOaA7QK4vTUuth/pY=">AAAB73icbVDLSgNBEOz1GeMr6tHLYBA8hd0gKoIQ8OIxgnlAsoTZySQZMju7zvSKcclPePGgiFd/x5t/4yTZgyYWNBRV3XR3BbEUBl3321laXlldW89t5De3tnd2C3v7dRMlmvEai2SkmwE1XArFayhQ8masOQ0DyRvB8HriNx64NiJSdziKuR/SvhI9wShaqdnopI9P4yu3Uyi6JXcKski8jBQhQ7VT+Gp3I5aEXCGT1JiW58bop1SjYJKP8+3E8JiyIe3zlqWKhtz46fTeMTm2Spf0Im1LIZmqvydSGhozCgPbGVIcmHlvIv7ntRLsXfipUHGCXLHZol4iCUZk8jzpCs0ZypEllGlhbyVsQDVlaCPK2xC8+ZcXSb1c8s5K5dvTYuUyiyMHh3AEJ+DBOVTgBqpQAwYSnuEV3px758V5dz5mrUtONnMAf+B8/gDeJ4/W</latexit>

Wxz = 0

<latexit sha1_base64="whU4o7u/NWv6vCOcIKoTqzavtoo=">AAAB/HicbVDLSsNAFJ3UV62vaJduBovgqiRFVFxV3LisYB/QhHAznbZDJw9mJkII8VfcuFDErR/izr9x0mahrQcGDufcyz1z/JgzqSzr26isrW9sblW3azu7e/sH5uFRT0aJILRLIh6JgQ+SchbSrmKK00EsKAQ+p31/dlv4/UcqJIvCB5XG1A1gErIxI6C05Jl1xweROQGoKQGe3eS5Z3tmw2pac+BVYpekgUp0PPPLGUUkCWioCAcph7YVKzcDoRjhNK85iaQxkBlM6FDTEAIq3WwePsenWhnhcST0CxWeq783MgikTANfTxYp5bJXiP95w0SNr9yMhXGiaEgWh8YJxyrCRRN4xAQliqeaABFMZ8VkCgKI0n3VdAn28pdXSa/VtC+arfvzRvu6rKOKjtEJOkM2ukRtdIc6qIsIStEzekVvxpPxYrwbH4vRilHu1NEfGJ8/8a+U8A==</latexit>

Ā1

<latexit sha1_base64="c+3tuIsVnE1Y3Q989xFv95agm0U=">AAAB/HicbVDLSsNAFL2pr1pf0S7dDBbBVUmKqLiquHFZwT6gCWEynbRDJw9mJkIJ8VfcuFDErR/izr9x0mahrQcGDufcyz1z/IQzqSzr26isrW9sblW3azu7e/sH5uFRT8apILRLYh6LgY8l5SyiXcUUp4NEUBz6nPb96W3h9x+pkCyOHtQsoW6IxxELGMFKS55Zd3wsMifEakIwz27y3Gt5ZsNqWnOgVWKXpAElOp755YxikoY0UoRjKYe2lSg3w0Ixwmlec1JJE0ymeEyHmkY4pNLN5uFzdKqVEQpioV+k0Fz9vZHhUMpZ6OvJIqVc9grxP2+YquDKzViUpIpGZHEoSDlSMSqaQCMmKFF8pgkmgumsiEywwETpvmq6BHv5y6uk12raF83W/XmjfV3WUYVjOIEzsOES2nAHHegCgRk8wyu8GU/Gi/FufCxGK0a5U4c/MD5/APMzlPE=</latexit>

Ā2

<latexit sha1_base64="vmRKhjI95QkpdHnHGHG5IhUx0Pw=">AAAB+HicbVDLSsNAFL2pr1ofjbp0M1gEVyUpouKq4sZlBfuANoTJdNoOnUzCzESoIV/ixoUibv0Ud/6NkzYLbT0wcDjnXu6ZE8ScKe0431ZpbX1jc6u8XdnZ3duv2geHHRUlktA2iXgkewFWlDNB25ppTnuxpDgMOO0G09vc7z5SqVgkHvQspl6Ix4KNGMHaSL5dTQch1hOCeXqTZX7Dt2tO3ZkDrRK3IDUo0PLtr8EwIklIhSYcK9V3nVh7KZaaEU6zyiBRNMZkise0b6jAIVVeOg+eoVOjDNEokuYJjebq740Uh0rNwsBM5inVspeL/3n9RI+uvJSJONFUkMWhUcKRjlDeAhoySYnmM0MwkcxkRWSCJSbadFUxJbjLX14lnUbdvag37s9rzeuijjIcwwmcgQuX0IQ7aEEbCCTwDK/wZj1ZL9a79bEYLVnFzhH8gfX5A+UCkzg=</latexit>A2
<latexit sha1_base64="vmRKhjI95QkpdHnHGHG5IhUx0Pw=">AAAB+HicbVDLSsNAFL2pr1ofjbp0M1gEVyUpouKq4sZlBfuANoTJdNoOnUzCzESoIV/ixoUibv0Ud/6NkzYLbT0wcDjnXu6ZE8ScKe0431ZpbX1jc6u8XdnZ3duv2geHHRUlktA2iXgkewFWlDNB25ppTnuxpDgMOO0G09vc7z5SqVgkHvQspl6Ix4KNGMHaSL5dTQch1hOCeXqTZX7Dt2tO3ZkDrRK3IDUo0PLtr8EwIklIhSYcK9V3nVh7KZaaEU6zyiBRNMZkise0b6jAIVVeOg+eoVOjDNEokuYJjebq740Uh0rNwsBM5inVspeL/3n9RI+uvJSJONFUkMWhUcKRjlDeAhoySYnmM0MwkcxkRWSCJSbadFUxJbjLX14lnUbdvag37s9rzeuijjIcwwmcgQuX0IQ7aEEbCCTwDK/wZj1ZL9a79bEYLVnFzhH8gfX5A+UCkzg=</latexit>A2

<latexit sha1_base64="4Ry+EEfYmowmCqf0cndaW+rKFQo=">AAAB+HicbVDLSsNAFL2pr1ofjbp0M1gEVyUpouKq4sZlBfuANoTJdNoOnUzCzESoIV/ixoUibv0Ud/6NkzYLbT0wcDjnXu6ZE8ScKe0431ZpbX1jc6u8XdnZ3duv2geHHRUlktA2iXgkewFWlDNB25ppTnuxpDgMOO0G09vc7z5SqVgkHvQspl6Ix4KNGMHaSL5dTQch1hOCeXqTZb7r2zWn7syBVolbkBoUaPn212AYkSSkQhOOleq7Tqy9FEvNCKdZZZAoGmMyxWPaN1TgkCovnQfP0KlRhmgUSfOERnP190aKQ6VmYWAm85Rq2cvF/7x+okdXXspEnGgqyOLQKOFIRyhvAQ2ZpETzmSGYSGayIjLBEhNtuqqYEtzlL6+STqPuXtQb9+e15nVRRxmO4QTOwIVLaMIdtKANBBJ4hld4s56sF+vd+liMlqxi5wj+wPr8AeN+kzc=</latexit>A1
<latexit sha1_base64="4Ry+EEfYmowmCqf0cndaW+rKFQo=">AAAB+HicbVDLSsNAFL2pr1ofjbp0M1gEVyUpouKq4sZlBfuANoTJdNoOnUzCzESoIV/ixoUibv0Ud/6NkzYLbT0wcDjnXu6ZE8ScKe0431ZpbX1jc6u8XdnZ3duv2geHHRUlktA2iXgkewFWlDNB25ppTnuxpDgMOO0G09vc7z5SqVgkHvQspl6Ix4KNGMHaSL5dTQch1hOCeXqTZb7r2zWn7syBVolbkBoUaPn212AYkSSkQhOOleq7Tqy9FEvNCKdZZZAoGmMyxWPaN1TgkCovnQfP0KlRhmgUSfOERnP190aKQ6VmYWAm85Rq2cvF/7x+okdXXspEnGgqyOLQKOFIRyhvAQ2ZpETzmSGYSGayIjLBEhNtuqqYEtzlL6+STqPuXtQb9+e15nVRRxmO4QTOwIVLaMIdtKANBBJ4hld4s56sF+vd+liMlqxi5wj+wPr8AeN+kzc=</latexit>A1

Realization #1 Realization #2All Possible Actions

<latexit sha1_base64="c+3tuIsVnE1Y3Q989xFv95agm0U=">AAAB/HicbVDLSsNAFL2pr1pf0S7dDBbBVUmKqLiquHFZwT6gCWEynbRDJw9mJkIJ8VfcuFDErR/izr9x0mahrQcGDufcyz1z/IQzqSzr26isrW9sblW3azu7e/sH5uFRT8apILRLYh6LgY8l5SyiXcUUp4NEUBz6nPb96W3h9x+pkCyOHtQsoW6IxxELGMFKS55Zd3wsMifEakIwz27y3Gt5ZsNqWnOgVWKXpAElOp755YxikoY0UoRjKYe2lSg3w0Ixwmlec1JJE0ymeEyHmkY4pNLN5uFzdKqVEQpioV+k0Fz9vZHhUMpZ6OvJIqVc9grxP2+YquDKzViUpIpGZHEoSDlSMSqaQCMmKFF8pgkmgumsiEywwETpvmq6BHv5y6uk12raF83W/XmjfV3WUYVjOIEzsOES2nAHHegCgRk8wyu8GU/Gi/FufCxGK0a5U4c/MD5/APMzlPE=</latexit>

Ā2

<latexit sha1_base64="bnptiIFqsed4C1P9FOnPb9zMMoE=">AAAB6HicbVDLSgNBEOyNrxhfUY9eBoPgKewGUfEU8OIxAfOAZAmzk95kzOzsMjMrhpAv8OJBEa9+kjf/xkmyB00saCiquunuChLBtXHdbye3tr6xuZXfLuzs7u0fFA+PmjpOFcMGi0Ws2gHVKLjEhuFGYDtRSKNAYCsY3c781iMqzWN5b8YJ+hEdSB5yRo2V6k+9Ysktu3OQVeJlpAQZar3iV7cfszRCaZigWnc8NzH+hCrDmcBpoZtqTCgb0QF2LJU0Qu1P5odOyZlV+iSMlS1pyFz9PTGhkdbjKLCdETVDvezNxP+8TmrCa3/CZZIalGyxKEwFMTGZfU36XCEzYmwJZYrbWwkbUkWZsdkUbAje8surpFkpe5flSv2iVL3J4sjDCZzCOXhwBVW4gxo0gAHCM7zCm/PgvDjvzseiNedkM8fwB87nD+YbjPs=</latexit>x

<latexit sha1_base64="lHqthVtUKuxfE0FqmkFif07ZeTY=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mKqHgqePHYgq2FNpTNdtKu3WzC7kYoob/AiwdFvPqTvPlv3LY5aOuDgcd7M8zMCxLBtXHdb6ewtr6xuVXcLu3s7u0flA+P2jpOFcMWi0WsOgHVKLjEluFGYCdRSKNA4EMwvp35D0+oNI/lvZkk6Ed0KHnIGTVWak765Ypbdecgq8TLSQVyNPrlr94gZmmE0jBBte56bmL8jCrDmcBpqZdqTCgb0yF2LZU0Qu1n80On5MwqAxLGypY0ZK7+nshopPUkCmxnRM1IL3sz8T+vm5rw2s+4TFKDki0WhakgJiazr8mAK2RGTCyhTHF7K2EjqigzNpuSDcFbfnmVtGtV77Jaa15U6jd5HEU4gVM4Bw+uoA530IAWMEB4hld4cx6dF+fd+Vi0Fpx85hj+wPn8AeefjPw=</latexit>y

<latexit sha1_base64="Ip3V1JzK6ZEqJcCcF+G0/gT1WcE=">AAAB6HicbVDLSgNBEOyNrxhfUY9eBoPgKewGUfEU8OIxAfOAZAmzk95kzOzsMjMrxJAv8OJBEa9+kjf/xkmyB00saCiquunuChLBtXHdbye3tr6xuZXfLuzs7u0fFA+PmjpOFcMGi0Ws2gHVKLjEhuFGYDtRSKNAYCsY3c781iMqzWN5b8YJ+hEdSB5yRo2V6k+9Ysktu3OQVeJlpAQZar3iV7cfszRCaZigWnc8NzH+hCrDmcBpoZtqTCgb0QF2LJU0Qu1P5odOyZlV+iSMlS1pyFz9PTGhkdbjKLCdETVDvezNxP+8TmrCa3/CZZIalGyxKEwFMTGZfU36XCEzYmwJZYrbWwkbUkWZsdkUbAje8surpFkpe5flSv2iVL3J4sjDCZzCOXhwBVW4gxo0gAHCM7zCm/PgvDjvzseiNedkM8fwB87nD+kjjP0=</latexit>z

<latexit sha1_base64="bnptiIFqsed4C1P9FOnPb9zMMoE=">AAAB6HicbVDLSgNBEOyNrxhfUY9eBoPgKewGUfEU8OIxAfOAZAmzk95kzOzsMjMrhpAv8OJBEa9+kjf/xkmyB00saCiquunuChLBtXHdbye3tr6xuZXfLuzs7u0fFA+PmjpOFcMGi0Ws2gHVKLjEhuFGYDtRSKNAYCsY3c781iMqzWN5b8YJ+hEdSB5yRo2V6k+9Ysktu3OQVeJlpAQZar3iV7cfszRCaZigWnc8NzH+hCrDmcBpoZtqTCgb0QF2LJU0Qu1P5odOyZlV+iSMlS1pyFz9PTGhkdbjKLCdETVDvezNxP+8TmrCa3/CZZIalGyxKEwFMTGZfU36XCEzYmwJZYrbWwkbUkWZsdkUbAje8surpFkpe5flSv2iVL3J4sjDCZzCOXhwBVW4gxo0gAHCM7zCm/PgvDjvzseiNedkM8fwB87nD+YbjPs=</latexit>x
<latexit sha1_base64="lHqthVtUKuxfE0FqmkFif07ZeTY=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mKqHgqePHYgq2FNpTNdtKu3WzC7kYoob/AiwdFvPqTvPlv3LY5aOuDgcd7M8zMCxLBtXHdb6ewtr6xuVXcLu3s7u0flA+P2jpOFcMWi0WsOgHVKLjEluFGYCdRSKNA4EMwvp35D0+oNI/lvZkk6Ed0KHnIGTVWak765Ypbdecgq8TLSQVyNPrlr94gZmmE0jBBte56bmL8jCrDmcBpqZdqTCgb0yF2LZU0Qu1n80On5MwqAxLGypY0ZK7+nshopPUkCmxnRM1IL3sz8T+vm5rw2s+4TFKDki0WhakgJiazr8mAK2RGTCyhTHF7K2EjqigzNpuSDcFbfnmVtGtV77Jaa15U6jd5HEU4gVM4Bw+uoA530IAWMEB4hld4cx6dF+fd+Vi0Fpx85hj+wPn8AeefjPw=</latexit>y <latexit sha1_base64="Ip3V1JzK6ZEqJcCcF+G0/gT1WcE=">AAAB6HicbVDLSgNBEOyNrxhfUY9eBoPgKewGUfEU8OIxAfOAZAmzk95kzOzsMjMrxJAv8OJBEa9+kjf/xkmyB00saCiquunuChLBtXHdbye3tr6xuZXfLuzs7u0fFA+PmjpOFcMGi0Ws2gHVKLjEhuFGYDtRSKNAYCsY3c781iMqzWN5b8YJ+hEdSB5yRo2V6k+9Ysktu3OQVeJlpAQZar3iV7cfszRCaZigWnc8NzH+hCrDmcBpoZtqTCgb0QF2LJU0Qu1P5odOyZlV+iSMlS1pyFz9PTGhkdbjKLCdETVDvezNxP+8TmrCa3/CZZIalGyxKEwFMTGZfU36XCEzYmwJZYrbWwkbUkWZsdkUbAje8surpFkpe5flSv2iVL3J4sjDCZzCOXhwBVW4gxo0gAHCM7zCm/PgvDjvzseiNedkM8fwB87nD+kjjP0=</latexit>z

<latexit sha1_base64="A5TCumcx28DVOWNM1ndBnyq0cFM=">AAAB8XicbVBNSwMxEJ2tX7V+VT16CRbBU9ktRUUQCl48VrAf2C4lm2bb0CS7JFmhXfovvHhQxKv/xpv/xrTdg7Y+GHi8N8PMvCDmTBvX/XZya+sbm1v57cLO7t7+QfHwqKmjRBHaIBGPVDvAmnImacMww2k7VhSLgNNWMLqd+a0nqjSL5IMZx9QXeCBZyAg2Vnps9dLJZIpuULVXLLlldw60SryMlCBDvVf86vYjkggqDeFY647nxsZPsTKMcDotdBNNY0xGeEA7lkosqPbT+cVTdGaVPgojZUsaNFd/T6RYaD0Wge0U2Az1sjcT//M6iQmv/JTJODFUksWiMOHIRGj2PuozRYnhY0swUczeisgQK0yMDalgQ/CWX14lzUrZuyhX7qul2nUWRx5O4BTOwYNLqMEd1KEBBCQ8wyu8Odp5cd6dj0VrzslmjuEPnM8fmD2QMA==</latexit>

Wzz = 4

<latexit sha1_base64="EagVu45B9Y4rQgFOP/Vccd+NVuU=">AAAB8XicbVBNSwMxEJ2tX7V+VT16CRbBU9ktoiIIBS8eK9gPbJeSTbNtaDZZkqywLv0XXjwo4tV/481/Y9ruQVsfDDzem2FmXhBzpo3rfjuFldW19Y3iZmlre2d3r7x/0NIyUYQ2ieRSdQKsKWeCNg0znHZiRXEUcNoOxjdTv/1IlWZS3Js0pn6Eh4KFjGBjpYd2P0ufJugauf1yxa26M6Bl4uWkAjka/fJXbyBJElFhCMdadz03Nn6GlWGE00mpl2gaYzLGQ9q1VOCIaj+bXTxBJ1YZoFAqW8Kgmfp7IsOR1mkU2M4Im5Fe9Kbif143MeGlnzERJ4YKMl8UJhwZiabvowFTlBieWoKJYvZWREZYYWJsSCUbgrf48jJp1areebV2d1apX+VxFOEIjuEUPLiAOtxCA5pAQMAzvMKbo50X5935mLcWnHzmEP7A+fwBkKOQKw==</latexit>

Wyz = 0

<latexit sha1_base64="ygCu3G0IuJ+ji5WDpSCff0GJto8=">AAAB8XicbVDLSgNBEOz1GeMr6tHLYBA8hd0gKoIQ8OIxgnlgsoTZSScZMju7zMyKcclfePGgiFf/xpt/4yTZgyYWNBRV3XR3BbHg2rjut7O0vLK6tp7byG9ube/sFvb26zpKFMMai0SkmgHVKLjEmuFGYDNWSMNAYCMYXk/8xgMqzSN5Z0Yx+iHtS97jjBor3Tc66dPjmFwRt1MouiV3CrJIvIwUIUO1U/hqdyOWhCgNE1TrlufGxk+pMpwJHOfbicaYsiHtY8tSSUPUfjq9eEyOrdIlvUjZkoZM1d8TKQ21HoWB7QypGeh5byL+57US07vwUy7jxKBks0W9RBATkcn7pMsVMiNGllCmuL2VsAFVlBkbUt6G4M2/vEjq5ZJ3VirfnhYrl1kcOTiEIzgBD86hAjdQhRowkPAMr/DmaOfFeXc+Zq1LTjZzAH/gfP4AjxuQKg==</latexit>

Wzx = 0

<latexit sha1_base64="jzb7RpndyNPDyw4p2iveeVDwaIw=">AAAB8XicbVDLSgNBEOz1GeMr6tHLYBA8hd0gKoIQ8OIxgnlgsoTZSScZMju7zMxKwpK/8OJBEa/+jTf/xkmyB00saCiquunuCmLBtXHdb2dldW19YzO3ld/e2d3bLxwc1nWUKIY1FolINQOqUXCJNcONwGaskIaBwEYwvJ36jSdUmkfywYxj9EPal7zHGTVWemx00tFoQm6I1ykU3ZI7A1kmXkaKkKHaKXy1uxFLQpSGCap1y3Nj46dUGc4ETvLtRGNM2ZD2sWWppCFqP51dPCGnVumSXqRsSUNm6u+JlIZaj8PAdobUDPSiNxX/81qJ6V35KZdxYlCy+aJeIoiJyPR90uUKmRFjSyhT3N5K2IAqyowNKW9D8BZfXib1csm7KJXvz4uV6yyOHBzDCZyBB5dQgTuoQg0YSHiGV3hztPPivDsf89YVJ5s5gj9wPn8AjYuQKQ==</latexit>

Wxx = 1

<latexit sha1_base64="2aP696B7gYqss7Ihr8+062zC9as=">AAAB8XicbVBNSwMxEJ3Ur1q/qh69BIvgqewWURGEghePFewHtkvJptk2NJtdkqy4LP0XXjwo4tV/481/Y9ruQVsfDDzem2Fmnh8Lro3jfKPCyura+kZxs7S1vbO7V94/aOkoUZQ1aSQi1fGJZoJL1jTcCNaJFSOhL1jbH99M/fYjU5pH8t6kMfNCMpQ84JQYKz20+1n6NMHXuNYvV5yqMwNeJm5OKpCj0S9/9QYRTUImDRVE667rxMbLiDKcCjYp9RLNYkLHZMi6lkoSMu1ls4sn+MQqAxxEypY0eKb+nshIqHUa+rYzJGakF72p+J/XTUxw6WVcxolhks4XBYnAJsLT9/GAK0aNSC0hVHF7K6Yjogg1NqSSDcFdfHmZtGpV97xauzur1K/yOIpwBMdwCi5cQB1uoQFNoCDhGV7hDWn0gt7Rx7y1gPKZQ/gD9PkDkJmQKw==</latexit>

Wyx = 2

<latexit sha1_base64="hEnX+vvSIYVMToU3yhEBqSLL//w=">AAAB8XicbVBNSwMxEJ3Ur1q/qh69BIvgqewWURGEghePFewHtkvJptk2NJtdkqy4LP0XXjwo4tV/481/Y9ruQVsfDDzem2Fmnh8Lro3jfKPCyura+kZxs7S1vbO7V94/aOkoUZQ1aSQi1fGJZoJL1jTcCNaJFSOhL1jbH99M/fYjU5pH8t6kMfNCMpQ84JQYKz20+9lTOsHXuNYvV5yqMwNeJm5OKpCj0S9/9QYRTUImDRVE667rxMbLiDKcCjYp9RLNYkLHZMi6lkoSMu1ls4sn+MQqAxxEypY0eKb+nshIqHUa+rYzJGakF72p+J/XTUxw6WVcxolhks4XBYnAJsLT9/GAK0aNSC0hVHF7K6Yjogg1NqSSDcFdfHmZtGpV97xauzur1K/yOIpwBMdwCi5cQB1uoQFNoCDhGV7hDWn0gt7Rx7y1gPKZQ/gD9PkDkJiQKw==</latexit>

Wxy = 2

<latexit sha1_base64="2soKhP6EopLElswmSoMBmXzvldg=">AAAB8XicbVBNSwMxEJ2tX7V+VT16CRbBU9mtoiIIBS8eK9gPbJeSTbNtaJJdkqywLP0XXjwo4tV/481/Y9ruQVsfDDzem2FmXhBzpo3rfjuFldW19Y3iZmlre2d3r7x/0NJRoghtkohHqhNgTTmTtGmY4bQTK4pFwGk7GN9O/fYTVZpF8sGkMfUFHkoWMoKNlR7b/SxNJ+gGnfXLFbfqzoCWiZeTCuRo9MtfvUFEEkGlIRxr3fXc2PgZVoYRTielXqJpjMkYD2nXUokF1X42u3iCTqwyQGGkbEmDZurviQwLrVMR2E6BzUgvelPxP6+bmPDKz5iME0MlmS8KE45MhKbvowFTlBieWoKJYvZWREZYYWJsSCUbgrf48jJp1areRbV2f16pX+dxFOEIjuEUPLiEOtxBA5pAQMIzvMKbo50X5935mLcWnHzmEP7A+fwBk6aQLQ==</latexit>

Wyy = 3

<latexit sha1_base64="aqORQczNFh9A4SbW+Ot9sdOW2d4=">AAAB73icbVBNSwMxEJ2tX7V+VT16CRbBU9ktoiIIBS8eK9gPaJeSTbNtaDZZk6ywLv0TXjwo4tW/481/Y9ruQVsfDDzem2FmXhBzpo3rfjuFldW19Y3iZmlre2d3r7x/0NIyUYQ2ieRSdQKsKWeCNg0znHZiRXEUcNoOxjdTv/1IlWZS3Js0pn6Eh4KFjGBjpU67nz2lk2u3X664VXcGtEy8nFQgR6Nf/uoNJEkiKgzhWOuu58bGz7AyjHA6KfUSTWNMxnhIu5YKHFHtZ7N7J+jEKgMUSmVLGDRTf09kONI6jQLbGWEz0oveVPzP6yYmvPQzJuLEUEHmi8KEIyPR9Hk0YIoSw1NLMFHM3orICCtMjI2oZEPwFl9eJq1a1Tuv1u7OKvWrPI4iHMExnIIHF1CHW2hAEwhweIZXeHMenBfn3fmYtxacfOYQ/sD5/AHfsI/X</latexit>

Wzy = 0

<latexit sha1_base64="rvyBwBcy6rrOaA7QK4vTUuth/pY=">AAAB73icbVDLSgNBEOz1GeMr6tHLYBA8hd0gKoIQ8OIxgnlAsoTZySQZMju7zvSKcclPePGgiFd/x5t/4yTZgyYWNBRV3XR3BbEUBl3321laXlldW89t5De3tnd2C3v7dRMlmvEai2SkmwE1XArFayhQ8masOQ0DyRvB8HriNx64NiJSdziKuR/SvhI9wShaqdnopI9P4yu3Uyi6JXcKski8jBQhQ7VT+Gp3I5aEXCGT1JiW58bop1SjYJKP8+3E8JiyIe3zlqWKhtz46fTeMTm2Spf0Im1LIZmqvydSGhozCgPbGVIcmHlvIv7ntRLsXfipUHGCXLHZol4iCUZk8jzpCs0ZypEllGlhbyVsQDVlaCPK2xC8+ZcXSb1c8s5K5dvTYuUyiyMHh3AEJ+DBOVTgBqpQAwYSnuEV3px758V5dz5mrUtONnMAf+B8/gDeJ4/W</latexit>

Wxz = 0

<latexit sha1_base64="whU4o7u/NWv6vCOcIKoTqzavtoo=">AAAB/HicbVDLSsNAFJ3UV62vaJduBovgqiRFVFxV3LisYB/QhHAznbZDJw9mJkII8VfcuFDErR/izr9x0mahrQcGDufcyz1z/JgzqSzr26isrW9sblW3azu7e/sH5uFRT0aJILRLIh6JgQ+SchbSrmKK00EsKAQ+p31/dlv4/UcqJIvCB5XG1A1gErIxI6C05Jl1xweROQGoKQGe3eS5Z3tmw2pac+BVYpekgUp0PPPLGUUkCWioCAcph7YVKzcDoRjhNK85iaQxkBlM6FDTEAIq3WwePsenWhnhcST0CxWeq783MgikTANfTxYp5bJXiP95w0SNr9yMhXGiaEgWh8YJxyrCRRN4xAQliqeaABFMZ8VkCgKI0n3VdAn28pdXSa/VtC+arfvzRvu6rKOKjtEJOkM2ukRtdIc6qIsIStEzekVvxpPxYrwbH4vRilHu1NEfGJ8/8a+U8A==</latexit>

Ā1

Player 2’s Utility

<latexit sha1_base64="bnptiIFqsed4C1P9FOnPb9zMMoE=">AAAB6HicbVDLSgNBEOyNrxhfUY9eBoPgKewGUfEU8OIxAfOAZAmzk95kzOzsMjMrhpAv8OJBEa9+kjf/xkmyB00saCiquunuChLBtXHdbye3tr6xuZXfLuzs7u0fFA+PmjpOFcMGi0Ws2gHVKLjEhuFGYDtRSKNAYCsY3c781iMqzWN5b8YJ+hEdSB5yRo2V6k+9Ysktu3OQVeJlpAQZar3iV7cfszRCaZigWnc8NzH+hCrDmcBpoZtqTCgb0QF2LJU0Qu1P5odOyZlV+iSMlS1pyFz9PTGhkdbjKLCdETVDvezNxP+8TmrCa3/CZZIalGyxKEwFMTGZfU36XCEzYmwJZYrbWwkbUkWZsdkUbAje8surpFkpe5flSv2iVL3J4sjDCZzCOXhwBVW4gxo0gAHCM7zCm/PgvDjvzseiNedkM8fwB87nD+YbjPs=</latexit>x

<latexit sha1_base64="lHqthVtUKuxfE0FqmkFif07ZeTY=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mKqHgqePHYgq2FNpTNdtKu3WzC7kYoob/AiwdFvPqTvPlv3LY5aOuDgcd7M8zMCxLBtXHdb6ewtr6xuVXcLu3s7u0flA+P2jpOFcMWi0WsOgHVKLjEluFGYCdRSKNA4EMwvp35D0+oNI/lvZkk6Ed0KHnIGTVWak765Ypbdecgq8TLSQVyNPrlr94gZmmE0jBBte56bmL8jCrDmcBpqZdqTCgb0yF2LZU0Qu1n80On5MwqAxLGypY0ZK7+nshopPUkCmxnRM1IL3sz8T+vm5rw2s+4TFKDki0WhakgJiazr8mAK2RGTCyhTHF7K2EjqigzNpuSDcFbfnmVtGtV77Jaa15U6jd5HEU4gVM4Bw+uoA530IAWMEB4hld4cx6dF+fd+Vi0Fpx85hj+wPn8AeefjPw=</latexit>y

<latexit sha1_base64="Ip3V1JzK6ZEqJcCcF+G0/gT1WcE=">AAAB6HicbVDLSgNBEOyNrxhfUY9eBoPgKewGUfEU8OIxAfOAZAmzk95kzOzsMjMrxJAv8OJBEa9+kjf/xkmyB00saCiquunuChLBtXHdbye3tr6xuZXfLuzs7u0fFA+PmjpOFcMGi0Ws2gHVKLjEhuFGYDtRSKNAYCsY3c781iMqzWN5b8YJ+hEdSB5yRo2V6k+9Ysktu3OQVeJlpAQZar3iV7cfszRCaZigWnc8NzH+hCrDmcBpoZtqTCgb0QF2LJU0Qu1P5odOyZlV+iSMlS1pyFz9PTGhkdbjKLCdETVDvezNxP+8TmrCa3/CZZIalGyxKEwFMTGZfU36XCEzYmwJZYrbWwkbUkWZsdkUbAje8surpFkpe5flSv2iVL3J4sjDCZzCOXhwBVW4gxo0gAHCM7zCm/PgvDjvzseiNedkM8fwB87nD+kjjP0=</latexit>z

<latexit sha1_base64="bnptiIFqsed4C1P9FOnPb9zMMoE=">AAAB6HicbVDLSgNBEOyNrxhfUY9eBoPgKewGUfEU8OIxAfOAZAmzk95kzOzsMjMrhpAv8OJBEa9+kjf/xkmyB00saCiquunuChLBtXHdbye3tr6xuZXfLuzs7u0fFA+PmjpOFcMGi0Ws2gHVKLjEhuFGYDtRSKNAYCsY3c781iMqzWN5b8YJ+hEdSB5yRo2V6k+9Ysktu3OQVeJlpAQZar3iV7cfszRCaZigWnc8NzH+hCrDmcBpoZtqTCgb0QF2LJU0Qu1P5odOyZlV+iSMlS1pyFz9PTGhkdbjKLCdETVDvezNxP+8TmrCa3/CZZIalGyxKEwFMTGZfU36XCEzYmwJZYrbWwkbUkWZsdkUbAje8surpFkpe5flSv2iVL3J4sjDCZzCOXhwBVW4gxo0gAHCM7zCm/PgvDjvzseiNedkM8fwB87nD+YbjPs=</latexit>x
<latexit sha1_base64="lHqthVtUKuxfE0FqmkFif07ZeTY=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mKqHgqePHYgq2FNpTNdtKu3WzC7kYoob/AiwdFvPqTvPlv3LY5aOuDgcd7M8zMCxLBtXHdb6ewtr6xuVXcLu3s7u0flA+P2jpOFcMWi0WsOgHVKLjEluFGYCdRSKNA4EMwvp35D0+oNI/lvZkk6Ed0KHnIGTVWak765Ypbdecgq8TLSQVyNPrlr94gZmmE0jBBte56bmL8jCrDmcBpqZdqTCgb0yF2LZU0Qu1n80On5MwqAxLGypY0ZK7+nshopPUkCmxnRM1IL3sz8T+vm5rw2s+4TFKDki0WhakgJiazr8mAK2RGTCyhTHF7K2EjqigzNpuSDcFbfnmVtGtV77Jaa15U6jd5HEU4gVM4Bw+uoA530IAWMEB4hld4cx6dF+fd+Vi0Fpx85hj+wPn8AeefjPw=</latexit>y <latexit sha1_base64="Ip3V1JzK6ZEqJcCcF+G0/gT1WcE=">AAAB6HicbVDLSgNBEOyNrxhfUY9eBoPgKewGUfEU8OIxAfOAZAmzk95kzOzsMjMrxJAv8OJBEa9+kjf/xkmyB00saCiquunuChLBtXHdbye3tr6xuZXfLuzs7u0fFA+PmjpOFcMGi0Ws2gHVKLjEhuFGYDtRSKNAYCsY3c781iMqzWN5b8YJ+hEdSB5yRo2V6k+9Ysktu3OQVeJlpAQZar3iV7cfszRCaZigWnc8NzH+hCrDmcBpoZtqTCgb0QF2LJU0Qu1P5odOyZlV+iSMlS1pyFz9PTGhkdbjKLCdETVDvezNxP+8TmrCa3/CZZIalGyxKEwFMTGZfU36XCEzYmwJZYrbWwkbUkWZsdkUbAje8surpFkpe5flSv2iVL3J4sjDCZzCOXhwBVW4gxo0gAHCM7zCm/PgvDjvzseiNedkM8fwB87nD+kjjP0=</latexit>z

<latexit sha1_base64="whU4o7u/NWv6vCOcIKoTqzavtoo=">AAAB/HicbVDLSsNAFJ3UV62vaJduBovgqiRFVFxV3LisYB/QhHAznbZDJw9mJkII8VfcuFDErR/izr9x0mahrQcGDufcyz1z/JgzqSzr26isrW9sblW3azu7e/sH5uFRT0aJILRLIh6JgQ+SchbSrmKK00EsKAQ+p31/dlv4/UcqJIvCB5XG1A1gErIxI6C05Jl1xweROQGoKQGe3eS5Z3tmw2pac+BVYpekgUp0PPPLGUUkCWioCAcph7YVKzcDoRjhNK85iaQxkBlM6FDTEAIq3WwePsenWhnhcST0CxWeq783MgikTANfTxYp5bJXiP95w0SNr9yMhXGiaEgWh8YJxyrCRRN4xAQliqeaABFMZ8VkCgKI0n3VdAn28pdXSa/VtC+arfvzRvu6rKOKjtEJOkM2ukRtdIc6qIsIStEzekVvxpPxYrwbH4vRilHu1NEfGJ8/8a+U8A==</latexit>

Ā1

<latexit sha1_base64="c+3tuIsVnE1Y3Q989xFv95agm0U=">AAAB/HicbVDLSsNAFL2pr1pf0S7dDBbBVUmKqLiquHFZwT6gCWEynbRDJw9mJkIJ8VfcuFDErR/izr9x0mahrQcGDufcyz1z/IQzqSzr26isrW9sblW3azu7e/sH5uFRT8apILRLYh6LgY8l5SyiXcUUp4NEUBz6nPb96W3h9x+pkCyOHtQsoW6IxxELGMFKS55Zd3wsMifEakIwz27y3Gt5ZsNqWnOgVWKXpAElOp755YxikoY0UoRjKYe2lSg3w0Ixwmlec1JJE0ymeEyHmkY4pNLN5uFzdKqVEQpioV+k0Fz9vZHhUMpZ6OvJIqVc9grxP2+YquDKzViUpIpGZHEoSDlSMSqaQCMmKFF8pgkmgumsiEywwETpvmq6BHv5y6uk12raF83W/XmjfV3WUYVjOIEzsOES2nAHHegCgRk8wyu8GU/Gi/FufCxGK0a5U4c/MD5/APMzlPE=</latexit>

Ā2

Player 1’s Utility

<latexit sha1_base64="JAdgCXx2jrOPyCYAx/X11LGJfB4=">AAAB9HicbVBNS8NAEJ3Ur1q/qh69LBahgpSkiHrwUPDisYJpC20om82mXbrZxN1NIZT+Di8eFPHqj/Hmv3Hb5qCtDwYe780wM89POFPatr+twtr6xuZWcbu0s7u3f1A+PGqpOJWEuiTmsez4WFHOBHU105x2Eklx5HPa9kd3M789plKxWDzqLKFehAeChYxgbSTP7TvV7AL1SBDr8365YtfsOdAqcXJSgRzNfvmrF8QkjajQhGOluo6daG+CpWaE02mplyqaYDLCA9o1VOCIKm8yP3qKzowSoDCWpoRGc/X3xARHSmWRbzojrIdq2ZuJ/3ndVIc33oSJJNVUkMWiMOVIx2iWAAqYpETzzBBMJDO3IjLEEhNtciqZEJzll1dJq15zrmr1h8tK4zaPowgncApVcOAaGnAPTXCBwBM8wyu8WWPrxXq3PhatBSufOYY/sD5/ABT6kP4=</latexit>
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Fig. 2 This figure highlights the impact of informational deficiencies on the implementation
of utility functions. Consider the particular design considered in Figure 1. Now suppose
that Agent 1 losses the ability to observe the behavior of Agent 2, i.e., N1 = {1} and
N2 = {1, 2}. Since Agent 1 is unable to observe the choice of Agent 2, Agent 1 must
construct a lower dimensional payoff function that associates a single payoff to each choice
in the set A1 = {x, y, z}. The efficacy of this construction is ultimately gauged by the quality
of the equilibria in this new game.

where PNE(G) ⊆ A denotes the set of pure Nash equilibria in the game G.
There are several recent positive results that characterize the utility functions
that optimize the price of anarchy for several interesting classes of systems
(Ramaswamy Pillai et al., 2021), e.g., congestion games.

Implementing such an algorithm requires that each individual agent is able
to evaluate its utility function, which may not be possible given potential
informational deficiencies that may prevent agents from observing the action
choices of other agents in the system (for instance, a faulty sensor or jamming
by an adversary). We model the information available to the agents using an
information graph N := {N1, . . . ,N|I|} where we let Ni ⊆ I, i ∈ Ni, denote
the set of agents whose actions can be observed by agent i. Throughout this
paper, we write |N | := ∑

i∈I |Ni| to denote the number of edges in N . We
write N c = {N c

1 , . . . ,N c
|I|} to denote the complement graph of N ; that is,

for each i ∈ I, we write N c
i := I \ Ni to denote the set of agents whose

actions cannot be observed by Agent i. To account for these informational
deficiencies, it is imperative that the nominal utility functions Ui : Ā → R≥0

are replaced with modified lower-dimensional utility functions of the form
Ui : ĀNi → R≥0, where ĀNi =

∏
i∈Ni

Āi denotes the actions of agents visible
to i. This modification will then allow the agents to follow the prescribed
learning rule, albeit with these new modified utility functions that adhere to
the realized information structure. See Figure 2 for an illustration.

This paper focuses on designing local mechanisms for constructing these
new lower-dimensional utility functions U1, . . . ,Un that maintain some notion
of equilibrium quality relative to the nominal utility functions U . The pro-
cess by which agents adapt their utility functions to account for information
deficiencies is given by a local adaptation rule, defined as follows:

Definition 1 Let Ui : Ā → R be the nominal utility function of agent i. A
local adaptation rule for agent i is a function fi of the form Ui = fi(Ui,Ni).
That is, fi takes in a nominal utility function Ui and a local information



6 Philip N. Brown et al.

graph Ni, and outputs a new lower-dimensional utility function of the form
Ui : ĀNi → R≥0.

1

When applying a local adaptation rule, agent i knows Ni (which agents it
can observe) and Ui (its own full nominal utility function) but has no knowl-
edge of the system objective W , or the utility functions or information sets Nj

of other agents. We let Gf (N ) denote the locally adapted version of the game
G through the adaptation rule f and information graph N . We will some-
times omit highlighting the information graph, i.e., express Gf (N ) as merely
Gf , when the dependence is clear.

1.2 Summary of Contributions

While there has been extensive work done in the area of utility design, c.f.,
(Paccagnan et al., 2020), to the best of our knowledge this is the first work
to address the design of adaptation rules to accommodate unplanned infor-
mational deficiencies. Accordingly, to disentangle these two design elements,
we fix the utility design as merely the common interest design Ui = W , as
highlighted in Figures 1 and 2, and concentrate purely on the design of local
adaptation rules f = (f1, . . . , fn) that gracefully preserve efficiency guarantees
of the resulting equilibria. While we do not explicitly consider situation where
Ui ̸= W in this manuscript, many of the results immediately extend to this
setting as well.

Our first set of results are largely negative, stating that in general it is
impossible for any local adaptation rule f to preserve any level of optimality
associated with the resulting pure Nash equilibria for any degree of informa-
tional losses. We state these results here less formally, and refer readers to
Section 2 for the formal statements of Propostion 2 and Theorem 1.

Contribution 1 Let G be a sufficiently rich family of multiagent optimization
problems with the common interest utility design. Then for any information
graph N that is missing one directed edge,2 we have

sup
f

inf
G∈G

(
maxane

f ∈PNE(Gf ) W (anef )

minane∈PNE(G) W (ane)

)
= 0. (2)

The first result above highlights the fragility of distributed approaches to
informational deficiencies in multiagent optimization problems. Note that the
metric introduced in (2) is optimistic, comparing the best equilibrium in the
adapted game Gf to the worst equilibrium in the nominal game G, and that
this optimism bias does not help preserve efficiency guarantees. Furthermore,

1 Our forthcoming results impose an extra consistency condition on local adaptation rules;
see Definition 2 in Section 2 for details.

2 That is, one agent lacks the ability to observe a single other agent, but every other
agent can observe all agents. Formally, the complement graph of N contains exactly one
edge: |N c| = 1.
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in Section 2 we also demonstrate that this negative result holds even when the
affected agents i, j satisfy an inconsequentiality criterion in which the behavior
of agent j has minimal impact on the utility of agent i. Finally, we mention
that the formal statement of this result in Theorem 1 is actually stronger
than the statement above, since there we show that there exist pathological
multiagent optimization problems on which every local adaptation rule fails
to preserve equilibrium performance guarantees.

While the above result paints a negative picture regarding the availability
of adaptation rules to account for informational deficiencies, our next set of
results is more positive and states that certain structures of multiagent op-
timization problems do provide agents with opportunities to preserve equilil-
brium quality despite informational deficiencies. These positive results pertain
to the class of multiagent optimization problems with submodular system-level
objective functions, i.e., objective functions that exhibit a property of dimin-
ishing returns. In this case, we establish a lower bound on equilibrium quality
degradation that is parameterized by |N c|, the number of edges missing from
the information graph; this bound is depicted as well in Figure 3.

Contribution 2 Let G be a sufficiently rich family of submodular multiagent
optimization problems with the common interest utility design. Then for any
information graph N , we have

sup
f

inf
G∈G

(
minane

f ∈NE(Gf ) W (anef )

maxane∈NE(G) W (ane)

)
≥ 1

2 + ⌊|N c|/2⌋ . (3)

Here, we write NE(G) to denote the set of all Nash equilibria (not merely
pure). Note that the metric introduced in (3) is far more pessimistic than its

Fig. 3 Quality metric from Contribution 1 as a function of the number of edges “missing”
from N ; for formal statements see Theorem 2 and Corollary 2 in Section 3. In general, the
more edges missing, the worse our achievable guarantee, but there is a wide range of possible
levels of degradation. Upper orange trace indicates that if the edges are chosen carefully, it
is possible to remove a substantial number of edges with no impact on worst-case guarantees
(see Corollary 1 in Section 3). Blue trace and discs indicate a provable lower bound (possibly
loose) on worst-case equilibrium degradation as a function of the number of edges missing
from N (Corollary 2, Section 3). Pink shading indicates possible range of values of; the
actual value depends on which edges are missing in N .
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counterpart in (2), comparing the worst equilibrium in the adapted game Gf

to the best equilibrium in the nominal game G. Nonetheless, this result indi-
cates that important classes of multiagent optimization problems in G have a
degree of robustness to informational deficiencies, since it means that even the
worst adapted equilibria cannot be arbitrarily worse than the nominal equi-
libria, and this worst-case guarantee degrades gracefully as edges are removed
from the information graph N . To provide some intuition, the pathological
games which enable Contribution 1 have highly fragile equilibria due to a lack
of alignment between the actions of different agents (i.e., individual local agent
best responses can be made to point “away” from system-optimal action pro-
files). However, submodularity enforces a degree of agent action alignment and
this appears to be part of why positive performance guarantees are possible
in this case.

Figure 3 depicts the possible bounds provided by (3) as a function of the
number of directed edges missing from N ; note that one consequence of Con-
tribution 2 is that removing a single edge from N cannot degrade worst-case
equilibrium guarantees relative to the nominal case. Also, note that the edge-
based bound given in (3) is a consequence of a somewhat tighter bound which
we show in Theorem 2.

Finally, note that this paper considers two sources of uncertainty: first,
the agents’ inability to observe other agents’ actions; second, the agents’ un-
certainty over the realized action sets. We mention here that both types of
uncertainty are required to obtain the negative results in this paper. Specifi-
cally, if agents cannot reliably observe each others’ actions but do know the
realized action sets with certainty, then each agent could simply compute the
system optimal action profile and play its corresponding action. However, if
agents can always observe each others’ actions, then none of the pathologies
in this paper are possible, even if agents have uncertainty over realized action
sets.

2 Contribution 1: General multiagent optimization problems are
fragile

Our first set of contributions focuses on designing local adaptation rules for
general multiagent optimization problems, and asks if any adaptation rule can
preserve system-level performance guarantees in the presence of informational
inconsistencies. To pose the problem rigorously, we consider local adaptation
rules that take the following form for some payoff evaluator f , for agent i and
joint action aNi = {aj}j∈Ni :

Ui(aNi
) = f

({
Ui(a

′) : a′ ∈ Ā, a′Ni
= aNi

})
. (4)

That is, each agent is given a function f(·) which aggregates the payoffs
which could possibly be obtained and are consistent with the information avail-
able to the agent into one single proxy payoff. In the interest of generality, we
allow any evaluator f which satisfies the following definition:
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Definition 2 For any possible utility functions Ui and U∗
i , let

S =
{
Ui(a

′) : a′ ∈ Ā, a′Ni
= aNi

}
and S∗ =

{
U∗
i (a

′) : a′ ∈ Ā, a′Ni
= aNi

}
.

If S = (s1, s2, . . . , sk) and S∗ = (s∗1, s
∗
2, . . . , s

∗
k) can be indexed such that

si > s∗i for each i, then a function f : Rk → R is called an acceptable evaluator
if f(S) > f(S∗).

If Agent i uses acceptable evaluator f to compute proxy payoffs for the
case when Agent j’s action is unobservable, we say that Agent i applies f to
Agent j. Proposition 1 gives a partial list of evaluators which are acceptable
by Definition 2; its proof is included in the Appendix.

Proposition 1 The following functions are acceptable evaluators:

1. Sum: fsum(S) =
∑

s∈S s
2. Maximum element: fmax(S) = maxs∈S s
3. Minimum element: fmin(S) = mins∈S s
4. Mean: fmean(S) =

1
|S|
∑

s∈S s

Throughout, we denote the set of all acceptable evaluators by F .
Note that some evaluators have an appealing intuitive explanation. For

instance, fmin assigns proxy utility functions to agent i which implicitly as-
sume that the unobserved agents are selecting actions adversarially, acting to
minimize the payoffs of agent i. On the other hand, the fmax evaluator assigns
proxy utility functions to agent i which implicitly assume that unobserved
agents are selecting actions to maximize the payoffs of agent i. Furthermore,
in the case of common interest games, the fmax evaluator implicitly models
unobservable agents as simply playing best response actions.

2.1 Unrestricted games are fragile.

First, we show that if no restriction is placed on which type of game is under
consideration, a single missing edge in the information graph N can easily and
catastrophically degrade performance. The following proposition assumes that
Agent 1 loses information about the action choice of Agent 2, and thus must
compute proxy payoffs for the case when Agent 2’s action is unobservable.

Proposition 2 Let G denote the set of all multiagent optimization problems,
and let N be such that Agent 2 cannot observe the action choice of Agent 1.
For any acceptable evaluator f that Agent 2 applies to Agent 1, it holds that

sup
f∈F

inf
G∈G

(
maxane

f ∈PNE(Gf ) W (anef )

minane∈PNE(G) W (ane)

)
= 0. (5)

Here, by showing that the “optimistic” metric obtains a value of 0, we see that
in general games, no evaluator can prevent pure Nash equilibria from having
arbitrarily low quality when even one edge is missing from N . The proof of
Proposition 2 is given in the Appendix.
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2.2 Even inconsequential agents matter.

In light of Proposition 2, we now ask whether adding additional structure to
the class of optimization problems can confer some resilience. Accordingly, we
now study systems in which individual unobservable agents are only weakly
important to the system objective. We introduce the following notion of weak
interrelation: we say Agent j is “inconsequential” if it can can never cause a
large change in the system objective value by changing actions. We make this
notion precise in Definition 3:

Definition 3 Agent i is ϵ-inconsequential if for all a−i ∈ Ā−i, and all ai, a
′
i ∈

Āi,
|W (ai, a−i)−W (a′i, a−i)|

maxa∈Ā W (a)
≤ ϵ. (6)

Now, let Gϵ denote the class of games such that for each G ∈ Gϵ, we have
that Agent 1 is no more than ϵ-inconsequential. Inconsequentiality gives that
for each game G ∈ Gϵ, we are assured that even if some other agent(s) cannot
observe Agent 1’s action, a unilateral deviation by Agent 1 can have only a
small impact on the system objective. One might hope that this property could
help avoid the severe pathologies of Proposition 2.

Unfortunately, Theorem 1 demonstrates that whenever ϵ > 0, no accept-
able evaluator can prevent the loss of a single information edge from causing
significant harm to the emergent behavior in the problem, even if that edge is
associated with observing an inconsequential agent.

Theorem 1 For any ϵ > 0, let Gϵ be the set of multiagent optimization prob-
lems as defined above, and let information graph N satisfy |N c| = 1 and
be such that 1 /∈ N2 (that is, Agent 2 cannot observe the action choices of
Agent 1).3 Then it holds that

inf
G∈Gϵ

sup
f∈F

(
maxane

f ∈PNE(Gf ) W (anef )

minane∈PNE(G) W (ane)

)
= 0. (7)

We provide the proof of Theorem 1 in the Appendix.
This theorem indicates a fundamental fragility in these systems, even when

the class of systems has carefully been selected to perform well. As we detail
in the proof of Theorem 1, the statement in (7) is obtained by demonstrating
a family of games which all have unique Nash equilibria, and whose adapted
games are weakly acyclic with unique Nash equilibria. That is, it is possible
to reach the Nash equilibrium in each adapted game from any action profile
via a finite sequence of unilateral payoff-improving moves.

Finally, note the order of precedence of the inf and sup operators in (7):
this formulation explicitly states that even if f is selected with knowledge of the
specific multiagent problem, that it cannot preserve any efficiency guarantees.

3 Here, note that we highlight the specific identities of these agents simply to ensure that
it is the inconsequential agent (Agent 1, per the definition of Gϵ) that cannot be observed.
Naturally, the agents could be indexed in any way and the result would still hold.
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3 Contribution 2: Submodular multiagent optimization is resilient

In this section, we consider the well-studied case of submodular multiagent
optimization problems, defined as follows: Let S be a finite set of elements
and let W be a set-based function of the form W : 2S → R. Function W is
called submodular if for any sets Q ⊆ R ⊆ S and any element s ∈ S it holds
that

W (Q ∪ {s})−W (Q) ≥ W (R ∪ {s})− f(R), (8)

i.e., the marginal benefit of adding the element s to the set Q is higher than
the marginal benefit adding the element s to the superset R. In all our re-
sults pertaining to submodular functions, we also assume the functions to be
nondecreasing, that is, for sets Q ⊆ R ⊆ S, W (Q) ≤ W (R). Furthermore,
without loss of generality, we assume submodular functions to be normalized,
or W (∅) = 0. When cast in this paper’s multiagent framework, agents’ action
sets are constrained to be of the form Ai ⊆ 2S ; i.e., each agent’s pure actions
are subsets of some ground set S. We also assume that ∅ ∈ Ai for all agents i;
that is, each agent can in essence choose not to participate.

Submodular maximization is a well-studied topic in a variety of fields due to
its application in many common engineering problems, e.g., information gath-
ering (Krause et al., 2008), influence in social networks (Kempe et al., 2003),
object detection (Barinova et al., 2012), and document summarization (Lin
and Bilmes, 2011), among others. Recent work has also focused on identifying
centralized algorithms to solve submodular maximization problems in resilient
ways (Tzoumas et al., 2018) or subject to informational constraints (Ghare-
sifard and Smith, 2018). It is well-known that many multiagent optimization
problems with submodular objective functions have nontrivial worst-case equi-
librium quality guarantees. In particular, when Ui = W the price of anarchy
of a submodular multiagent optimization problem is known to be at least
1/2 (Vetta, 2002).

Our first question is this: do there exist any local adaptation rules for
submodular problems which provide efficiency guarantees that are close to
the nominal price of anarchy of 1/2? In answer, Theorem 2 indicates that in
this setting, there exist payoff evaluators which give efficiency guarantees that
gracefully degrade from the nominal 1/2 as the information graph becomes
increasingly disconnected. Furthermore, Theorem 2 provides a lower bound on
the efficiency degradation which depends on the structure of the information
graph.

Theorem 2 applies to all Nash equilibria; accordingly, we write a mixed
strategy for player i as ai ∈ ∆(Ai), where ∆(Ai) denotes the standard prob-
ability simplex over Ai. For simplicity, we write ∆(A) := Πi∈I∆(Aj) and
∆(A−i) := Πj ̸=i∆(Aj). If players are selecting mixed strategies, their utility
functions are evaluated in expectation over the joint probability distribution of
play in the standard way, so that U : ∆(A) → R; similarly, for any a ∈ ∆(A),
we define the extended system objective W (a) as the expected value of W
under the distribution a.



12 Philip N. Brown et al.

Agent i’s best response set for an strategy profile a−i ∈ ∆(A−i) is defined
as Bi(a−i) := argmaxai∈∆(Ai) Ui (ai, a−i) . A strategy profile ane ∈ ∆(A) is

a Nash equilibrium if for each agent i, anei ∈ Bi

(
ane−i

)
. We write the set of all

Nash equilibria of multiagent optimization problem G as NE(G).
We say that a graph N is acyclic if it contains no cycles; i.e., if every

directed path in N has finite length. We write MF(N ) to denote the smallest
set of agents whose removal (along with associated edges) renders N acyclic.
In graph-theoretic terms, MF(N ) is the minimum feedback vertex set of graph
N .

We define the disconnection factor δ(N ) as the cardinality of the minimum
feedback vertex set of the complement graph: δ(N ) := |MF(N c)|. Note that
δ(N ) expresses the “disconnectedness” of the information graph N . For in-
stance, if N is a complete graph (all agents can observe all agents), δ(N ) = 0;
if N is empty (no agent can observe any other agent), then δ(N ) = n − 1.
Furthermore, δ(N ) is monotone in the following sense: if N ⊆ N ′ are informa-
tion graphs over I, then δ(N ) ≥ δ(N ′); adding an edge to a graph can only
decrease its disconnection factor. We are now prepared to state our result:

Theorem 2 Let GSM be the family of multiagent optimization problems with
nondecreasing, normalized, submodular system-level objective functions. For
any information graph N ,

sup
f∈F

inf
G∈GSM

(
minane

f ∈NE(Gf ) W (anef )

maxane∈NE(G) W (ane)

)
≥ 1

2 + δ(N )
. (9)

Furthermore, a local adaptation rule f which achieves this bound is the mini-
mum payoff evaluator fmin, item 3 in Proposition 1.

Note that in a common interest game, the denominator in (9) resolves to
the system-optimal objective value, and the numerator captures the worst-
case degradation possible in the game’s equilibria due to information losses.
Thus, (9) represents a bound on the degree to which information losses can
harm the emergent behavior of the multiagent system.

As we proceed to prove Theorem 2, we first highlight the structure of the
payoff evaluator which gives (9). First, the lower bound in (9) is obtained us-
ing the minimum evaluator (see Proposition 1, item 3). While the structure
of the optimal evaluator remains an open question, Theorem 2 demonstrates
that choosing the evaluator correctly ensures that the performance guarantee
associated with locally-adapted utility functions degrades gracefully as a func-
tion of the disconnection factor of the graph. The minimum evaluator has an
appealing intuitive interpretation when the objective W is submodular and
nondecreasing. That is, the minimum evaluator is equivalent to assuming that
unobservable agents are selecting the ∅ action. For information graph with Ni,
the minimum evaluator generates a proxy utility function equal to

Ui(a) = W (aNi) (10)

≤ W (a) .
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Thus, Theorem 2 provides that the simple policy of “if I cannot see you, I will
assume that you are not present” yields nontrivial equilibrium performance
guarantees. We now proceed with the proof.

3.1 Proofs for Theorem 2

The proof of Theorem 2 proceeds by developing a sequence of inequalities
which bound W (aopt) using various properties of submodular problems. To
facilitate these arguments, throughout this proof we replace the agents’ utility
functions with marginal-cost utility functions as follows. For agent i, let the
marginal-cost utility function be given by

Ūi(a) := W (ai, a−i)−W (a−i). (11)

Note that an action profile ane is a Nash equilibrium for marginal-cost utility
functions Ū if and only if it is a Nash equilibrium for common-interest utility
functions considered in this paper; this is because for any ai, a

′
i ∈ Ai, it holds

that

Ūi(ai, a−i)− Ūi(a
′
i, a−i) = W (ai, a−i)−W (a′i, a−i).

This equivalence holds for the adapted utility functions as well when con-
sidering the minimum evaluator. That is, Agent i’s adapted marginal-cost
utility function is simply given by

Ūi(a) = W (aNi)−W (aNi \ ai) , (12)

which (just as in (10)) is equivalent to assuming that unobservable agents are
selecting ∅.

Thus, throuhgout the proofs for Theorem 2, without loss of generality we
define all Nash equilibria with reference to the marginal-cost utility functions Ū
defined in (11) and their adapted versions Ū defined in (12). We begin with
the following lemma.

Lemma 1 Let G ∈ GSM be a submodular multiagent optimization problem.
Suppose that the associated information graph N is such that for some subset
of agents N ⊆ I, the subgraph of N associated with agents in N contains
a complete DAG4. Then if agents apply the minimum evaluator (equivalently,
they evaluate their nominal utility functions with unobservable agents selecting
∅), the following holds for any mixed strategy a ∈ ∆(A):∑

i∈N

Ūi (a) ≤ W (a). (13)

4 A complete DAG is a directed acyclic graph such that the addition of any edge would
create a cycle.
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Proof Without loss of generality, assume that the agents are indexed in in-
creasing order of out-degree; or |Ni| < |Ni+1|. For each agent i ∈ N , let
N ∗

i := {1, . . . , i−1} (and define N ∗
1 = ∅). Note that if (Ni)i∈N contains a com-

plete DAG, this implies that (N ∗
i )i∈N ⊆ (Ni)i∈N . Then, assuming |N | = n,∑

i∈N

Ūi (a) =
∑
i∈N

[W (aNi)−W (aNi \ ai)]

≤
n∑

i=1

[
W
(
aN∗

i

)
−W

(
aN∗

i
\ ai

)]
= W

(
aN∗

n

)
−W (∅)

≤ W (a). (14)

The first inequlity follows simply from the submodularity and monotonicity
of W and (12), yielding a telescoping sum; the second inequality follows from
the monotonicity and normalization of W . ⊓⊔

Proof of Theorem 2: Let G ∈ GSM be a submodular maximization problem
with nondecreasing and normalized objective function W . Let aopt ∈ ∆(A)
be an optimal solution to W , and let ane ∈ ∆(A) be a Nash equilibrium
associated with proxy utility functions computed using the minimum evaluator
fmin yielding utility functions (12). Let M := MF(N c) be a minimum feedback
vertex set of N c (so that δ(N ) = |M |). Then

W
(
aopt

)
≤ W (ane) +

n∑
i=1

Ūi (a
ne)

= W (ane) +
∑
i∈M

Ūi (a
ne) +

∑
j∈I\M

Ūj (a
ne)

≤ (1 + |M |)W (ane) +
∑

j∈I\M

Ūj (a
ne)

≤ (2 + |M |)W (ane) . (15)

The first inequality is borrowed from (Vetta, 2002, Proof of Theorem 3); it
is a consequence of utility functions computed by (12) and the definition of
Nash equilibrium. The second inequality follows from the fact that by sub-
modularity, monotonicity, the form of proxy utility functions from (10), and
Ūi(a) ≤ W (ai) ≤ W (a). The last inequality follows from Lemma 1; note that
the information (sub)graph of I \M must contain a complete DAG, since its
associated complement graph N c is acyclic. The desired result is obtained by
observing that by definition, δ(N ) = |M |. ⊓⊔

3.2 The Role of Graph Structure in Equilibrium Quality

While the lower bound in Theorem 2 holds for any information graph N , we
note that the relationship between a graph N and its disconnection factor δ(N )
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may not be immediately obvious. Indeed, identifying the minimum feedback
vertex set of an arbitrary undirected graph is NP-Hard (Fomin et al., 2006).
However, it is quite simple to parse for certain types of graph. For instance,
a simple consequence of Theorem 2 is that if the complement graph N c is
acyclic, the nominal efficiency guarantee of 1/2 is preserved:

Corollary 1 Let GSM denote the set of multiagent optimization problems with
monotone, normalized, submodular objective functions, and let Na be such that
its associated complement graph N c

a is acyclic. Then the optimal evaluator
preserves nominal efficiency guarantees:

sup
f∈F

inf
G∈GSM

(
minane

f ∈NE(Gf ) W (anef )

maxane∈NE(G) W (ane)

)
=

1

2
. (16)

Proof Note that if N c is acyclic, δ(N ) = 0 since no vertices are required to be
removed to render N c acyclic. Thus, (16) is immediate from (9) and from the
known upper bound of 1/2 for this class of problems. ⊓⊔

We may also leverage straightforward bounds on the cardinality of min-
imum feedback vertex sets of directed graphs to reinterpret (9) directly in
terms of |N c| (i.e., the number of edges “missing” from N ).

Corollary 2 Let GSM denote the set of multiagent optimization problems with
monotone, normalized, submodular objective functions. For any information
graph N ,

sup
f∈F

inf
G∈GSM

(
minane

f ∈NE(Gf ) W (anef )

maxane∈NE(G) W (ane)

)
≥ 1

2 + ⌊|N c|/2⌋ . (17)

Proof First, we must show for any graph N that 2δ(N ) ≤ |N c|. Note that
at least two unique edges must be incident on each vertex in MF(N c); other-
wise, MF(N c) would not be minimal. Thus, N c must contain at least twice as
many edges as vertices in MF(N c), or

2δ(N ) = 2|MF(N c)| ≤ e(N c). (18)

Therefore (9), the integrality of δ(N ), and (18) combine to give (17). ⊓⊔

For a plot depicting the bound in (17), see Figure 3.

3.3 Empirical Comparison of Adaptation Rules

One example of a multiagent optimization problem that has received signifi-
cant attention in the literature is known as the weighted set coverage problem.
Here, there exists a collection of resources R where each resource r ∈ R is as-
sociated with a value vr ≥ 0. The goal of the weighted set coverage problem
is to allocate agents over resources to maximize the total value of the covered
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resources. To that end, we have a collection of agents I where each agent is
associated with a given action set Ai ⊆ Āi = 2R that defines the set of per-
missible coverings. It is important to emphasize that agent i does not choose
the action set Ai; rather, the action set is chosen exogenously and the agent
is tasked with choosing a particular covering choice ai ∈ Ai. The goal of the
weighted set covering problem is to choose an admissible collective alloca-
tion a = (a1, . . . , an) ∈ A that optimizes a system-level objective function of
the form W (a) =

∑
r∈∪i∈IAi

vr. Several different utility design methodologies
have been considered for the maximum weighted set covering problem. The
most natural design choice is that of common interest, where each agent i ∈ I
is assigned a utility function of the form Ui(a) = W (a) for any a ∈ Ā. This
design choice ensures that the resulting game is an exact potential game and
further that the price of anarchy is 0.5, meaning that such a choice ensures
that all resulting pure Nash equilibria have performance within 50% of optimal
irrespective of the specific weighted set covering problem (Vetta, 2002). Note
that this design choice does not ensure that all Nash equilibrium are optimal,
as suboptimal Nash equilibrium can also exist as well.

It well-known that the weighted set cover objective is submodular, non-
decreasing, and normalized; thus, weighted set cover problems satisfy the re-
quirements of Theorem 2. Accordingly, we use this class of problems to per-
form an empirical comparison between the Minimum evaluator (which yields
the bound in Theorem 2) and the Maximum evaluator (see Proposition 1, item
2). At first glance, in the weighted set cover problem, the Maximum evaluator
seems to offer some hope for providing good performance under informational
inconsistencies, since it biases agents toward resources that cannot be covered
by other (unobserved) agents; thus, one might expect it to lead agents to avoid
redundancies.

For concreteness, we first provide a simple example of a weighted set cover
problem to illustrate the concept in Figure 4. This example has two agents
I = {1, 2} and three resources R = {a, b, c} with values va = vc = 0.1 and
vb = 1. Agent 1 can cover either resource a or b, and Agent 2 can cover either
resource b or c; i.e., A1 = {a, b} and A2 = {b, c}. In this example, an optimal
action profile has an objective value of 1.1, with one agent covering resource b
and the other agent covering a different resource. If both agents can observe
each others’ actions, any optimal action profile is also a Nash equilibrium.

However, consider the scenario in which neither agent can observe the
other’s action; i.e., N1 = {1} and N2 = {2}. In this case, the complement
graph of N has a single directed cycle, so δ(N ) = 1 and by Theorem 2, the
Minimum payoff evaluator ensures that all Nash equilibria have objective value
at least 1.1/3.

Figure 4 depicts the payoff matrices corresponding to the Maximum and
Minimum evaluators for this example problem; note that in this case the Max-
imum evaluator (bottom center) causes every action profile to be a Nash equi-
librium (even the highly suboptimal (a, c) outcome), whereas the Minimum
evaluator (bottom right) induces only one moderately-good equilibrium (b, b).
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a

b

b c
Maximum Evaluator

1.1, 1.1 

1.1, 1.1

1.1, 1.1

1.1, 1.1

a

b

b c
Minimum Evaluator

0.2, 1

1, 1

0.2, 0.2

1, 0.2

Agent 2

Agent 1
a

b

b c
System Objective

1.1

1

0.2

1.1

Agent 1 Agent 2

0.1
Resource a

1
Resource b

0.1
Resource c

Fig. 4 Top: layout of game for illustrative example in text. Two agents (circles) each have
access to two resources (boxes); resource values are indicated in the respective box. Bottom
Left: system objective function with respect to agent selections; note that the objective is
maximized when one agent selects b and the other agent selects a or c. Bottom Center/Right:
If neither agent can observe the actions of the other, this is the payoff matrix induced by
the Maximum and Minimum evaluators, respectively. Nash equilibria are shaded gray. Note
that for the Maximum evaluator, all action profiles (even the highly suboptimal (a, c)) are
Nash equilibria; however, the Minimum evaluator has only the nearly-optimal action profile
(b, b) as a Nash equilibrium.

On this problem, note that the Maximum evaluator’s worst Nash equilibrium is
considerably worse than the lower bound ensured by the Minimum evaluator.

The results of our empirical study (depicted in Figure 5) corroborate this
finding: the Minimum evaluator significantly outperforms the Maximum eval-
uator on random problems as well. To conduct this study, we generated 1200
random weighted set cover problems in the following way: each game was gen-
erated with 5 agents, 8 total resources, 3 randomly-selected resources available
to each agent, and resource values selected uniformly at random from [0, 1].
For each randomly-generated game G, we computed the best nominal Nash
equilibrium ane ∈ argmaxa∈PNE(G) W (a). We then subjected the game to a
sequence of edge removals; at each stage, we removed one uniformly-selected
edge from N , up to a total of 18 removed edges. For each information graph
in the resulting sequence of graphs, we applied each of the considered eval-
uators and then computed the worst Nash equilibrium associated with that
evaluator. Let Gk

f denote the game with k edges removed, subjected to the
evaluator f ; then we may write the computed worst-case Nash equilibrium as
akf ∈ argmina∈PNE(Gk

f )
W (a) for each evaluator f ∈ {fmin, fmax}. Finally, for

game G with k edges removed, we record the value of W (akf )/W (ane) for each
of the evaluators. Each (gray) trace in the plots in Figure 5 corresponds to this
ratio evaluated for a single game parameterized by |N c|, the number of edges
removed. The bold colored trace in each plot corresponds to the arithmetic
mean of those traces.

Referring to Figure 5, note that the Minimum evaluator significantly out-
performs the Maximum evaluator, and this advantage is the most pronounced
on highly-disconnected graphs (large values of |N c|). First, Minimum average
performance (blue trace) exceeds Maximum average performance (red trace)
for all values of |N c|. Indeed, Minimum average performance is slightly higher
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Fig. 5 Results of empirical investigation into the effect of local adaptation rule on equilib-
rium quality. To generate one (gray) trace on each plot a random weighted set cover game
was generated with 5 agents, 8 total resources, 3 randomly-selected resources available to
each agent, and resource values selected uniformly at random from [0, 1]. A single (gray)
trace corresponds to a single random game under a sequence of removed edges; it records
the objective value of the worst Nash equilibrium divided by the optimal objective value.
The left plot was generated using the Minimum evaluator which is used to prove the lower
bound in Contribution 2; and the blue trace in each plot reports the average performance
of worst-case equilibria for the Minimum evaluator. The left plot was generated using the
Maximum evaluator (see Proposition 1, item 2), and the red trace in each plot reports
the average performance of worst-case equilibria for the Maximum evaluator. Note that for
highly-disconnected graphs, the Minimum evaluator enjoys a substantial advantage over the
Maximum evaluator.

for mostly-connected graphs than it is for fully-connected (complete) graphs.
Second, note that for highly disconnected graphs, nearly all equilibria associ-
ated with Minimum (gray traces on the left plot) outperform Maximum’s av-
erage; conversely, nearly all equilibria associated with Maximum (gray traces
on the right plot) underperform Minimum’s average. Finally, consider highly-
disconnected information graphs in the plots in Figure 5, with approximately
|N c| > 14. Even here, a setting in which almost no agent can observe other
agents, the Minimum evaluator often induces equilibria which are as good as
the best equilibria achievable when N is fully connected (i.e., their degrada-
tion reported on the plot is 1). However, in the same connectivity regime, the
Maximum evaluator rarely or never induces equilibria of such high quality;
practically all of its equilibria are worse than the best nominal equilibria, and
some even obtain an objective value of 0.

While this empirical analysis is limited to a single class of simple submod-
ular problems with a relatively low number of agents, it indicates that the
problem of selecting a payoff evaluator is nontrivial, and that a misguided
selection may lead to unnecessarily poor equilibrium performance.
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4 Conclusions

This paper represents an initial study on the applicability of local methods for
agents to adapt to informational inconsistencies in multiagent optimization,
and suggests several open areas for future study. For example, it is unclear
precisely what types of optimization problem might be subject to the fragility
reported in Theorem 1, and future research could focus on identifying par-
ticular problem structures that render a problem susceptible to these issues.
Another open question pertains to the optimal local adaptation rule for sub-
modular problems. Theorem 2 shows a lower bound which is associated with
the minimum evaluator and our empirical evidence suggests that the maxi-
mum evaluator is worse, but it is an open question whether any evaluators
exist which can provably outperform the minimum evaluator in any sense.

5 Data Availability

Data sharing not applicable to this article as no datasets were generated or
analysed during the current study.
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APPENDIX: Proofs for Section 2

First we present the proof for Proposition 1 characterizing several acceptable
evaluators.
Proof of Proposition 1 To see that each satisfies Definition 2, let S ∈ Rk and
S′ ∈ Rk satisfy the assumption of Definition 2. Arrange S and S′ in ascending
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order and denote the i-th element of S and S′ as si and s′i, respectively so

that mins∈S = s1 and maxs∈S = sk. Thus, fsum(S) =
∑k

i=1 si >
∑k

i=1 s
′
i >

fsum(S
′). Since fsum satisfies Definition 2, it must be true that fmean does as

well. To see that fmax and fmin satisfy Definition 2, simply note that fmax(S) =
sk > s′k = fmax(S

′) and fmin(S) = s1 > s′1 = fmin(S
′). ⊓⊔

Next, we present the proof that general unrestricted multiagent optimiza-
tion problems are fragile.

Proof of Proposition 2. Consider the multiagent optimization problem depicted
in Figure 6, where ϵ > 0 is a small positive constant. This problem has 3 agents
with two possible actions each: Ā1 = Ā2 = Ā3 = {1, 2}. Now, suppose that
the realized problem has A1 = {1}; that is, Agent 1 does not have access to
action 2 and thus selects the fixed action a1 = 1 (i.e., selects the left-hand
payoff matrix in Figure 6). Furthermore, suppose that the information graph
is such that Agent 2 cannot observe the action choice of Agent 1 (formally:
N1 = N3 = {1, 2, 3} but N2 = {2, 3} so that Agent 2 can observe only the
choice of Agent 3).

Thus, the realized game is restricted simply to the left-hand payoff matrix
in Figure 6, but Agent 2 lacks the ability to observe this. Since Agent 2 can-
not observe Agent 1, Agent 2 applies an acceptable evaluator f to Agent 1.
Agent 2’s adapted utility function U2 is

Agent 3

1 2

Agent 2
1 f({0, 1}) f({ϵ, 1− ϵ})
2 f({ϵ, 1 + ϵ}) f({2ϵ, 1})

By the definition and established properties of acceptable evaluators, it must
hold that f({ϵ, 1+ ϵ}) > f({0, 1}) and that f({2ϵ, 1}) > f({ϵ, 1− ϵ}). That is,
Agent 2’s adapted payoffs are such that a2 = 2 becomes a strictly dominant
strategy, leaving a unique dominant-strategy Nash equilibrium of a2 = 2 and
a3 = 2 with an objective value of only 2ϵ. The result is proved by taking the
limit as ϵ → 0. ⊓⊔

a1 = 1 Agent 3

1 2

Agent 2
1 1 1− ϵ

2 ϵ 2ϵ

a1 = 2 Agent 3

1 2

Agent 2
1 0 ϵ

2 1 + ϵ 1

Fig. 6 Payoff matrix for pathological game used to prove Proposition 2. As described in
the proof, Ā1 = {1, 2}, but that in the realized problem A1 = {1}. That is, Agent 1 lacks
access to action 2 (that is, the action which selects the right-hand payoff matrix), so Agent 1
selects a fixed action a1 = 1. Agent 2 cannot observe the action choice of Agent 1, so Agent 2
applies an acceptable evaluator to Agent 1. In the adapted game, whenever Agent 3 selects
action a3 = k, Agent 2’s unique best response (according to the adapted payoffs) is a2 = 2
as depicted by the underlines in the left-hand payoff matrix.
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Finally, we present the proof of Theorem 1, showing that this fragility
persists even in problems with a single ϵ-inconsequential agent which cannot
be seen by a single other agent.

Proof of Theorem 1. We will construct a multiagent optimization problem
G ∈ Gϵ in which Agent 1 is ϵ-inconsequential. In this problem, Agent 2 is un-
able to observe the action choices of Agent 1. However, despite Agent 1’s incon-
sequentiality, regardless of which acceptable evaluator is applied by Agent 2,
the problem’s Nash equilibria are rendered arbitrarily poor. Furthermore, this
problem has a unique Nash equilibrium in the adapted case (in which Agent 2
cannot observe Agent 1) which can be reached from any joint action via a finite
sequence of payoff-improving unilateral deviations (i.e., the adapted game is
weakly-acyclic under better replies; see (Marden and Shamma, 2014)).

Consider the multiagent optimization problem depicted in Figures 7 and 8,
defined for small positive constant δ > 0. This problem has 3 agents; Ā1 =
{1, 2}, and Ā2 = Ā2 = {1, 2, . . . ,K} where K = ⌊1/δ − 3⌋. First, note
that Agent 1 is 3δ-inconsequential. Since maxa∈Ā W (a) = 1, verifying 3δ-
inconsequentiality reduces to verifying that a unilateral deviation by Agent 1
changes the objective value by no more than 3δ for any action profile; this is
easily verified via Figure 7 by comparing like cells in the left (a1 = 1) and
right (a1 = 2) matrices and via Figure 8 by comparing like cells in the upper
(a1 = 1) and lower (a1 = 2) matrices.

Now, consider a system realization in which A1 = {1}; that is, Agent 1
only has access to a single action (i.e., the action which yields the left matrix
in Figure 7 and the upper matrix in Figure 8). This effectively reduces the
game to a two-player game between Agent 2 and Agent 3 with the common
interest utility function depicted on the left in Figure 7 and the upper matrix
in Figure 8). Throughout, we will write an action profile in the form (a2, a3).
As can readily be verified via the payoff matrices, this game has two pure Nash
equilibria: (1, 2) and (2, 1) which each have an objective value of 1− 2δ. Note
also that no other action profile is a pure Nash equilibrium: in each action
profile with W (a) = 0, one or both agents can deviate to obtain a nonzero
payoffs. In action profile (K,K), Agent 2 can deviate to a2 = K−1 for a payoff
improvement, and In every other action profile with nonzero payoffs, Agent 3
can deviate to a3 = 1 (the left-most column) to obtain a payoff improvement.
Thus, we have that

min
ane∈PNE(G)

W (ane) ≥ 1− 2δ. (19)

Now, consider an information graph in which Agent 1 and Agent 3 can
observe all agents’ action choices, but Agent 2 cannot observe Agent 1. That
is, N1 = N3 = {1, 2, 3}, but N2 = {2, 3}. Since Agent 2 cannot observe the
action choice of Agent 1, Agent 2 applies an acceptable evaluator f to Agent 1.
Now, suppose Agent 3 selects action a3 = k ∈ {1, 2, . . . ,K}. Agent 2’s unique
best response (given the adapted utility function) is to select a2 = k. To see
this, first let Agent 3’s action satisfy a3 = k > 1. Considering Figure 8, note
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W (·), a1 = 1 Agent 3

1 2 3 4

Agent 2

1 1− 3δ 1− 2δ 0 0

2 1− 2δ 1− 4δ 1− 3δ 0

3 1− 3δ 0 1− 5δ 1− 4δ

4 1− 4δ 0 0 1− 6δ

W (·), a1 = 2 Agent 3

1 2 3 4

Agent 2

1 1 1− 5δ 0 0

2 1− 5δ 1− δ 1− 6δ 0

3 1− 6δ 0 1− 2δ 1− 7δ

4 1− 7δ 0 0 1− 3δ

Fig. 7 Payoff matrix for pathological game used to prove Theorem 1; Agent 2 and 3 actions
{1, 2, 3, 4} are depicted. Note that Ā1 = {1, 2}, but that in the realized problem A1 = {1}.
That is, Agent 1 lacks access to action 2 (that is, the action which selects the right-hand
payoff matrix), so Agent 1 selects a fixed action a1 = 1. Agent 2 cannot observe the action
choice of Agent 1, so Agent 2 applies an acceptable evaluator to Agent 1. In the adapted
game, whenever Agent 3 selects action a3 = k, Agent 2’s unique best response is a1 = k as
depicted by the underlines in the left-hand payoff matrix.

that Agent 2’s adapted payoffs are

U2(k − 1, k) = f({1− (k + 3)δ, 1− kδ})

and

U2(k, k) = f({1− (k + 2)δ, 1− (k − 1)δ}).
Hence, by the properties of acceptable evaluators, it must hold that U2(k, k) >
U2(k − 1, k) whenever δ > 0. Second, let Agent 3 select action a3 = 1 (the
left-most column in Figure 7). Here again it can be verified that Agent 2’s best
response is a2 = 1, using a similar argument to above.

Finally, we show that the action profile (K,K) is a Nash equilibrium of
the adapted game. Since K = ⌊1/δ − 3⌋, it holds that

W (K,K) = 1− (K + 2)δ

= 1− (⌊1/δ − 3⌋+ 2)δ

≥ 1− (1/δ − 3 + 2)δ

= δ. (20)

By previous arguments it is thus a best response for Agent 2, and any
deviation by Agent 3 would yield a payoff of 0. Finally the objective value of
(K,K) is small (obtained from Figure 9):

W (K,K) = 1− (K + 2)δ

= 1− (⌊1/δ − 3⌋+ 2)δ

< 1− (1/δ − 4 + 2)δ

= 2δ. (21)

Thus, we have that in the adapted multiagent optimization problem Gf ,

max
ane
f ∈PNE(Gf )

W (anef ) ≤ 2δ. (22)
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W (·), a1 = 1 Agent 3

1 · · · k k + 1

Agent 2

k − 1 1− (k − 1)δ · · · 1− kδ 0

k 1− kδ · · · 1− (k + 2)δ 1− (k + 1)δ

k + 1 1− (k + 1)δ · · · 0 1− (k + 3)δ

W (·), a1 = 2 Agent 3

1 · · · k k + 1

Agent 2

k − 1 1− (k + 2)δ · · · 1− (k + 3)δ 0

k 1− (k + 3)δ · · · 1− (k − 1)δ 1− (k + 4)δ

k + 1 1− (k + 4)δ · · · 0 1− kδ

Fig. 8 Generic modular payoff matrix block for pathological game used to prove Theorem 1.
Note that Ā1 = {1, 2}, but that in the realized problem A1 = {1}. That is, Agent 1 lacks
access to action 2 (that is, the action which selects the lower payoff matrix), so Agent 1
selects a fixed action a1 = 1. Agent 2 cannot observe the action choice of Agent 1, so
Agent 2 applies an acceptable evaluator to Agent 1. In the adapted game, whenever Agent 3
selects action a3 = k, this leads Agent 2 to best-respond with action a1 = k as well as
depicted by the underlines in the upper payoff matrix.

Combining (19) and (22), we have that for any acceptable evaluator f ∈ F
and any δ > 0, a multiagent problem G exists for which

maxane
f ∈PNE(Gf ) W (anef )

minane∈PNE(G) W (ane)
≤ 2δ

1− 2δ
. (23)

The proof of Theorem 1 is obtained in the limit by taking δ → 0. ⊓⊔
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W (·), a1 = 1 Agent 3

1 · · · K − 1 K

Agent 2

K − 2 1− (K − 2)δ · · · 1− (K − 1)δ 0

K − 1 1− (K − 1)δ · · · 1− (K + 1)δ 1−Kδ

K 0 · · · 0 1− (K + 2)δ

W (·), a1 = 2 Agent 3

1 · · · K − 1 K

Agent 2

K − 2 1− (K + 1)δ · · · 1− (K + 2)δ 0

K − 1 1− (K + 2)δ · · · 1− (K − 2)δ 1− (K + 3)δ

K 0 · · · 0 1− (K − 1)δ

Fig. 9 Portion of payoff matrix for pathological game used to prove Theorem 1; Agent 2
and 3 actions {K − 1,K} are depicted to show the pathological adapted Nash equilibrium
at a2 = K and a3 = K. Note that Ā1 = {1, 2}, but that in the realized problem A1 = {1}.
That is, Agent 1 lacks access to action 2 (that is, the action which selects the lower payoff
matrix), so Agent 1 selects a fixed action a1 = 1. Agent 2 cannot observe the action choice
of Agent 1, so Agent 2 applies an acceptable evaluator to Agent 1. In the adapted game,
whenever Agent 3 selects action a3 = k, this leads Agent 2 to best-respond with action
a1 = k as well as depicted by the underlines in the upper payoff matrix.


