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Abstract

This article develops a novel approach to the representation of singular integral oper-
ators of Calderén—-Zygmund type in terms of continuous model operators, in both
the classical and the bi-parametric setting. The representation is realized as a finite
sum of averages of wavelet projections of either cancellative or noncancellative type,
which are themselves Calder6n—Zygmund operators. Both properties are out of reach
for the established dyadic-probabilistic technique. Unlike their dyadic counterparts,
our representation reflects the additional kernel smoothness of the operator being ana-
lyzed. Our representation formulas lead naturally to a new family of 7'(1) theorems
on weighted Sobolev spaces whose smoothness index is naturally related to kernel
smoothness. In the one parameter case, we obtain the Sobolev space analogue of the
A» theorem; that is, sharp dependence of the Sobolev norm of T on the weight char-
acteristic is obtained in the full range of exponents. In the bi-parametric setting, where
local average sparse domination is not generally available, we obtain quantitative A,
estimates which are best known, and sharp in the range max{p, p’} > 3 for the fully
cancellative case.
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1 Introduction

The class of Calderon—Zygmund singular integrals may succinctly be described as
consisting of those linear operators bounded on L? (R?) for some 1 < p < 0o, whose
Schwartz kernel off the diagonal in R? x R satisfies the same size and smoothness
properties enjoyed by the kernels of the Hilbert (d = 1) or Riesz transforms. These
properties, and thus the Calderén—Zygmund class, are quantitatively preserved by
translations and dilations of R?.

Calderén—Zygmund singular integrals play a pivotal role in regularity theory of
elliptic PDEs, operator theory, and differentiation theory. In particular, their quantified
and sharp weighted norms have been the keystone in the solution to two important
problems in the theory of distortion by quasiconformal mappings. Sharp weighted
bounds for the Ahlfors—Beurling transform have been used by Petermichl and Volberg
[52] to prove injectivity at the critical exponent of the solution operator to the Beltrami
equation, completing the scheme devised in [2] by Astala, Iwaniec and Saksman. A
sharp estimate of the Beurling transform on suitable fractal-dimensional weights has
been employed by Lacey, Sawyer and Uriarte-Tuero [34] to prove Astala’s conjecture
on distortion of Hausdorff measures under quasiconformal maps.

Beginning with Figiel’s T'(1) theorem [22], through the seminal work of Nazarov,
Treil and Volberg [48] on two-weight inequalities for non-homogeneous Haar shifts,
the study of singular integrals and their sharp weighted bounds has relied on dyadic-
probabilistic techniques. An important change in perspective within this line of
investigation was brought by the work of Petermichl [50] where the Hilbert trans-
form was represented, instead of estimated, as an average of dyadic shift operators.
This idea was extended to the Beurling transform, Riesz transform, and other nice
convolution type Calderén—Zygmund operators in [15, 51, 59]. A forceful augmenta-
tion of this strategy is Hytonen’s proof of the A conjecture [29], which relied on the
representation of a Calderén—Zygmund operator as a probabilistic average of shifted
dyadic operators, the simplest of which is the dyadic martingale transform. Hytonen’s
representation theorem has since been extended to bi-parameter Calderén—Zygmund
operators by Martikainen in [41] and to the multi-parameter setting by Ou [49], result-
ing in 7'(1) type theorems in two and higher parameters.

While the significance of dyadic representation theorems cannot be overstated,
dyadic-probabilistic realizations of Calderén—Zygmund operators suffer from certain
intrinsic drawbacks, originating from the discrete nature of the Haar basis employed.
A first one is that the representation formula contains dyadic shifts of arbitrarily large
complexity parameter: complexity may be described, roughly, as the width of the band
of the matrix associated to the dyadic shift in the Haar basis. The representation formula
itself involves a rather delicate averaging procedure over shifted dyadic grids, and, for
each shifting parameter, a countable collection of shifts of unbounded complexity.
Explicitly computing the dyadic components of a generic singular integral operator is
thus not feasible.

Secondly, the dyadic representation formula, due to the roughness of the basis, fails
to detect additional kernel smoothness. The latter is often relevant for the behavior
of a singular integral on smoother spaces, of e.g. Sobolev or Besov type. We note
that the recent article [28] partially addresses this question within the framework of
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dyadic representation theorems, replacing the Haar basis with a smoother wavelet
but keeping the same structure involving shifted grids. The comparison with [28] is
elaborated upon in Remark 4.13.

Bi-parameter singular integrals on R%! x R%2 may be informally defined as elements
of the closed convex hull of the set of tensor products 71 ® 12, where each 7 is a
R% -singular integral operators as above. This class arises naturally in connection with
the theory of bi-harmonic functions [19, 21] for instance in the weak factorization of
functions in the Hardy space on the bi-disk [20]. The L” and mixed norm estimates for
their multilinear analogues are at the root of partial fractional Leibniz rules [46, 47],
namely, anisotropic variants of the bilinear estimates popularized e.g. by Kato—Ponce
[31] in connection with the Navier—Stokes, Schrodinger and KdV equations.

One specific drawback of dyadic representations in the bi-parameter context, see
[41, 49] for instance, is that they do not reduce L? and weighted estimates for the
analyzed operator to a single model operator whose weighted theory is significantly
simpler. In the one parameter case, this can be verified directly for shift operators as in
[33] and can also be done by means of sparse operators as in [13]. In higher parameters,
the approach via direct verification is challenging [27, 40] and domination by local
average sparse operators are generally not available as the counterexample of [3]
shows. Thus, for instance, one cannot expect precise information on the dependence
of | T||1»w) on the corresponding relevant weight characteristic.

This paper sets forth a new technique for analyzing singular integral operators based
on rank 1 wavelet projections
“

f= s 0u) 0o, (x,5) € RY x (0, 00)

where ¢, s) are L I_normalized wavelets living at scale s near the point x. The method
used is to instead take a weighted average of these wavelet projections with respect
to the operator wavelet coefficients (T'¢(x 5), @(y,1)), With (y, 1) € R9 x (0, 00). The
simplest version of this principle is the resolution of the identity operator (2.11) below,
widely known as the Calder6n reproducing formula. Certainly, the Calder6n repro-
ducing formula (2.11) and wavelet coefficients have been used countless times in the
proof of 7' (1) type estimates, beginning with the works of David and Journé [14] and
Journé in the bi-parametric setting [30]. Our approach takes these seminal ideas one
step further, in that we aim for equalities, rather than inequalities, and employ the
wavelet coefficients of T in a wavelet averaging procedure instead of estimating them,
see Lemma 3.3, essentially turning the original wavelet basis into another wavelet
family adapted to the operator being analyzed. Our approach takes advantage of the
fact that a Calderén—Zygmund operator applied to a smooth wavelet basis with com-
pact support yields again a collection of wavelets, though possibly rougher and with
smeared out support.

When analyzing one parameter Calder6n—Zygmund operators, this results in a rep-
resentation formula involving a single, complexity zero cancellative operator, a single
paraproduct and a single adjoint paraproduct, all of which are Calderén—Zygmund
operators themselves, in contrast to the dyadic expansion of e.g. [29], involving prob-
abilistic averaging of countably many dyadic shifts. The following result is a loosely
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stated excerpt of Theorem A, Sect. 4, which is referred to for a rigorous and detailed
statement, in particular concerning the formal definition of 7'.

Theorem Let T be a linear operator on R?, satisfying the weak boundedness test-
ing condition, the standard §-kernel estimates for some § > 0 and with T1,T*1 €
BMO(R?). Let 0 < ¢ < 8. Then there exists a family of L'-adapted, &-smooth and
(d + €)-decaying cancellative wavelets {v¢y 1) 1 y € R?,t > 0}, such that

dydt
t

Tf(x)= /Rd o )(f, D)V, (X) + 71 () + My f(x), x €R?

where @y 1 is the (y, t)-rescaling of a smooth mother cancellative wavelet with com-
pact support, I1y, are explicitly constructed paraproducts of the form in Definition
4.4.

If additional smoothness of the kernel is available, the cancellative portion will
be made of smoother and faster decaying wavelets, provided that additional para-
products are subtracted. In turn, this refinement may be employed to obtain sharp
weighted 7'(1) bounds on Sobolev spaces. A sample is given in the theorem below,
which is a simplified version of Corollary A.1. The case k = 0 has no restriction on
paraproducts, thus it is yet another proof of the sharp weighted bound for Calderén—
Zygmund operators by Hytonen [29]. For the case k > 0, the restriction 7' (x?) = 0
for 0 < |y| < k is necessary, see Remark 4.14 where the relation with [55, Theorem
1.1] is also expounded.

Theorem Let T be a linear operator on R?, satisfying the weak boundedness testing
condition of Definition 4.1, whose kernel has k-th Holder continuous derivatives in
the sense of Definition 4.2, and whose k-th order paraproducts are in BMO(R?) for
0 <« <k, according to Definition 4.7. If k > 0, assume in addition that T (xV) =0
for all multi-indices y on R? with O < |y| < k. Then T has the sharp weighted bound
on the homogeneous L*-Sobolev space

ITf k2. wy S Twlas lLf k2 g -

Corollary A.1 may be seen as the A;-theorem on Sobolev spaces, in analogy with
the celebrated A; theorem of Hytonen [29]. Past results in the unweighted setting, and
their relation with Corollary A.1, are recalled in Remark 4.15. Several unweighted 7' (1)
theorems of this type have been developed and used in connection with regularity of
the Beltrami solution operator and smoothness of the Beurling transform on C*“-type
domains, see e.g. [10, 11, 53, 54]. In analogy with the application of the Petermichl—
Volberg theorem [52] to the scheme of [2] we expect that suitable versions of Corollary
A.l can be employed to simplify and sharpen the higher order Beltrami regularity
results of e.g. [54]. This will be carried out in future work.

The proof techniques may be naturally transported to the bi-parametric dilation
setting. We again paraphrase the main result and point the reader to Sect. 6, Theorem
B, for the precise statement.
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Theorem Let T be a linear operator satisfying the hypotheses of a bi-parameter 8-
Calderon—Zygmund operator as in Sect. 6. Let 0 < ¢ < § < 1. Then there exists a
family of L'-adapted, &-smooth and (d i + &)-decaying in the jth parameter, product
cancellative wavelets

W1, 0200 2 j €RY 1 >0, j = 1,2},
such that for (x1, x2) € RA x Rdz,

Tf(x1,x2)
dyidy.dtde,

= f / (fs @111 @ ©(y2,0))V(y1,11), (y2,12)) (K15 X2) P

R4 x(0,00) R?2 x (0,00)
+ four paraproduct terms + four partial paraproduct terms.

Notice that unlike the one parameter results recalled in Remark 4.15, no smooth
T (1) type theorems have appeared in the literature before, even in the unweighted case.
This result may be contrasted with the bi-parameter dyadic representation theorem of
Martikainen [41]. The assumptions on T are of the same nature as the ones appearing
in [41], namely weak boundedness, full and partial kernel estimates, paraproducts in
product BMO. However, we drop the diagonal BMO conditions appearing in [41]
which are subsumed by a combination of the other assumptions. While this article
focuses for simplicity on the bi-parameter case, multiple parameter versions can in
principle be obtained by imposing a suitable hierarchy of weak-boundedness, full and
partial kernel conditions and defining the corresponding partial paraproducts. This
will be pursued in future work.

In addition to the simpler, and more computationally feasible nature of the contin-
uous formula, the model operators we obtain have a much simpler weighted theory,
which allows for quantitative, and sharp in certain cases, weighted norm inequalities
forT.

Theorem Let T be a (ky, ky)-smooth bi-parameter Calderon—Zygmund operator, see
Sect. 6. If (k1, k) # (0, 0) assume in addition the paraproduct condition (6.18). For
all 1 < p < oo product A p-weights w on R4 := RY x R® there holds

ki7ka < max{?)’%} k1 x7ko
IVa VT A e ey Sk [wly, VKR £ g
If T is fully cancellative, the improved estimate

k1 7k 0(p) ki vk
||Vx; ngTf”Lﬂ(Rd;w) Sk,B [w]App ||Vxl1 Vx§f||Lp(Rd;w),

ﬁ 1<p§%
0(p) = ysee (6.20) 3 < p <3
2 p=>3

is available. The above estimate is sharp when max{p, p'} > 3.
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1834 F. Di Plinio et al.

The above result, precisely stated in Corollary B.1, generalizes and quantifies R.
Fefferman’s qualitative weighted bounds for bi-parameter Journé-type operators [17].
While Martikainen’s work [41] did not contain weighted 7 (1)-type implications, a
simplified proof of Fefferman’s result was recently obtained in [27] relying on the
representation from [41]. Some quantitative estimates, weaker! than the ones of Corol-
lary B.1, have been obtained in [4] by a shifted square function form-type domination
for cancellative Journé operators, also relying on [41] within the proof. At present, it
does not seem possible to match the quantification obtained in Corollary B.1 using
dyadic representation theorems in the vein of [41, 49]. Part of the challenge with this
is that one parameter proofs of the quantitative results typically rely upon some variant
of stopping time (sparse operators, weak-type (1,1), or Bellman functions) as a key
ingredient and not easily adaptable to the bi-parameter setting. Our analysis based on
square function methods is able to circumvent this issue at least for max{p, p'} > 3.

Qualitative estimates for bi-linear, bi-parameter paraproduct free singular integrals
have been obtained very recently in [40]. We expect that multilinear variants of our
result can quantify and extend the scope of the weighted inequalities of [40]. The
method used in this paper has an additional benefit over dyadic representation. The
dyadic representation theorems rely heavily upon the Haar basis, making it difficult
to work in the settings of other Calderon—Zygmund operators that respect different
dilation structures, such as Zygmund-type dilations [18, 44, 45]. Our method is eas-
ily adaptable towards representation and weighted 7'(1) theorems for more general
dilation structures; this will be pursued in future work.

Structure

Section 2 contains the definition of the one parameter wavelet classes and introduces
the related intrinsic square function. Section 3 provides technical lemmas in the one
parameter setting, describing the averaging procedure of the wavelet basis and setting
up an auxiliary Alpert basis to handle higher degree paraproducts. Section 4 gives the
statement and proof of the one parameter smooth representation theorem and weighted
Sobolev T'(1) corollary, see Theorem A and Corollary A.1. Sections 5 through 7 set
forth the statement and proof of the bi-parameter versions, Theorem B and Corollary
B.1. The concluding Sect. 8 is devoted to establishing weighted norm inequalities for
the model operators appearing in the bi-parameter representation, via new weighted
bounds for intrinsic operators such as the bi-parameter intrinsic square function.

Notation

The symbol C = C(ay, ..., a,) and the constant implied by almost inequality and
comparability symbols <4, .4, ~ay....a, arc meant to depend on the parameters
ai, ..., a, only and may vary at each occurrence without explicit mention. It is con-

! The exponent of the Ay constant obtained in [4, Corollary 3.2] is 10, in contrast with power 3 obtained
in (6.20). Therein, it is claimed that tracking the constants in the argument of [27] yields power 8.
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venient to employ the Japanese bracket symbol
(x) = max{l, x|}, xeR%

The Fourier transform of f € S(RY) is normalized as

1

O

A;{d F)e ™ dx, &eRe

2 Wavelet classes and the intrinsic square function

In this section we introduce the normalized classes of wavelets with limited decay that
appear in our wavelet representation theorem for Calderén—Zygmund forms on R?.

2.1 Analysis in the symmetry parameter space

Our analysis of these forms is based on a symmetry parameter space description. In the
classical, single-parameter setting of Section 4, the parameter space and its associated
natural measure p are

dxds
P

z=(x,5) € Z9:=R? x (0, 0), /de(z)du(z): / f(x,9)

RR? x(0,00)
Points of Z¢ conveniently parametrize open balls in R by
BZ:{yERd: ly —x| <s}, z=1(x,5) ez,

When two points, or families of points, of Z¢ appear in the same statement and the
context allows for it, the notation z = (x, s) and the corresponding Greek version
¢ = (&, 0) are used; for instance, see (2.5) below. For each ¢ = (§,0) € Z4 it is
convenient to refer to the following partition of Z¢:

Zi@Q) ={z=(,5) € Z? 15 > 0} = FL({) U S() UA(Q),
Fi@)={z=(x.5) € Z{() : [x — | > 35},
S@) ={z=(x,5) € 24(¢) :5s € [0,30], |x — £| < 35},
AQ) ={z=(x,5) € Z4(¢) : 5 > 30, |x — &| < 3s}.

2.1
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1836 F. Di Plinio et al.

2.1.1 Symmetries parametrized by z € Z¢
Throughout, the one parameter family of symmetries on ¢ € S(R?) is defined as
1 .
TLe() = ¢ —x. Dilp() = e (<), xR s> 0, pe ool
N sd/p s
Sy.¢ =Dill o Try, z=(x,5) € 2%
2.1.2 Cutoffs

Choose o € C*®(R?), radial and with @ = 1 on B2, supp @ C By.4), and accord-
ingly define the cutoffs

o, =Tr,Di%, B, =1-a, z=(x,s) ez (2.2)

Note that supp a; C 4B; = B, 45) supp B; C R?\2B., and unlike most other func-
tions parametrized by z € Z¢ the cutoffs a, 8, will always be co-normalized.

2.1.3 Measuring decay in Z¢

For a decay parameter v > 0, define the function

. 7d . (min{l, s})"
[1v:Z%— (0,11, [(x,9)],:= (s R (23)

Throughout the article, the fact that
/d[z]udu(z) Svl, v>0 (2.4)
z

will be heavily exploited. The geometric separation in the parameter space Z¢ is then
described by the function

[
o 4[(529)]

_ (min{s, o})”
 (max{s, o, |x — &[T

z=(x,8), L=, 0) ezl  (25)

2.1.4 Integration by parts

Throughout the paper, for k € N, a multi-index y € R with |y| = k and a Schwartz
function f with f(§) = 0(|§|k) as & — 0, we denote

. L[, GO
v = 8 de. 2.6

e (m)d/df(@ e ds 2.6)
R

@ Springer



Wavelet representation of singular integral operators 1837

Then 877 f € S(RY) and Plancherel’s theorem implies the equality

(fg)=Y (077 f 07g)=:(V*f V¥e), geS®RY.
lyl=k

Remark2.1 Letk € R, u € {1,...,d} and |V|*, R, be respectively the «-th order
Riesz potential and uth Riesz transform on R,

IVIT“f(x) =

1 —~ .
——— | [EI7F f(&)e™E de,
2 d/
(V2m) J,

Ruf(x) = ——— / Fley Bueins g
YT (V2 J, ’

€]
For a multi-index y = (y1,...,va), let R = R]" o--- o R}*. With this notation
977 = |V|~VIRY up to a multiplicative constant depending on d, |y| only. This

multiplicative constant will be ignored in the subsequent uses of this remark.

2.1.5 Mother wavelet
Let ® € C*®(R?) be radial and supported on B(0,1), D € N a fixed large parameter,’

and a = a(d, D) > 0 chosen so that (2.11) below holds. Define the mother wavelet ¢
by

¢ :=aA*P® e C°(R?), suppy CB.1), ¢ radial, / lp|dx = C(d, D).
R4
2.7)
This definition implies
3% = ad* A*P71Md e S(RY), suppd ¢ C B.1), YO<|a| <D, (2.8)

and in particular
/ xVY(x)dx =0 (2.9)
Rd

holds forall € {07%p : 0 < |o¢| < D}andall0 < |y| < D. The translated, rescaled
functions

9. =Sy,p zeZz? (2.10)

2 For instance, when proving Theorems A, B below, any D > 8(max{ky, kp} + d1 + dp) will suffice.
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1838 F. Di Plinio et al.

yield the Schwartz version of the Calderdn reproducing formula [6, 24, 62]
h= /d(h,fﬂg)% du(¢),  heS®RY. 2.11)
z

2.2 Wavelet classes

Forv > 0,0 < § < 1 define the norm on S(]Rd)

n) —
[@lluv,s = sup (x)*T [¢(x)| + sup sup (x)T [ (x + h) ¢(x)|‘

§
xeRd xeRd peR4 |
0<[h|<1

Using this norm and Sy, adapted classes are defined. Fork € N, 0 < § < 1 set

whil = {¢ eS®: s sy tore| =1:0=y= k} ,

z=1(x,s) € z4,

The membership ¢ € \Ilf"m, for a fixed z = (x,s) € Z%, yields the following
quantitative decay and smoothness conditions: for each multi-index ¥ on R¢ with
0 < |y| < k, there holds

1 y—x —(d+k+36) p
Y - .
o0 = (FF) T veRy 2.12)
|h|5 y—x —(d+k+5) 4
107 (y +h) — 37 p(y)] < sd+lvl+5< > , yeRIh£0. (2.13)
Then set
wha0 - {w e WEO T (2.9)holds YO < |y| < k}. (2.14)

When k = 0, the notation is simplified by writing W2*!, w2 in place of w241, w20,

Remark 2.2 Note that ¢, defined in (2.10) belongs to C\I/ZD 19 More generally if
O<lyl=D

@y =Sy [0l =s97VSy. 9 € CUP 1O suppy, . C B, (2.15)

Limited decay wavelets enjoy the following almost-orthogonality estimates.

Lemma23 LetO <n<8<1,0<k<D,z=(x,5),0 = (£ 0) € Zwiths < o.
Then

sup  sup (¥, ) Sysk (2, it sup  [{@z, @) Sks 2 Clirs-
wewg,s;o ¢e\11§’5;l ¢€q}?,5;l
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Proof Consider the first estimate. By scale invariance and symmetry one may reduce
to the case ¢ = (0, 1), z = (x, s) with s < 1. Further, assume |x| > 1 as the case
|x| < 1 is strictly easier. In this case [z, {1k4y = s¥77(x| 7@+ Thanks to the
vanishing moment properties of i, one can subtract 7, (y), the Taylor polynomial of
¢ of order k centered at x. Then one has

(¥, #)| < / lp(y) — T ¥ (M) dy+/ [T () dy

Iy=l<1 o

+ / lpWI¥ ()] dy.

ly—x|=1
Using (2.13) for V¢ and (2.12) for v,

ly — x>t dy

1
|¢()’)—TX(Y)||1//()’)|d)’§ |x|<d+5+k) /

_ N\d+k+s od
y=xl<1 y-xl<1 (1 —l}sxl) ’
k+8
s log s|
S S (25 Clkgn-
Using (2.12) for VK¢ instead gives,
sk+8 Jis
/l—x|>l T DIy ()] dy S [ [dETS / ly — xI79dy < [z, ¢lksn,
= ly—x|>1
sk+8
/ eWIIY ()] dy < m/ ¢ dy < [z i
| =1 |x| 2|y—x|>|x|
y—x|>
2lyl<lx|
1
/ eWIIY ()| dy < wf WO dy < 12 Eleg.
| =1 |X| ly—x|>1
y—x|>
2lyl> x|

Assembling the last two displays yields the claimed first estimate.
The second estimate is proved similarly. Again, renormalize to have ¢ = (0, 1),
z = (x,s) withs < 1. Now observe thatif s < 1, |[x| > 1 and |y — x| > 1, then

1

1 1 1
|1/f()’)| = S_dmax{l |y—x|}d+k+5 = S_dm
’ K

N

And since |x — y| > |’2‘—‘ we can further have the estimate

k+34
vl = W.
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We also have that |¢(y)| < W and to [|¢]l;1 < 1. With these estimates it is

clear that the second estimate above holds and the proof is complete.
Taking advantage of Remark 2.2 to rely on the vanishing mean of ¢, ., and using

the decay (2.13) for ¢ \Ifé"‘s;l gives

k48
k § _
(¢, p2)| <5 Mz_kf|ay¢(y)—ay¢(x)||<py,z(y)|dys TR T G
i,

and the proof is complete. O

2.3 Intrinsic forms and sparse estimates
Lemma 2.3 leads to the L2-boundedness of an intrinsic square function associated

to the classes \IléS % This square function will now be defined. For f € LP(R?),
l<p<oo,tef{0,1}andz € 74 define the intrinsic wavelet coefficients

W= sup [(f. ). (2.16)

l,l/E‘I/?:L

The « = 0 coefficients enter the intrinsic square function

Ss.f(x) = f (w3 7) ?S . 2.17)
0

The value § > 0 is fixed but arbitrary and, whenever possible, it will be omitted from
the notation in (2.16) and (2.17), writing for instance S f instead of S5 f. Lemma 2.3
implies easily the L? estimate of the following proposition.

Proposition 2.4 Let f € L>(RY). Then ||Ss f1l2 <s Il fl2.

Proof 1t suffices to work with f € LZ(R9) of unit norm. Standard considerations and
a change of variable reduce the claimed bound to the estimate

/ f s s Vs Werras p) 1(F 2 Yiarars )]
(x.5)€R? x(0,00) (o, B)eR x (0, 1) (2.18)
dxdsdadﬂ
zeZ74

with implied constant uniform over the choice of ¥, € \Ilf and z € Z4. Lemma 2.3
then yields
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(5 Wes). Virras o)) | S L@ B

so that (2.18) follows by an application of Cauchy—Schwarz and (2.4). O

Next, consider the intrinsic bisublinear forms

Ve (fi, fr) = / W0 £ w80 £ dpu(z) (2.19)

zd

acting on pairs fi, 2 € U, <p<co L?(R?), modeling cancellative operators of
Calderén—-Zygmund type. Analogous intrinsic forms modeling paraproducts are also
needed in the analysis. Referring to the wavelet coefficients (2.16), define on triples
fi € LllOC (R?) the intrinsic forms

wG o= et [T w0 ) awe. @20
a {1,231\

The index j in the notation (2.20) identifies the noncancellative index of the paraprod-

uct form. As these are modeling bilinear, one parameter Calderén—Zygmund forms,

the case where j € {I,2} and f3 € BMO(RY) is of particular interest. In this case,

the simplified notation

7y (fi, f2) = (1 o, f3) (2.21)

is adopted. Note that the integrands in (2.19)—(2.20) are nonnegative, therefore issues
of convergence in the definition may be disregarded.
The next pair of estimates are of basic nature.

Proposition 2.5 Forall § > 0, 1 < p < oo, there holds

2

Y (f1, f2) Ss pp_ ] I fillpllf21l s (2.22)
2

ﬂz(fl, 12) Ss 1 f3llsmoedy b1 I fillpll 21l (2.23)

Proof By standard limiting arguments, it suffices to prove either estimate for fi, f» €

Ly (R?). We argue for (2.22) first. Having fixed such a pair f1, f2, there exists a

compact set K C Z% and a z-measurable choice of v/, v, € \Il? 90 5o that

1
Wi ) = 5L L) AU ) :=/K<f1,¢z><vz,fz>du(z>.

The form A with its adjoint satisfies the standard n-smooth Calderén—Zygmund kernel
estimates for all 0 < n < §, see Sect. 4.2 below. By standard CZ decomposition,
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interpolation and duality, (2.22) follows from

A(f1, f2) S (Ssf1.S5f2) < IISs f1ll211Ss 212 Ss L fill21l f21l2,

which is a consequence of Proposition 2.4. Similarly, to prove (2.23) it suffices to
show that

‘Hf}(fl,fz) ::/;{(f%(pz)(flvd)z)((Pz’Uz)d/‘b(z) Ss Il 3llemoay | fill21l 2112,
(2.24)

where K, ¥., v, € W%C are as above and ¢, € W% This is obtained exactly as

in [43, Ch. 5, Proposition 2] once the Carleson measure estimate

1
W s [(f3. 0 @) S5 1f3Wpoma) (2.25)
(x,5)ezd S z€T(x,s)

is in place. This estimate is classical, see [43, Ch. 5, (6.7)], but we sketch the proof.
First of all, fixing (x, s) € Z¢ and letting O = {y € R - ly — x| < 3%}, choose

a suitable representative of f3 € BMO(R?) with /, 0 f3 = 0. Then using Proposition
24

/ (31, @) P du() S [Ss 101l Ss [ 1ell < s 1 Al
z€T(x,s)

while a standard tail estimate and the vanishing mean of f3 on Q yield

2
/ [(flpay g» 927 dpa(z) Ss s (inf [f3]#(y)> < s 31 mord)
zeT(x,s) yeQ

and (2.25) follows by coupling the last two displays. O

Proposition 2.6 For each pair fi, f> € L'(R?) there exists a sparse collection S of
cubes of R with the property that

1
Wi S Y 100l fe. (Noi= o [ If1loax.
QeS

Proposition 2.7 Let f3 € BMO(R?). For each pair fj € LY(RY) there exists a sparse
collection S of cubes of R? with the property that

2

75, (fi. f2) S 1 f3lemoay Y 101 [ [(fide-

QeS j=1
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Proof of Propositions 2.6 and 2.7 The two propositions are obtained via identical rea-
soning based on (2.22)—(2.23) respectively. Arguing for Proposition 2.6 to fix ideas, it
has already been noticed that \I/‘S( f1, f2) is controlled by a suitable L?%-bounded lin-
earization A whose kernel is a n-Holder continuous Calderén—Zygmund kernel form
for all 0 < n < 8. Therefore, sparse bounds for A and ultimately for W follow by a
direct application of [9, Theorem D]. O

While we have appealed to the result of [9, Theorem D] in the course of the previous
proof, the sparse domination principles of [13, 32, 36, 37] among others might have
been used just as well. Also, a direct argument along the lines of [9, 13] may also
be employed to obtain a more precise version of the above propositions, where local
oscillations replace averages in the sparse form for the cancellative arguments. This
will appear in forthcoming work.

3 Some technical preliminaries

This section contains a few technical tools that will be used in the proofs of the
representation theorems.

3.1 Alpert basis

Choose a collection of functions ¢, € S (Rd ), indexed by multi-indices 0 < |y| < 2D,
supported in the unit cube of R¢ with the properties

/Rd x%¢, (x)dx = 8,4 VO < |a| <2D, 3.1)

where §, is the Dirac delta function associated to the multi-index y. The collection
¢, has been explicitly constructed by Alpert [1], see also the extension to general
measures in [56, Theorem 1.1]. A first technical lemma involves the Alpert basis.

Lemma3.1 Letz = (x,s),{ = (,0) € 74, and with reference to (2.1), z € A(?).
Define

_ 14
Po()= ) <<ﬂz,5y;¢>y><va—§) , Xet () =@ (0) = Pop(v), veR

0<|yl=<k

Then

1 —&\F -
|xz,;<v>|5—d('” S') min{l,w}, veRL  (32)

s s s

Proof Let

v—£\’ o197 g (&)
Té(pz(v): Z qV< pu ) , gy ::TZZ(T£¢ZaSy;¢y)

0<|yl=k
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be the degree k Taylor polynomial of ¢, centered at &; the equality involving g, is due
to (3.1). By Taylor’s theorem, as supp Sy, ¢, C B,

k+1
|<(Pz» SY;‘f’y) - C]y| = |<(Pz — Ty, SYg¢y>| S gz — Té‘Pz”L“(B;) N sd+—k+1

It follows that

1 0,k+1 vl |U—E| [
Xee @ S lg:0) = Tepz) + 3 SH]M( - )
O<|y|<k

The first summand of the last display complies with the estimate in the right hand side
of (3.2), by Taylor’s theorem and the fact that ¢, € \I/k 1% The second summand is
also bounded by the right hand side of (3.2): this is easily seen by checking the cases
lv—§&| <o,0 <|v—§&| <s,|v—§&| > s separately. The latter remark completes
the proof of the Lemma. O

3.2 Averaging yields rough wavelets

In the representation theorems, the key steps involve a certain averaging of the wavelet
@ of 2.7).

Lemma3.2 Let {¢. : z € Z%} be as in (2.10). Let 0 < n < 8 < 1 and 0 < k < D.
Letu : Z¢ — C be a Borel measurable function with |u(z)| < 1. Then, there exists
C Skos,y 1 such that for all z = (x, ) € zd

k+6 dad ]
I/’z() = / / IB Md(i(:+f))(p(x+as,ﬂs)(') ,3[30{ S C\ij’a’o, (3.3)
acR? 0<p=I1
((a, B)) d .
acRd f>1

In particular, with reference to (2.3),

dBda
U=y = / [(et, B)itsut (et B))P(xtaas. fs) ——— p 3 e CUkm0 (3.5)
(a,ﬂ)ezd

The proof of Lemma 3.2 is postponed till after the following useful application.

Lemma3.3 Let{g, : z € Z% beasin(2.10). Let ¢ € Z¢ befixedand q; € \Ilk L1

supp q¢ C B;. Then there exists an absolute constant C = C(d, k) and ¥, € C v
such that

with
k11

/ (h, @) (02, qc) du(@) = (h, 9¢) Vh € SRY). (3.6)
Z€A(Z)
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Furthermore,
/ xV 9 (x)dx =/ xVgr(x)dx, YO <|y|<k. 3.7
R4 R4

Proof Write ¢ = (&, o) throughout. Formula (2.11) yields that

/(hv(Pz)((szI{)d/L(Z):(hv‘I{>_ / (h, @)@z, qr) du(z).
A(0) ZA\A(¢)

Support considerations show that (¢,, g;) = Oforz = (x, s) with |x—&|>3 max{o, s}.
An application of Fubini’s theorem leads to the equality

f (h, @)@z, qc) Adu(2) = (h, i), Ve = /(‘/’m‘k)‘ﬁzdﬂ(l),
ZA\A(Z) 1(5)

where 1(¢) :={(x,s) : s <30, |x —&| <3max{s,o}}.If (x,s) € I(¢), Lemma 2.3
implies that [{(@(x s), 9c) S o~4(s/o)k*1. A change of variable and an application
of Lemma 3.2, (3.3) in particular, shows ¥, € C \I-féf’l‘o. The proof is completed by

setting ¥, = ¢, — ¥, and deducing (3.7) from Fubini’s theorem. O

3.3 Proof of Lemma 3.2

First of all, Fubini’s theorem immediately implies that ¥, and v, inherit the moment
properties (2.9). The memberships ¢y, € lIJf 55 1, cy; € \Ilé{ 1 are needed and proved

now.

Proofof (3.3) By invariance of assumptions and conclusions under the family Sy, it
suffices to work in the case z = (0, 1). As z is thus fixed below, it is omitted from
the subscript notation. We turn to showing that |37 ¢ [« x4s.s S 1 for each y with
0 < |yl =k <k.Fixw e R?, and let ¢ = 8" ¢ locally. Then,

B Hou((ar, B)) (w - a) dBda

(a)d+k+8 ﬁ ﬁd+l .

87 Y (w) = /

acRd 0<p=1

Due to the support properties of ¢, one observes that the functions

al_>¢<w—a> O“_>¢<u)+h—a>
B ’ B ’

@ Springer



1846 F. Di Plinio et al.

are supported in the cube Q,, = w + [-3, 314, and (&) ~ (w) for « € Q.. Hence,

vl S ) g ()| S

’3d+1
a€Qy
0<p<I1
3.8)
=y @[ g ) dudp 5 ()@
veR?
0<p=<1
by Fubini’s theorem and the change of variable v = % Hence sup, cpa (x)¥*°
[0 (x)] < 1. We turn to the Holder continuity estimate
97y (w + 1) — 87 Y (w)| < [h)P (w) " @ p e RY (3.9)

This is stronger than ||0” ¥ ||+ k+s.s S 1 only in the range || < %, which will now be
assumed. Proceeding as before, two integrals must be controlled

[l ()]l (=) ] G

ozeQ,f,hI
O<p=7

o [ o) o
a€Qy
@<ﬂ51

(3.10)

A change of variable shows that both summands in the first integral of (3.10) are

|h

z
S f Bldp S Il
0
Notice that in the -support of the second integral in (3.10), that |2 < 28 and
min{|lw —af, [w +h —al} < B

because of the support property of ¢. Therefore such support has diameter < 8. Using
this fact and the mean value theorem, the second integral in (3.10) is

1
Shlf, B2 dp < Inp’.

di
2

This completes the proof that v € C \Ilfaf)l) as desired. O

@ Springer



Wavelet representation of singular integral operators 1847

Proof of (3.4). Again normalize z = (0, 1). Fixing 0 < k < k, and using the local
notation f := V*v_, it must be shown that || f || k1., < 1. Note that

_ u((a, ) c—a) dpda
10= / / (max{|a|, ﬁ})d+k+5¢( B )IBd-H(-Fl’

acRY

where ¢ = V¥¢ locally. Bound the factor 87* below by 1, even if it may improve
certain estimates slightly. Fix w, h € R? with |h| < % First, observe that for each
B > 1, the set

Qﬁ:{aeRd:qb(w;a)#O}U{aeRdzqﬁ(%{l_a)#O}

has diameter S B due to the support condition on ¢, whence | Qg| < B¢. Furthermore,
if lw| > 4B and a € Qg then |a| > % > 2. This provides

max{ 7,1} 00
_ dp dp
(d+k+38)
|f(w)] < (w) / i + / BT
1 max {12l 1)

< (w)—(d+k+8) log(w) Sﬂ? (w>—(d+k+7])‘
Using the mean value theorem for ¢ and the previous observations

Lf(w+h) = f(w)]

w+h—o w—o dBdo
5/ / ‘d’( 5 )_¢< 5 )‘(max{lal,ﬂ})d“‘”ﬁd*l

B>1aecQp

ds
S |/1 max{|w|, 48}d+k+382 ~ < |h{w)™ (d+k+8)

and collecting the last two estimates is more than enough to show that || f ||« k45,5 S 1.
This also completes the proof of Lemma 3.2. O

4 Wavelet representation of one parameter Calderén-Zygmund
operators

This section provides a representation theorem for one parameter Calderén—Zygmund

forms A involving wavelet coefficients with vanishing moments. Throughout the sec-
tion, A stands for a continuous bilinear form on S (Rd ) with adjoint form

A SRY) x SRY — C, A*(f,g):=A(g, /).
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and two adjoint linear continuous operators
T.T*: SR — S' RN, (Tf.g)=A(f.8). (T*f.8)=Al. /)
4.1 Weak boundedness, kernel estimates and paraproducts
Below k € N and § > 0 are two parameters quantifying the weak boundedness and

off-diagonal kernel smoothness of the form A. This quantification is summarized by
the norm

[Allsird k,s) = IAIWB.s + [ AlK k.5 4.1

with the quantities on the right hand side defined below.

Definition 4.1 (Weak boundedness). The form A has the §-weak boundedness property
if there exists C > 0 such that.

s A (@, v)l < C

uniformly over all z = (x,s) € Z¢ , ¢, v, € \IJf;l with supp ¢;, supp v, C B;. In
this case, call || Allws,s the least such constant C.

Definition 4.2 (Kernel estimates). For a function K = K(u,v) : RY x R? — C,
recall the finite difference notation.

Ap.K@,v) =KW +h,v) — K(u,v),
ApK@,v)=K@u,v+h)—K@u,v), u,v,he RY.

The continuous bilinear form A on S(RY) has the standard (k, 8)-kernel estimates if

the following holds. There exists a function K : R? x R? — C, k-times continuously
differentiable away from the diagonal in R? x R¢ such that

A(f.g) = / K (u, v) f () g () dvdu
R4 x R4

whenever £, g € S(RY) are disjointly supported, and satisfying the size and smooth-
ness estimates for all u # v € R?, h € R? with 0 < |h| < %|u — vl

lu — vl [IVEK (u, v)| + |VEK (u, )] < C, 0<k <k (4.2)

h 5
i — v[d+ [|Ah‘.V,fK(u, )+ 1AL VEK (1, v)|] <c <|u|_|v|) . (43)

Call || A|lk k.5 the least constant C such that (4.2) and (4.3) hold.
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Say that A € SI(RY, k, 8) if the constant (4.1) is finite. The next two examples
of forms in SI(RY, k, 8) are the fundamental building blocks of Calderén—Zygmund
forms with higher degree smoothness.

Definition 4.3 (Wavelet form). Let {8, v, € \Ilﬁ”w . z € Z% be two families of
cancellative wavelets. The form

Ao = [ (B e ) dnco) 44)

belongs to SI(R?, k, 8) and ||A| SI(RY £.5) < 1. The weak boundedness property is
contained in Proposition 2.6 while the (k, §) kernel estimate is obtained via a standard
computation reliant on (2.12)—(2.13).

Definition 4.4 (Paraproductforms).Let0 < |y| < D be amulti-index. Call the family

{9,. € CUP I 7 € 74y ay-family if

/Rd X9, (x)dx = 11"18,4, YO < || < |y|. 4.5)

Here, we recall that a point z € Z4 is written as 7 = (x0,1) € RY x (0, 00), with an
associated position and scale and the ¢ above in (4.5) is coming from the scale of the
function ¥ ;.

As an example of such a family, for instance, if ¢, satisfies (3.1), then {}, ; :=
Sy, ¢y iz € 7%} is a y-family. For a function » € BMO(R?), and multi-indices y, c,
referring to (2.15) for ¢, ; define

mmm@=Lm%mﬁwm%mww. 4.6)

If y = a, simply write Il . It is important to stress, see Remark 2.2, that ¢, ; €

C \IIZD 1O%rallz € 9. Absolute convergence of the above integral for f, g € L' (R?)
is granted by the easily verified intrinsic estimate

|Hb,y,a(f’ g)| 5 T[b(f’ g)

referring to (2.21). In particular I ,  has the (1, 1)-sparse bound, which implies
L*(R?) estimates and a fortiori weak boundedness property of p,y,e, with
1T, allwes S bllgmo(re)- Standard calculations show that [|T1p, o lIK k.1 <k

||bI|BMO(Rd) for all 0 < k < D7 so that

1T,y e llsire k1) S 1PllBMORY), O <k < D.

Remark 4.5 The weak boundedness property of Definition 4.1 tests A on smooth
functions. The recent literature related to 7'(1) and representation theorems, see for
instance [29, 39, 41] and references therein, favors testing conditions on indicator
functions. When the form A also satisfies kernel estimates, the weak boundedness
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condition employed in this paper actually follows from indicator-type conditions and
is therefore less restrictive. More precisely, suppose that the bilinear form A is well
defined on L (RY) x L5°(RY) and satisfies

57 |A (lev le)| <1 Vz=(x,s) ez

in addition to the §-kernel estimates (4.2) and (4.3). Then [|Allws.s < 1, namely A
has the weak boundedness property of Definition 4.1. A proof of this implication is
found in [57, Lecture Notes 7, Lemma 1.3].

4.2 Calderén-Zygmund forms of class (k, &)
Let ¢ € S(R?) be an auxiliary function with
Ig, < ¢ < Igg.). @7
and introduce the notation, for each multi-index 0 < |¢| < kand R > 0
p% e SRY), p%(x) =x*Dil¥¢(x), x eRY, (4.8)

Let Sp(R?) be the subspace of functions ¥ € S(R?) with the vanishing moment
property (2.9) for all multi-indices 0 < |¢| < D.If0 < |¢| < k < D and A €
SI(R?, k, 8), the limits

AG,y) = lim A(pg.¥). ¥ €SpRY (4.9)

exist, do not depend on the particular choice of ¢, and define linear continuous func-
tionals on Sp (Rd ) see [23, Lemma 1.91] for a proof.

Remark 4.6 If A € SI(R?, k, 8) is a wavelet form of the type (4.4), then the functionals

A(x%,-) vanish for all 0 < |a| < k. This is easily verified by appealing to the

cancellation properties of the families {8;, v, € \Ilf’&o 1z e Z%.

With (4.9) in hand, it is possible to ask whether A € SI(RY, k, 8) admits k-th order
paraproducts for 0 < x < k.

Definition 4.7 (A has paraproducts of «th order). Say that A € SI(R4, k, 8) has
paraproducts of Oth order if there exists by, b}y € BMO(RY) with the property that

A Y) = (bo, ), AL Y) = (¥, b5) V¥ € Sp(RY) (4.10)

If this is the case, referring to (4.6), define the 0-th order cancellative part of A as

oS 8) = A+ &) = [ Moo 8) + Mg (. )]

We now define inductively the property of having paraproducts of order « for 1 < k <
k. Suppose A has paraproducts of order 0 < « < k and the «th order cancellative
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part of A has been defined. Then A has paraproducts of (k + 1)th order if for each
multi-index o with |a| = « + 1 there exists by, b, € BMO(R?) with the property
that

A ¥) = (D by, 7)), AL, ¥) = (=) Ty, b%)
4.11)

for all Y € Sp(R?). Notice that the pairings on the right hand sides are well defined,
as 0~ %y € H'(RY) whenever ¢ € Sp(RY) and |o| < D. If this is the case, we define
the kth order cancellative part of A by

Aert(f @ =Aclf o) = Y [Mha(fs )+ Tigale, H]. 412)

lo|=Kk+1

Here we set A_1(f, g) = A(f, g) to be consistent with the definition of Ao(f, g)
given above.

Remark 4.8 Observe that (4.12) is equivalent to

A=A, = D Myal(f.8)+ Tigalg, f). (4.13)

0<|a|=x

The inductive procedure of the proof of Theorem A reduces to the case A(f, g)
= AK (fv g)'

Remark 4.9 The 0-th order condition (4.10) is equivalent to the familiar assumption
T(1) =b € BMORY), T*(1) = b, € BMO(R?).

For0 <k <k —1,let T,, T be the adjoint operators to A,. In view of Remark 2.1,

as RY preserves BMO(RR?), the condition may be reformulated as

IVI“T,_;(x*) = aq € BMORY), |V[*T§,_(x = x%) = a}, € BMO(R?),
(4.14)

in the sense of S}, (RY), where ay := R%b,, and similarly for a}.

Remark 4.10 Using (4.5) and Remark 2.2, one directly computes

Mpya(x’, @) = (=D6,5(b,07%), M}, &’ f)=0 0=<|Bl<lyl.
(4.15)

Thus I, ,, has paraproducts of order |y | according to Definition 4.7, with bg = 8,
and b; =O0forall0 < B8] < |y|.
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Definition 4.11 The continuous bilinear form A belongs to the class CZ(Rd, k,§) of
(k, 8)-Calderén—Zygmund (CZ) forms if A € SI(R?, k, 8) and A has paraproducts of
order k. For further use, define the norm

1Az k5 = IAsiRa 45y + D, (IbalBymod) + 155 Iemogd)) -

0<l|er|<k

(4.16)

The statement of Theorem A below is the representation and (sparse) 7' (1)-theorem
for (k, §)-CZ forms. Its proof is postponed to Sect. 4.3. The weighted 7'(1) result is
stated separately in Corollary A.1 with the deduction of the corollary given at the end
of this subsection.

TheoremA Letk € N, 0 < ¢ < 8§ < 1. There exists an absolute constant C =
Ck.5.¢.a such that the following holds. Let A be a standard (k, §)-CZ form, satisfying
the weak boundedness condition, the kernel estimates and having paraproducts with
normalization | Allczmd x5y < 1. Then, there exists a family {v; € C\Ilf’a;o 17 €

74}, such that for all f, g € S(RY)

ASg) = / oo g du@+ 3 Ty, (Fr )+ Ty (8. £,
Zd

O=<lyl=k
4.17)

where, for all 0 < |y| < k, I, 5, and I'Ib;,y are explicitly constructed paraproducts
Oftheform in Deﬁnltlon 44, with ||by ”BMO(Rd)’ ||b; ”BMO(Rd) < ”A ||CZ(Rd,k,5) as in
Definition 4.7.

Remark 4.12 The first term on the right hand side of (4.17) is not symmetric with
respect to taking adjoints: there is one point in the proof, see (4.30) where the symmetry
between f and g is broken by choosing on which side the averaging Lemma 3.2 is
applied. A representation where the ¢.-family is kept on the g-side may be obtained
by reversing this choice.

Remark 4.13 The recent article [28] devises a dyadic representation theorem for L2-
bounded Calderon—Zygmund operators 7 whose kernel obey estimates (4.2) for some
k > 1 and satisfying special cancellation assumptions, namely 7' (x?), T*(x?) is a
polynomial of degree < k for all multi-indices 0 < |y| < k, which is equivalent to
assuming (4.14) holds with a,, = aj; = 0 for all y. Their representation is of dyadic
nature in the sense that it involves shifted dyadic grids and dyadic shift operators of
arbitrary complexity, just like the classical one of [29], however a wavelet orthonormal
basis is employed as a building block of the dyadic shifts instead of the Haar basis.
The useful gain in comparison with [29] is a better decay rate of the dyadic shift
coefficients in the representation.

Theorem A differs from [28, Theorem 1.1] in several aspects. First, it is of 7'(1)
type and the vanishing assumptions on the higher order paraproducts is replaced by
the more general BMO assumption (4.14). Furthermore, our model operators have
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complexity zero and no averaging procedure over shifted grids is needed, resulting in
a compact and computationally feasible expansion. This feature allows for a seamless
and powerful extension to the bi-parameter case, which we perform in Theorem B
below.

We come to the 7'(1) theorem. Notice that (4.18) below is a vacuous assumption
when k = 0, whence Theorem A has a sparse, sharp weighted version of the classical
T (1) theorem as a corollary. Also notice that no assumption is being made on the
adjoint paraproducts bJ,.

Corollary A.1 Suppose that A is a standard (k, §)-CZ form with
b, =0 Y0 <|y| <k. (4.18)

Then referring to (2.19) and (2.21), for each |«| = k the following estimate is true

A 0% Sn D [\v"(af’f,gw Yo, P fa+ Y. m;;(g,aﬂf)}.
|B1=k lyl=k 0=<ly|=k
(4.19)

Furthermore, the sharp weighted bound on the weighted Sobolev space WP (R4; w)
holds

1
max{l,m]

ITf ik ey S [wla, If ikp ey, P € (1,00). (4.20)
Remark 4.14 Condition (4.18) is also necessary for (4.20) to hold, i.e. Corollary A.1
is a characterization of (4.20). This generalizes the case Q2 = R4 of [55, Theorem 1.1]
to the non-convolution case; in fact, a scaling argument shows that when Q2 = RY,
condition b. in [55, Theorem 1.1] is equivalent to (4.18). To see the necessity, suppose
that (4.20) holds for some exponent pg and all weights w € A. Extrapolation of
weighted norm inequalities [12, 16] then implies that (4.20) holds for p = 2d and w
equals Lebesgue measure. The content of Corollary A.1 also allows to assume that
the adjoint 7' to A equals

rf= X | el 0. duco).

0<|yl<k

Fix0 < |yl =k < kandlete := k — (k + %) > 0. Then define fr(x) :=
R®xY a0, gy (x) where « is the cutoff from (2.2) and R > 1 is arbitrary. It is immediate
to show that ”fR”Wkld(Rd) ~ 1, so T fg is a bounded sequence in Wk’Zd(Rd). Also,
using the properties (4.5) followed by (2.11), R™*Tfg — 977b, = T(xV) in the
sense of Definition 4.7. These two properties entail 7 (x?) = 0 in Wk-2d(R4), Thus
T (x7) is a polynomial of degree < k. Appealing to Definition 4.7 again reveals that
b, = 0 as claimed.
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Remark 4.15 Testing type theorems for smooth singular integral operators have pre-
viously appeared in several works: a non-exhaustive list includes [23, 26, 42, 58, 60]
as well as the already mentioned [28, 55] and references therein. In particular, [60,
Theorem 1, cases (6,7)] is essentially equivalent to the unweighted version of Corol-
lary A.1. Corollary A.1 appears to be the first weighted 7 (1) theorem of this type.
A sparse bound in the vein of Corollary A.1 was proved in [5] for the case k = 1
using techniques from [36]. However, the result of [5] is not of testing type and was
obtained under the stronger assumption that 7 is a priori bounded on the Sobolev
space Wl’z(Rd).

Proof of Corollary A.1 Before the actual proof, make the following observations refer-
ring to the wavelets ¢,, v, in the representation (4.17): for z = (x,s) € Z,
lal =18l ==k 0=yl <k

k8%, sK9%, € CwEO, sk, ., sk8%9, . e CWlL 4.21)

Applying the representation theorem to A, and using the assumptions on b,,

MG = [ (F o 00 dn@ + 3 T, (£ %)

lyl=k

+ ) Ty 5 (0%, f).

ly|<k

Integrating by parts and using Remark 2.2 gives

‘/ (fs o) {vz, 0%g) du(z)
Zd

=12 /Z (0 gp) {507z, g) dpu()
|BI=k

Sn Y WP fL ).
|B1=k

Fixing |v| = k in the b, -type paraproduct, and integrating by parts

Mo 0] = | 32 [ b {15740 00 6500, ) dnco

|Bl=k

>, 0P f, 9.
|Bl=k

A

The b7, [0] < k < y type paraproduct is controlled similarly: with reference to
Remark 2.2 for ¢g ,,

My (. )| = | 3 /Z B 07,08 599, ) g, 0 ) A (o)
|Bl=k
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S m, @0 f. ).
|Bl=k

This completes the proof of (4.19). The weighted norm inequality then follows as a
consequence of the sparse estimates

(0T f, &) = [ACf, %] S D10V fllolg)o, el =k
QeS

obtained by combining (4.19) with the Propositions 2.6 and 2.7. O

4.3 Proof of Theorem A

Start by normalizing || Alczgd x5y = 1. Throughout the proof, the properties (2.7)—
(2.10) and (3.1) will be referred to frequently. Recall that ¢ € (0, §) is fixed but
arbitrary, and let n = #. Throughout the proof, for z, ¢ € Z?¢ we write

Xzt = ¢z — Prelae)(2) (4.22)

referring to (2.1) and Lemma 3.1; note that this does not override the definition of
Lemma 3.1.

Lemma4.16 |A(xz.c. x2.2)| S (20 Clitn I Allczgra 1.6

Proof It suffices by symmetry to work in the region z € Zi (¢),see(2.1). The estimates
are then verified by case analysis.

Case z € S(¢). Estimate A(xz,¢, X¢,z) = A(@z, ¢¢) appealing to the weak bounded-
ness property. The details are standard and omitted.

Casez € A(¢). Letag, B; asin (2.2). Then

A(Xzes Xez) = AXzer90) = MO, o) + A(E, @), O = yx;cac,
8= xz.cB¢ (4.23)

and one seeks estimates for each of the summands in the last right hand side. For
the first, apply the weak boundedness property for the point ¢ = (&, 40), so that
Bg = 4B;, and use (3.2) to estimate || O], obtaining

1 /o\k+1
IA©. 001 < 1AIWBs1O00 S 5 (7)< I8z xplz: St

(4.24)

Continue now to estimate the second summand. The functions E and ¢, have disjoint
support, and thus the kernel representation of the form A can be used. For each fixed
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v e Rd\2B;, consider the function F, € Ck(E), Fy(u) := K(u,v) foru € E Then

/ E()(Fy. ¢} dv
RA\28,

IAGE, ¢l = ‘/ 20 [ K vps o) dude
RA\28, B,

D RO R s
lyi=k |7 RE\2Be (4.25)
<ot Z/ 30 s0p [ K 0 g
ly =k ueBe
< k+3 A / [E)| d
S o A K ks - —|v — g a9V

Here, the passage to the second line is obtained by using supp ¢, supp ¢, C B¢,
consult (2.8), and integrating by parts. The subsequent (in)equality follows from the
mean zero property of ¢, », see Remark 2.2, and the next step is obtained via the kernel
estimates (4.3). Bound the last right hand side by splitting the integral on Rd\ZBg into
the pieces

k+8 B o] (a)k+5/5 Ly < (o‘)k+6 (s)
T rdhs == —dt < — (=) log(—
’ / o — g © G o I T sd\s &\s
o<|v—E&|<s
(4.26)
where the §-geometric mean of the estimates in (3.2) is used, and

g ks oo o)
k+68 |u()’)| iO' 1 l (z>
g f ly — £|d+k+d dy S sd sk ) prEny dr W \ . 4.27)

[y—u|>s

Putting together (4.23), (4.25), (4.26) and (4.27) provides

I Allczwad k.5 k+6 o 1 o \k+n
(5 e () S g )
N N N ||A||CZ(Rd,k,5)S N

= [ Allczmd k525 ity

A

|A G0 00)]

(4.28)

as claimed. Case z € F,(¢). In this case A(xz,¢, X¢,z) = A(@;, ¢¢) and the supports
of ¢, and ¢; are separated. Thus, the kernel representation of A, the cancellation of
¢y, and the kernel estimates can be used. Proceeding exactly like in (4.25) with ¢,
in place of &,

[z (V)] IAllcz@ra S)UHS

A(p,, <O'k+6AKk5/ : dv < =
| (§02 (pé')' ~ ” ” k, B |U —§|d+k+8 ~ sd|x _$|k+8

= [Allcz®d k.5)[25 Clits < 1A lczwra k.6)[25 $litn- (4.29)
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This completes the proof of the lemma. O

The main line of proof of Theorem A now begins. First of all, notice that

||A||C2(Rd,,(,5) = ||A||CZ(R<1,/<,5) =1, 0<k <k

The proof uses induction on 0 < k¥ < k in a subtle way.

4.3.1 Base case and main part of inductive step

The proof of the representation Theorem A first begins under the additional assumption
a(k): by, by, #0 = |yl =k

namely, all paraproducts vanish except those of highest order. Notice that a(0) is not
an extra assumption. Let now f, g € S(RY). Use (2.11), bilinearity, S(R?)-continuity
of A and definition (4.22) to expand A(f, g) as

(f, o) (0, 8) A9z, @) du(z)du(g)
Zdxzd

= f (fs o) 0cs 8)A(Xz.¢» Xe.2) du(2)dp(E)

Zdx zd

+/ / (f> o) ee, 8) NP, op) du(z)dp(2)
ng(;)

+/ /(f,fﬂz>(<ﬂ;,g)1\(<ﬂz,P;,z)d,u(é“)du(Z).
zd A®2)

Making the change of variable £ = x 4+ a5, 0 = Bs and using Fubini’s theorem in the
inner variable of (¢(x1as,gs), &), the first summand in the last right hand side equals

dgd
/(f’ @) {(vz, 8) du(2), U(x,s) = / [(e, ﬁ)]kJrnu(x,s)(av ﬂ)@(xﬁm,ﬁs)%
zd (a,B)ezd
(4.30)
where

AS? (X(x,s),(x+as,ﬂs) s X(x+ozs,ﬂs),(x,s))
(@, B)Ik+y

u(x,s)(a’ B) =

is uniformly bounded by Lemma 4.16. Thus v. € CW5° by Lemma 3.2 applied
with u = u( 5. This constructs the first expression in the right hand side of (4.17).
With reference to Remark 4.12, an alternative form of the term in (4.30) with roles of
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f and g exchanged up to conjugation, may be obtained by making instead the change
of variable x = & + o, s = Bo and applying Lemma 3.2 accordingly.

It remains to identify the second and third summand of the main decomposition as
a sum of paraproduct terms. Turning to this task for the first term, begin by noticing
that due to assumption a (k) used twice, and Remark 2.2

y_‘i:)V ) —ly| (by»wyx) lyl =k
A 2 , = A V’ 14 —
(yH( o) o) =l ) = g vl £k

Therefore, applying Lemma 3.3 to h = f, g; = Sy, ¢, to obtain the last equality

zg Z€A(Z)

=Y [ [ et sy e 91ty 0 durduc)
VI=hZd zenw

=> fzd<f, Dy.c)@c. 8) by, @) du(e) =TIy, , (f. 8).

lyl=k

Notice that Lemma 3.3 together with (2.7)—(2.10) and (3.1) ensure that %, ¢, the output
of Lemma 3.3 corresponding to g; = Sy, ¢y, belongs to \Il;) Tl andis a y-family. A
totally symmetric argument deals with the third summand in the main decomposition,

and completes the proof of (4.17) under the assumption a (k).

4.3.2 Induction

It remains to explain how to obtain (4.17) without the assumption a (k). In fact, it will
be shown that A satisfies an instance of representation (4.17) for all 0 < k < k. This
is done by induction on « . Before starting the induction, observe that || A [lczgrd .5y <
IAllczre .5y < 1. For & =0, (4.17) is achieved in the previous step.

Assume that A has been represented in the form (4.17) for an integer 0 < k < k.
Taking advantage of Definition 4.4, and in particular of Remark 4.10, the «-cancellative
part of A defined in (4.13) satisfies || Allczrd .5y S 1 and the equality

A=A 00— ) Hby,y(f,g)+ﬂb;,y(g,f)=/ (f> ) (vz, 8) du(z)

0<ly|=k 7
for some family {v, € CW5C : z € Z9). The last equality of the above display

tells us that all paraproducts of A, having order less than or equal to k equal zero,
cf. Remark 4.6. Therefore, A, (f, g) satisfies the assumptions of the theorem, and in
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addition a(x + 1). Apply the previous part of the proof to A, (f, g), and obtain

AK<f,g>=fzd<f,wz><vz,g>du(z)+ S My (fr) + sy (20 )

Iy |=x+1

with {v, € CWXT170 . 2 ¢ 7d) This equality, rearranged, yields a representation of
A in the form (4.17) for the value « + 1, completing the inductive step and the proof
of Theorem A.

5 Wavelets in the bi-parameter setting

This section lays out the bi-parameter analogue of the framework we described in
Sect. 2, in preparation to a bi-parameter version of the representation Theorem A.
Throughout, d = (di, d») is used to keep track of dimension in each parameter. The
base space is the product Euclidean space

x = (x1,x2) € RY := RN x R%,

If € S(RY) and F € S(RY), denote
(@, F)i szd $(x1. ) F(xp) dxy € SR®)
1

and similarly with roles of 1, 2 reversed. If ¢ : RY - X, x| € R4, Xy € R4 the
corresponding slices will be denoted by

Pl RE 5 x plbail .= p(xy, ),

o=l RN 5 X, ¢l i= ¢ xy). oD
Our parameter space is thus the product space Z9 = Z% x Z% with product measure
du(z) = du(z1)dum(z2). Vector notation for points of 74 is not used and instead, we
write z = (21, 22) € Z4. One embeds Z9, j = 1,2 into VAS regarded as a space of
symmetries on ¢ € S(RY), by taking tensor product with the identity transformation
in the complementary parameter. Set

(sv6) 1,32 = (Sy:,0271) 00) = s% (y LA y2> ,

N
1 1

(Sy§2¢>) 01, ) = (Syzzfﬁ“’y‘]) () = - (yl, yzs_zxz),

A
S

for z; = (xj,s)) € 7% . Note that Syil, Sy?2 commute since they act on separate
variables. The bi-parameter family of symmetries indexed by z € Z9 are obtained by
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composition,
_ oyl 2 _ d
Syzd) - Syzl © Syzzv = (Zlv 12) € Z .
5.1 Wavelet classes and the intrinsic square function

This is the bi-parameter analogue of Sect. 2.2. The notation now overrides what was
previously laid out in the one parameter case; unfortunately, due to the different dilation
structure and working with borderline sufficient decay in each of the parameters,
definitions may not be re-used.

For v = (v, 1p) € (0, oo)z, and § > 0, define C, , s to be the subspace of the
8-Holder continuous functions on RY whose norm

Illaws = sup [ [T ™7 | lp)]

xeRd j=12
. h) —
+ sup sup 1_[ (xj)dﬂr”/ | Cx + )a ¢l
xeRY peRd \jZin Al
0<[h|<1 :

is finite. In the bi-parameter case, the relevant cancellation properties of i are encoded
by requiring (2.9) to hold in the variable x, for each slice 111[7'”] and each t = 1, 2.
This necessitates the introduction of the bi-parameter analogue of the classes \Iff Bt
Hereafter, y; € N4 for either Jj = 1,2 is amulti-index on R4 . Fork = (k1, k) € N2,

0 < § < 1 define

(Syz)—laylayz¢

wkoLl . e S(RY) . sMilghal <1},
z ¢ € SR 518 k48,8

pha0L— {qj e WEL1 1 (2.9) holds for y = ¢1>%) d = dy, y = 1,
Vi € R V0 < [l ki
phaL0 - {qb e Wr Ll 2.9) holds for y = w1\ d = dy, y = s,

Vap € RN Y0 < | < kz} ,

\Ijéc,S;O,O = \Ijéc,S;O,l N \Ifé(’&l’o,

where z = (z1, z2) = ((x1, 51), (x2, $2)) € Z9. The resulting decay, smoothness and

cancellation properties satisfied by ¢ € \IJé( 20102 gre efficiently described by

_ d,+k,+38
Sdl+h/l| Y X
t
S

[87 )] € WO vy e R0 < |y| < k1 € {1,2).
5.2)
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The analogue of the almost orthogonality Lemma 2.5 in the bi-parameter setting is
the following lemma.

Lemma5.1 Letm e N, O <2 <8 < 1, z,¢ € Z4, ¢, e wZm2m:500 Ve €
\p§2m,2m),8;0,0 Then

| )| Sy (210 S lman (22, St

Proof Let  be either 1 or 2. Applying (5.2) together with the first estimate of Lemma
2.3 and integrating,

i) = [ [0l dy S tmax s, b = 60 25 ey

and the lemma follows by taking the 1/2-geometric average of the two inequalities. O

5.2 Intrinsic bi-parameter wavelet coefficients

The definition of the intrinsic bi-parameter wavelet coefficients is next given. These
may be defined in the generality of f € S'(RY). For such f,and z = (z1,22) € z4,
set

wEER) £ = sup |(f, ¥)]. G-3)
1//6\115”"'2

A standard argument based on (5.2) shows that if f € Llloc (RY),

8;(1,1)
(x1,51),(x2,52)

v fSsMajar f(X), x=(x1,x) eRY, 51,5 >0

where My, 4, is the bi-parameter maximal function on RY. In particular the wavelet
coefficients of f € LP(RY) are finite for f € LP(RY), p > 1, as My, .4, f 1s finite
a. e. in that case. The remainder of this section contains a basic L2 estimate for the
intrinsic square function

. 2 dnydr
8;(0,0) 142
SSs f (x1, x2) = / (Wi /] | (5.4)

(0,00)?

Again, the parameter § will be fixed and play no role and the operator will be repre-
sented as SS later in the paper.

Proposition 5.2 ||SS f|l2 <s || f|l2. As a consequence,

/zd (w500 7] [0200¢] du@) < £ lglo- 5.5
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Proof Notice that (5.5) follows from the square function estimate via two application
of Cauchy—Schwarz inequality. The argument for the square function estimate is anal-
ogous to the one employed for (2.18). Working with f € L?(R?) of unit norm, and
fixing ¥, € \1/;??0'0, z € ZY, it suffices to estimate

/ f [(f, Iﬁz)ll(siilsgzl//z, Ye(ar,pr.o0. b s Ve, proan, o)) | A (2)

z€Z% (ay,B1)eR? x(0,1)
(02.$2)€R%2 x(0,1)

dolldﬁldolzdﬂz <

2
) Z d
515 /I(f V)17 du(z)

zezd

as well as three more integrals covering all possible relationships between the scales of

z = ((x1, 1), (x2,82)) and £ (a1, B1, 2, B2) = ((x1+as1, Bis1), (x2+azs2, f2s2)),
which are estimated in an analogous fashion. In this specific case, Lemma 5.1 entails
the bound

s S22, Ve pran.po) | S L@, Bols (a2, B2)]s

and the required control is again obtained via a combination of two instances of (2.4)
and Cauchy—-Schwarz. O

The LP-theory of double square functions is well studied. On the other hand, work-
ing with non-compactly supported, non-tensor product wavelets, is non-standard. In
this generality, L”-estimates may be obtained by direct product John—Nirenberg type
arguments involving Journé’s lemma. In this article, for reasons of space, L”-bounds
are obtained as a particular case of the sharp quantitative bound of Theorem C below.

6 Wavelet representation of bi-parameter Calderén-Zygmund
operators

Throughout this section A indicates a generic bilinear continuous form on S(R%) x

SMRY.If f; € S(RY) for j = 1,2, then f; ® f» € S(RY) stands for (x1, x2)
f1(x1) f2(x2). Define the full adjoint of A by

A SR x SRY — €. A*(f.9) = Alg. ),
and, when A acts on tensor products, the partial adjoints are given by

A AR SR @ S(RD) x S(RM) @ S(RR) — C,
A (fi® fr. 81 ® g2) = A(g1 ® fr, [I ® &),
A2 (fi® 2,81 ®8) = A(f1 ® 82,81 ® fr).
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To unify, we write A° = A and A%, with a varying in the set @ = {o, %, x|, %2} At
times, the adjoint linear operators 7% : S(RY) — S’(RY),

(T i® ), 8108) =A(fi® f,g1®8), aca

will be considered. A bi-parameter wavelet basis is needed. For j = 1,2 let ¢;
e (R%) be such that ¢ = @j,d =d;in(2.7),and D > 8(d; + d>) sufficiently large
Set =01 @@ el (RY) as our mother wavelet on Rd and rescale it by

Q=0 ® ¢, =Sy, 0 =Sy 01 ®Sy,,¢0, z=(z1.220)€Z%  (6.])

(D,D),1;0

With this position, ¢, € ¢\, for all z € Z9.

6.1 Bi-parameter singular integrals

The boundedness and kernel smoothness properties of bi-parameter singulars are quan-
tified by the parameters k = (k1, k2) € N2 and § > 0, and summarized by the norm

I Allsira k.s) = IAllPwB ks + [IAllK.£.k.6 (6.2)

whose summands are described below. Notice that the norm (6.2) is stable under full
and partial adjoints: this fact will be used without explicit mention from now on.

Definition 6.1 (Partial kernel and weak boundedness). For j = 1,2, Zj € 74 and

kj,8;1 .
Uz, vz € \IJZJ’. with supp u;;, supp v;; C B;,, define the forms

At wn, t SRE)XS®RE) — €. Ay, v, (f2.82) = 57 Aluz, ® fr. v, ®82).
Ay vyt SRD) x S®RM) = €, Mg, (f1281) = S52A(fI @ 12y, 81 ® vzy).

The form A has the (k, §)-partial kernel and weak boundedness properties if there
exists C > 0 such that

<C

HAI’““’"ZI K.k1,8

+ HAly”zzsvzz + HAZ,MQ,UZZ + HAZ,MQ,UQ

WB,§ K.k2,8 WB,

uniformly over z; € 74 and Uz Vz; e W,; ’ " with supp uz;, supp vz;; C Bz,
Jj = 1,2.In this case, ||A|lpws.k.s 1S the least such constant C. The ||A|pwg,s norm
is stable under full and partial adjoints, and subsumes all of weak boundedness and
partial kernel assumptions of [41], see also [49].
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Definition 6.2 (Full kernel). For a function K = K (u,v) on RY x R4, with u =
(u1,uz), v = (v, v2) again using the finite difference notation

Ay K, ) = K ((uy + b1, u2), v) — K (u, v),
AG K () == K ((uy, uz + h2), v) — K (u, v),
Al K@, v) ==K (u, (v1 + h1,v2)) — K(u, v),

|h2K(u v) := K (u, (v, v + hy)) — K(u, v),

foru = (uy,uz), v= (v, ) € RY, hj € Rd-f,j = 1, 2. In preparation for (6.4),
introduce the norms

. d .
1Kl = sup [T tuj— vl | 1K @, )],
(u,v)eR4 xRd j=1.2
||K||K’8’A|1j = sup sup
" (wv)eRIxRY 0<2|hy|<|ui—vi|
di+K1+8
[ — vy [T d 1
ki[5 |z — v2| T (A, KD, )]
|u] _ vjldj+lcj+8
||K”K,8,A‘D A2, = sup sup TG
O eRrd xR 0<2lh;|<lu;—v;| \ 21 Ikl

j=1,2

(Ah ALK @, )]

with similar definitions for the other finite difference operators: here k = (k1, k2) €
[0, oo)2 and § > 0. Then the form A satisfies the full kernel estimates if the following
holds. There exists a k = (k1, k2)-times continuously differentiable K (u, v) on RY x
RY such that

Af1® f2.81® &) = /]Rd na K (u,v) fi(uy) f2(u2)g1(v1)g2(v2) dudv  (6.3)

for all tuples f;,g; € S(R%) such that supp fiNsuppg; = @, j = 1,2, with the
property that for all 0 < k1 < ki, 0 < k2 < k2,

” V/(] VKzK ” 1) + “VKI VKZK ” ) = <C,

[958 ., 175725 =¢
(k1,2),8,AL, (k1.x2),6, A
[vivisx |vhvek <.
PR k) 8,08, 2 k). 8,87
vivi] +|ivix] ’
H Vi (k1k2).8, A0 AL, T ke 8.8 A7

10
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<C. (64

ki wko
HV‘“V”KH ” ki,k2),8,Al A2 T
(k1,k2),8, o20)-

vkiyk g
(k1.k2).8, A Al + H vy YUy
The least C such that (6.3) and (6.4) hold foreach Y € 3 will be denoted by || Allx f k.s-
Notice that the latter constant is preserved under full and partial adjoints as well. If
k1 = kp = 0, these are the usual full kernel estimates of a bi-parameter Calderén—
Zygmund operator, see for example [41].

Saythat A € SI(RY, k, 8) if the constant (6.2) is finite. The next definitions establish
the main examples of forms in SI(Rd, k,d).

Definition 6.3 (Bi-parameter wavelet form). Associate to the two families of

bi-parameter cancellative wavelets [ B v, eC \I/§ 9002 ¢ Zd} the bi-parameter
wavelet form
A9 = [ (B ) dnco), (6.5)

This form belongs to SI(RY, k, §) and || A lsira x5 < 1. The weak boundedness
property is a particular case of estimate (5.5) from Proposition 5.2. The partial kernel
and full kernel estimates may be obtained by repeatedly employing (5.2) and standard
computations.

In what comes next we will need several different BMO spaces. Some will be
one-parameter and some will be two parameter, product BMO spaces of Chang and
Fefferman, [8]. We will denote BMOcp (RY) as the product BMO space and BMO(R%)
will denote the usual one-parameter BMO space in the specified coordinate.

Definition 6.4 (Bi-parameter paraproduct forms). Paralleling our treatment of the one
parameter case, three types of bi-parameter paraproducts will be defined. For a pair
of multi-indices (y1, 2) on R% x R%2 a function b € BMOcg(RY), (11, 12) € {0, 1}2
and f,g € S(Rd), define d

00101 (8 1= [ b:00.50 @ P )UF Py Do) ) (2,

I10,1),6,(1,y) (f+ 8) = /Zd (b, ©y1,21 ® Wy, 22 f+ Oypz1 ® P2 )90z, @ Py 255 8) din(2),
(6.6)

where gy, ., = Sy, 0 Vig;, see (2.8) and (2.15), and the family {#,, ., € cwl1o,
zeZ%}isa yj-family as in (4.5).

The first form is usually termed full paraproduct, while the second is usually referred
to as a partial paraproduct. The paraproducts defined below are related as partial
adjoints, namely

*1

0.1).6.01.2) = (T10.1).6.01.1))
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For this reason, the notation I, ,, will be used in place of IT(g,0),5,, throughout this
section. Standard computations relying on the smoothness and compact support of
the wavelets appearing in (6.6) lead to the following controls on the partial kernel
and weak boundedness, and full kernel constants of the paraproduct forms: for any
multi-index y = (y1, y2), there holds

|| p,y HSI(Rd,k,8) Sk 12]lBMOr RY) - (6.7)

A third family of paraproducts, which are termed half-paraproducts, are constructed
using the definitions (4.6) in each parameter ¢ € {1, 2}. Let x; € N, n > 0, which are
kept implicit in the notation, y, be a multi-index on R% and a be a continuous map on
Z% x 74 taking values in BMO(R%). Define, a priori on S(RY) x S(RY), the form

H;s}’um (f’ g) = / Ha(Zz@z),M,al (<f’ goZ[)Zv (g, w{;)f) [Zfa §Z]K;+ndﬂ(zz)d,u(§;)
7% % 7%

(6.8)

where Ia(;,¢), .0, Tefers to (4.6) for b = a(z;, &), ¥ = v, @ = o, d = d,. Arguing
in a similar fashion to (6.7), we record the estimate

: S sup lla(zz, &)l iy,
H Yo%l S1(RA £, 8) (ntyezd x 2 & SUIBMO(R%)
k= (ki,k2), k. = |y, k = &;. (6.9)

Furthermore, it is a particularly useful observation that, in view of (4.15) and referring
to the notation introduced in (4.9), which is legitimately used whenever f>, g» €
S(R®%) are fixed

H;,yl,al(X{gl ® f2,86108)=0 YO[B <Inil, Br #ni (6.10)

in the sense of linear functionals acting on g; € Sp(R%), and similarly for adjoints
and half-paraproducts in the second parameter.

The next technical lemma shows that the norm (6.2) controls certain symbols
obtained by partial testing of A against monomials. For this, the modified wavelets

Xeo =9 — Poclay(@), z,¢ € 74

introduced in (4.22) will be needed. The proof of the next Lemma is postponed to the
end of this section, see Sect. 6.3.

Lemma 6.5 Let: € {1, 2}, y, be a multi-index in Ré% and k = (ky, k2) be such that
Iy.| < k. Forv e {1,2}, z;, & € Z%, multi-indices y, in R%, and a € {o, »} define the
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Junctionals qy;*[A] by

(q)l/’,a[A](Zz, 0), fi) = A ® Xavns IVIM A ® xe5.2),

2,a a Y2 |v21 (6.11)
(qy’z [A](le ;1)’ f2> = A (Xz1,{1 ®x2 s Xe1.z1 ® |V| f2)

initially acting on the subspace of S(R%) of functions f, whose frequency support
does not contain the origin. For a multi-index «, in Rd‘, and 0 < n <4, also define

as%, [A)(z, &) = [z, Gl R (i, €0), (6.12)

where R®! is the Riesz transform associated to o). Assume that q;/’,a = 0 for all
L

multi-indices on R% with ly/| < |y.|. Then

sup [la} %, [Alllgypomdy S 1A lsiwa k.s) -

Z% xz%

6.2 Bi-parameter Calderén-Zygmund forms of class (k, 0)

If «, is a multi-index on R% , the notation p%’ refers to p% from (4.8), with d =
d,, @ = a,. Below, Sp(RY) be the subspace of functions ¢ € S(R?) with the same bi-
parameter vanishing moment property of the functions of \IIZD "3;0’0, for some z € Z4.
Then, if 0 < |a,| < k, fort € {1,2},and A € SI(Rd, k, ), and a € g, the limits

ARG @x2, ) = lim A (P @p2,¥), v eSp@®RY  (6.13)

exist and define linear continuous functionals on Sp (R?): with the full kernel estimates
at one’s disposal, the proof presented in [23, Lemma 1.91] extends to the bi-parameter
case without essential changes.

Remark 6.6 If A € SI(RY, k, 8) is a wavelet form of the type (6.5), an immediate
byproduct of the cancellation properties of the families 8,, v, € C \-IJ;C 9:0.0 i that the

functionals

A*(x¥ ®x%2,.), at® [A]

Y0
vanish for all 0 < ||, |p]| <k, t=1,2.

The next and final definition details our assumptions on the functionals (6.13) associ-
atedto A € SI(Rd, k, 5). We ask whether A € SI(Rd, k, 8) has paraproducts of order
k for 0 < x < min{ky, k»} and, if that is the case, at the same time define the «-th
order cancellative part of A for all 0 < « < max{ky, k»}.

Definition 6.7 (Paraproducts of order0 < k < min{ky, ky}) . Say that A €
SI(RY, k, 8) has paraproducts of order 0 if for each a € a there exists bg €
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BMOCF(Rd), the BMO product space of Chang and Fefferman [8], such that
AA® L Y) = (b, V) V¥ € SpRY.

As customary, we use the 7'(1) notation and write b§ = T%(1 ® 1). If A has para-
products of order O the Oth order cancellative part of A is given by

M(f ) =AY [My] o - 3 [H;%[AJ (f. ).
aed acfo,x} '
1e{1,2}

Suppose A has paraproducts of order 0 < k¥ < min{ky, k»} and the «th order cancella-
tive part of A has been defined. Then A has paraproducts of (k + 1)th order if for
each y = (y1, y2) with |y;| =k +1 = || and a € d there exists b)‘} € BMOcg(RY)
such that

(A V' @32, ) = (b;‘, a—Vla—nw) Vi € SpRY).
If 7, stand for the adjoints to A, the corresponding 7 (1) notation is then

a _ pn Y2
by—R R

Y V. =
Rdl RdZ |del ||V1‘|VRd2|‘y2|TKa(xll ®x22), aea.

The inductive definition is closed by defining the k + 1th order cancellative part of
A as

A=A — Y Y [Mey] (o

y=W1,72) aed

yil=ly2l=k+1
a
- Y [T ] e (6.14)
aefo,x} o
1e{1,2}
[y |=le|=K+1

We do not define paraproducts of order x + 1 for min{ky, kp} < ¥ < max{ky, kp} — 1.
However, we define the (k + 1)-th order cancellative part of A, also inductively, by

a
— _ o *
Netr1(f.8) = Me(f, 8) E [na‘;ﬂa*[Ad] (f.g), " =argmax{k}.
ae{o,x} e
[yor [=logx [=k+1

(6.15)
Definition 6.8 The bi-parameter bilinear form A belongs to the class CZ(RY, k, §) of

(k, 8)-Calderén—Zygmund forms if A € SI(RY, k, §) and A has paraproducts of order
min{ky, k»}, with norm

||A||cz(Rd,k,a) = ||A||SI(Rd,k,8)
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Y1 V2
+ H Vi, | Vo 7270 (7 @ x )
> Vel Ve PTGl @
0<k <min{ky,k2}
Ivil=lr2l=x
aca

(6.16)

Forms in the CZ(Rd, k, 8) may be represented as a linear combination of a wavelet
form of type (6.5) and order k plus a finite linear combination of paraproducts and
half-paraproducts.

TheoremB Let k = (ky,kp) € N2 with max{ky,ky}+1<D,0<¢e <38 < 1. There
exists an absolute constant C = Cy s ¢.q such that the following holds. Let A be a
form of class CZ(RY, k, 8) with normalization IAllczray ks < 1. Then, there exists
a family

[ve e cwbs00: 2 e 24},

BMOCck (RY) functions b%, and functions a;;laat on Z% x 7% taking values in a bounded

subset of BMO(R%), | = 1,2 such that for all f, g € S(RY)

A(f.g) = /Zd<f, ¢:){vs. 8) du(2)

X [muer X [me ] o

y=1.72) 1e{1,2}
0=<|y1|=ly2|<minfky,kz} 0=<|yl=k
aea LA

ac{o,x}

6.17)

Theorem B will be proved in Sect. 7. The next corollary to Theorem B is easily
proved by combining with (6.17) the estimates of Propositions 8.1, 8.2 and 8.3, and,
for the cases k # (0, 0), an integration by parts argument akin to the one used in the
proof of Corollary A.1.

Corollary B.1 Let k € N2,8 > 0and A € CZ(RY, k, 8) be as in Theorem B. Assume
in addition the bi-parameter analogue of (4.18)

(il Iy2)) #k = b}, = 0;

. N . (6.18)
jell2h lyjl <kj = by =0, a)°, =0 Viej| = |y;l.

Let1 < p < oo and w be a product A ,-weight in RY. Then, if T stands for the adjoint
to A,

ki k ma"{3’p27pl} ki ok
||VXIIVX§Tf||LP(Rd;w) ,Sk,a [w]AP ||Vxllvng||Lp(Rd;w)~ (6.19)
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Notice that (6.18) is not an additional assumption in the case k = (0, 0) and,
proceeding as in Remark 4.14, necessary for (6.19) to hold otherwise.

Remark 6.9 For the reader’s convenience, we point out that among the bounds provided
in these propositions, the exponent in (6.19) is achieved by the paraproduct estimate
of Proposition 8.2 and their adjoints. In fact, if A is a ((0, 0), §) Calder6n—Zygmund
form whose paraproduct terms appearing in (6.17) all vanish, then the weighted norm
bound for its adjoint

% l<p< %
E 3 <2
< fpl?® _ )T 2=P=
”T“LP(Rd;w) ~ [w]Ap , 6(p) Pl 2 p<3 (6.20)
p—1 =
2 p>3

may be read by applying Proposition 8.1 to the cancellative terms in (6.17) for A, if
p > 2, or for its full adjoint A* if 1 < p < 2. Comparing with the one parameter
case, see [35, Theorem 2], estimate (6.20) is sharp for max{p, p’} > 3: there seem
to be no instances of sharp weighted norm inequalities for bi-parameter operators in
previous literature. Notice that the paraproduct free assumption covers, for instance,
bi-parameter convolution-type operators.

6.3 Proof of Lemma 6.5

For the sake of definiteness, work in the completely generic case t = 1, a = o. Fix
22, &2 € Z%, and consider without loss of generality the case z5 € Ziz(;z). Invoking
the BMO(R“!) boundedness of the Riesz transform R”!, we realize it must be shown
that

”b”BMO(Rdl) S [z2, $2lky+n b defined by (b, g1) = A(xi/l ® Xz2.005 |V|klgl ® ¢g,).
Let M = 28(1 + k). By H' — BMO duality and H'-density of the latter class of

functions, it will be enough to show that whenever wy = (y1, 1) € z4 ,veds (Rdl)
is a Schwartz function such that ¥ := Sy;l1 ¥ satisfies

Wy am1 <1, supp¥ C {y e RY : 1< |yl <2}
there holds
(b, )| <[22, L2lky-tn- (6.21)

The frequency support of i ensures that v := ti” |VIFiy e ‘113)11” '1:0 Now introduce
the local notation, with reference to (2.2)

=)
p() = ( l‘l ) s O21= X0.00n, B2 1= Xu0.0Bn-
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There is an additional technical complication brought by the fact that v is not of
compact support. This is dealt with it by introduction of a sequence of smooth functions
gn € C®(RY) with > oqn = 1,suppgo C Bo,r), Suppgn C Ay := B, 27+11) \
B(O’zn_”]) for n > 0. Define p, := pq,, and v, := vg,. With these notations, the
definition of b, and the fact that q, = 0 for all |y{| < |y1l,

(b, ¥) = AP ® Xz2.00- V ® ¥r5)
= Z + Z A(pn &® Xz2,005 Um X (04“2) + A(Pn 02y Xz2,005 Um ® 9042)

m~n moén

(6.22)

where m ~ n if [m — n| < 2% and m ~ n otherwise. The next task consists of bound
each summand in the last right hand side of (6.22).

The m ~ n summand

Notice that in this range || palloc S 2517, lUmlleo S 1] “273Mm < 472 =2Mn gnd
Pn, U are supported on B (1,242 1) Also note that © is supported on B, 44,) and
1®21l0c S [22, £2]ky+4; this is obvious if xz, ,, = ¢;, and may be read from (3.2)

otherwise. Applying the weak boundedness property of A with balls B ( and
B(gr 40)

1,242 1)

[A(Pr ® ©2, U ® 0)| S lIpallocllUmllos S 277" 22, Syt

Furthermore, E> and ¢;, have separated supports. Therefore, using the partial kernel
assumptions for the form (f, g) = A(®1 ® f, vy, ® g) and repeating the computa-
tions of (4.28) for such form

|A(Pn ® B2y Um ® 0,)| S 2720, o lkyn-

The last two estimates are summable on the diagonal m ~ n and this completes the
bound for the ~ summand in (6.22).

The m ~ n summand. We now have that p, and v, have separated supports by
~ y2maxtm.n}  Applying the partial kernel assumptions for the form (£, g) = A(f ®
07, ¢ ® ¢r,) and arguing as in (4.28) yields

IA(Pn ® O, U @ 96)| S I Pulloc2” MR 7)oty gy < 27 MU,

Finally, in the term below, the full kernel assumptions may be used due to functions in
both parameters having disjoint supports. Standard computations relying on the kernel
estimates as in (4.28) then lead to

|A (P ® B2, Un ® 0p,)| S 27 ™m0 o Ty
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The above estimates are summable over m ~ n, which completes both this case and
the proof of the Lemma.

Remark 6.10 We explain the details of the definitions (6.11). Using symmetry with
respect to adjoints, it suffices to study q}l,f’(zg, £»). The most complicated case is
when either one of x, ¢,, X¢,,z, contains the polynomial summand. To fix ideas, work
with Xz, ¢, = ¢z, — Py 0p- Let ¢ = ¢ asin (4.7) withd = d» and pk asin (4.8) with
d = dj and o =y, see Sect. 4.2. If O ¢ supp f] then g; = VIl £ e Sp(R%). The
partial kernel estimates of A readily show that

(@ (22, ©2). f1) = lim A(p @ DR $alxer, o0 81 © 015),

exists and defines a linear continuous functional on the subspace of S (R4 of functions
supported off the frequency origin.

7 Proof of Theorem B

Below0<5§1,0<8<8areﬁxed.Setn=%,sothats<n<8.

7.1 Preliminaries

Before entering the main argument, a series of preparatory lemmas is required. First,
the two parameter version of Lemma 3.2 is provided.

Lemma 7.1 Let ¢. be as in (6.1) and u : Z4 — C be a Borel measurable function
with |u(z)| < 1. Then, there exists C Sk, ky.e | such that for all z = (z1,z2) € zd
withz; = (xj,s;), j=1,2

2
Uy = / (H[(aj7 ﬁj)]kj+n) u((Otl, ﬁ1)7 (O[Za ﬂ2))‘p((x1+a1x1,ﬂlsl),(x2+a2s2,/32x2))
(@.pnezh V7!
(@2.p2)€Z™

y dprdandpida;
B1B2

belongs to CWwk1:+2)£:0.0,

Proof There is a direct argument along the lines of the one parameter proof. However,
an argument that uses Lemma 3.2 as a black box will be given. To save space in the
notation, this argument is carried out for x; = 0,s; = 1, j = 1, 2. Notice that for
each fixed w; € R%

dpadas

vltwil = / [(@2, B2) Ik Ve, (W1 (©2) (2 +252.B52) 5

(a2.B2)€Z®
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where

Uy By = / [(o1, Bk +nu((@1, B1), (@2, B2))(@1) () +arsi,Bis1)

(o1.B1)€Z
dﬁ]dal
1

x e Cwie0

with uniform constant C by an application of (3.5) of Lemma 3.2 with n in place
of §. In particular the function uy, (@2, f2) := (wy) @D +h+y, o (wy) is uniformly
bounded. Therefore, another application of (3.5), with u = u,,, (@2, B2) entails
<w1>(d1+k1+8)v[1,un]
Z

dBaday

B / (@2, B2 lkynttw, (@2, B2)(92) (ra+a252.B252) < C\I'é{zz“s;o.

(2.Br)eZ®2

Repeating for the second parameter and comparing with Eq. (5.2), proves that v; €
Cw k14209 4104 thus completes the proof of the lemma. |

The notation ., ;, appearing below refers to (4.22).

Lemma7.2 For(z,¢) € Z% x Z8 with z = (21, 22), ¢ = (¢1, &),

|A (lesfl ® Xz2,000 Xo1,21 @ X§2,z2)| S ”A”CZ(Rd),k,«S 1_[ [z}, gj]kjﬂl‘
=12

Proof By symmetry with respect to the adjoint, it suffices to consider the case where

Zj € Zij (¢;) for both j = 1, 2. Nine different cases according to which of the sets in
(2.1) with ¢ = ¢; each z; belongs to need to be considered. Only the case z; € A(¢;)
for j = 1,2 will be dealt with explicitly; all remaining cases may be dealt with by
the same strategy that will be used for the summands appearing in (7.1). In this case,
Xzj.¢; = $z; — Prjq; and x¢; o, = ¢ for j = 1,2, and thus

A(qu{] ® Xz2.020 P61 ®‘/’C2) = Z A(®1,t ® 02,5, ¢ ®<P;2),
(t,))€lin,out?} (7.1)

®j,in = XZj,{ja{ja ®j,out = XZj,Cjﬂ{jv .] = 17 2.
Each term in (7.1) will be estimated. The key to the first three summands is that

for j = 1,2 the function ®; j, is supported on 484_/. and, from (3.2), |O;inllc S
[z, jlk;+n- For the in, in summand, employ the weak boundedness of A with points

4:,/ = (¢}, 40) thus obtaining

|A (®1,in ® Oin. 01, ® 95,)| S l_[ 10/inlo S l_[ (2, Cjlkj+n-
=12 j=12
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The in, out summand is bounded as follows. Observe that ©; oyt and ¢, have sepa-
rated support. Now, apply the partial kernel/weak boundedness assumption to the form
(f, o) — aldlA(G)],in ® f, ¢, &) at point 21 = (&1, 401), to which estimate (4.28)
with z = zp and ¢ = ¢ actually applies. Such estimate returns a factor of [z2, &2 ]k,+y
while the factor [z1, 1]k, 4 is obtained from ||®1 jn[|co. The out, in summand is han-
dled in exactly the same way.

In the out, out summand, note that © ; oyt and ¢;; both have separated support. The
full kernel estimates of A are now employed. The calculation leading to the estimate

|A (®1,out ® O2,0ut, Pr; ® (sz)’ S H [z}, §j]kj+77
j=1,2

is the tensor product of the steps (4.25)—(4.28) performed in each variable, the only
difference being how the corresponding term in (4.25) involving the finite difference
of the derivatives of the kernel is controlled. In that case, for a fixed v = (v, v1p) €
(2B, x 2B¢,)¢ one uses the cancellation and L!-estimate of o j_kj 0~ "¢, and bounds

kj+6
o

2
1 2 Y4 < J
Sup Aul—§1|~Auz—§2|~8“18'41 K, U)’ ~ 1_[ o _ g djtki+S
ueBq, xBg, =1 |Uj é:jl

using the kernel estimate in the fourth line (6.4). This completes the proof of the
Lemma. O

7.2 Main line of proof of Theorem B
It is now possible to turn to the main line of proof of Theorem B. Notice that

||A||CZ(R61,(K1,K2),5) =< ||A||Cz(]Rd,k,5) =1, 0<kj=<kj j=12.

The proof will be done via two consecutive inductions. The first runs for 0 < « <
min{ki, ko}. The second, if necessary, runs for min{k, k»} < « < max{ki, k2}. The
argument is symmetric with respect to interchanging parameters, therefore there is no
loss in generality with assuming k1 > k».

7.2.1 Base case and main part of inductive step

The base case and main part of the inductive step of the proof works under the additional
assumption referring to Lemma 6.5

b =0 Vaed, min <K,
aty: 17 LE{1,2}|yt|
q;}la:() Vae {Os*}’|yt| <min{K9kt}at € {172}7

namely, all paraproducts 7% (x”" ® x?2) vanish except possibly those with |y;| =
|v2] = k, and all half-paraproducts vanish except possibly those of highest order.
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Clearly, a(0) is not an extra assumption. Moreover, if k > 1, assumption a (k) implies
that A coincides with its (« — 1)th order cancellative part A, _, which means we are
allowed to conflate the two forms and just write A below.

Let now f, g € S(RY). Using the bi-parameter analogue of (2.11), bilinearity and
S (Rd)—continuity of A, and later the definition of U (z, ¢) leads to the decomposition

A(f.g) = f (F . 92)0c. AWz, 00) du@dn()
zdx zd
- / o 9000 A (Xep oy ® Xento: Xy ® Hen.zy) (AR
zdx zd
+ / / /<f,<pz><<p;,g>A<le,;l®xzz,;2,<p;l®x;2,zz>du(z>du(;>+~~

dy, 4 ,dy 71 €A(L])
2y x2Zey 2

+ / / / o 02 (e AP, £ ® Pey 13, 01y ® 01y) dp(@ () + -
74 7 21€A(51) 22€A(82)
9] [$)

(7.2)

Here, the dots in the third line are hiding three more terms where the integration domain
is respectively restricted to zo € A($2), &1 € A(z1), & € A(z2), and the integrands
involve respectively the coefficients

A(Xz1,00 ® Pryons Xerzi @ 90)s M@z @ Xzo.005 Prytt ® X2.22)
A(inf] &, Y235 Xg1,21 @ Pzz,fz)’

while the dots in the fourth line also hide three more terms where the integration
domain is restricted to {z1 € A(¢1), & € A(z2)}, {61 € A(z1), 22 € A(D2)}, {61 €
A(z1), &2 € A(z2)} and the integrands involve respectively the coefficients

A(pzy ® Py oty Pryzy @ 9050), APy g @ 92, 905 @ Py 25),
Az @ @z, Pry 2y @ Py 25).

It is possible to turn the first summand in (7.2) into the first summand of (6.17). First,
make the change of variable

¢ =1z, (a1, B1), (a2, B2)) = ((x1 + aysy, Bis1), (x2 + azs2, B252))

and then use Fubini’s theorem in the inner variable of g. The first summand in (7.2)
then equals
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/(f,¢z><vz,g>du(z),

zd

Uz == / A (sz“l ® Xz2,025 X1,z @ X§2322) P

(a1.p1)€Z
(a2,B2)€Z%

dBadandBrdag
B1B2

)

where under the integral sign ¢ = ¢(z, (a1, B1), (a2, B2)). With the same convention,

2 -1
uz((e1, B). @1, BD) = A (Xz1.00 ® Xeztas Kotz @ Xeniza) | [ [1@s B Iminge 340
j=1

is uniformly bounded via Lemma 7.2, and applying Lemma 7.1 yields v, €
Cp kominfie.ko}).e:0
2 .

It remains to identify the remaining terms in (7.2) as a sum of paraproduct terms.
Here it is crucial to use assumption a(k), which tells us that

Iyl < min{e. k) = ¢4%G. &) =0 Vz. g € 24,

Focus on the term in the third line of (7.2) first. The above observation, the definition

of P, ¢ from Lemma 3.1, the definition of q)l;lo, the fact that 9~%1 = R |V|~lel
with the definition of ¢q, ¢, see (2.8) and Remark 2.1, gives

—k
AP0 ® Xapito0 P11 @ Xipiz2) = Z <‘/)11’Sy§1¢V1)A(xi/l ® Xz2.0: 01 91y ® Xip.2)
[y11=k1

= Y (0e Y by 1Ay (2. £2). Sy [V K or])
ly1l=ki

= D (@ Y by R Q)0 (22, 02). By )-
[yil=lai|=k

Finally using Lemma 3.3 with & = (f, ¢,)2, the summand in the third line of (7.2)
equals the sum over |y1| = |o1| = « of

f f <all/,1?a1 (ZZs ;2)’ (pal,m) ((fv (p22>27 19)/1,{1)1 (((pl'2’ g)27 (p{1>1

(Z%2)? Z1
x du(¢1) [z2, $2liy +ydu(z2)dn(82)

= / Mo, Gotman ((f, 022)2, (8, 00,)2) [22, L2)ir 41t (22)dpe(£2)
7% x 7%

=TI 1. (f. 9

Ayl - Y121
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Wavelet representation of singular integral operators 1877

where kp = min{k, k»}, which is one of the summands in the second line of (6.17).
The three other types of summands in the second and third line of (6.17), constructed
in exactly the same way, arise from the - - - terms in the third line of (7.2).

It remains to identify the terms of the type appearing in the third line (7.2). Using
again a(k), these terms will appear only if « < kp. Lemma 3.1 and the definition of
the paraproducts of A then yield

AP0 ® Poy iy 01 @ 9r5)
= D {0 Y ) 0n Vb ALY © 3 01 Moy ® 02 g)

[yil=ly2l=«
= Z (021, SY e, P11 ) (@2, SY;2¢)/2><b;, Py, ® Pyotn)-
yil=ly2l=«

An application of Lemma 3.3 with 4 = (f, ¢,)1 yields

F(z)) := / (s 02015 02502025, S, &y, )1 (22)
2€A(52)
= {0201 V02 = ([, 0z ®Vy.00)

so that the summand in the third line of (7.2) equals the sum over |y|| = k1, |y2| = k2
of

/ (bys o101 ® Py (9 8) / (@215 SYg Py ) F (21)dp(z)dpe ()

742 5 74> 21€A(51)
= / (b;v Py1,¢1 ®(/)yz,§2)(¢§s g) / ((fvl?yz,é’z)Z’ %1)1(%1,Sy;1¢y1)dﬂ(21)dﬂ«(§)
7% x 7% z1€A(51)
= f (b;Sya D @ Py )9, S Oyey @ Vi) din(Q) = HZ;.V(f’ 8)
7% x 7%

where another application of Lemma 3.3 with & = (f, ¥, ¢,)2 has been carried out
and the definition of full paraproduct is finally taken advantage of: this is one of the
terms appearing in the fourth line of (6.17). This procedure may be repeated for the
additional terms in the third line of (7.2), thus completing the roster of terms in (6.17)
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under the additional assumption a(x ). Namely, under this assumption, we have proved
that

A(f,8) = /Zd<f, @z)(vz, &) du(z)

a a

> [y o+ Y [n;;fm] (f.9) x =k
lyil=ly2|=x 1e{1,2}

aca aefo,x}

+ la |=|y.|=K
1 a

Z [nal,a i| (f. 8 ky <k <k

let [=[y =« = T
acfo,x}

(7.3)

with families {v,, g, € CWloMMRDE00 o Zdyip e <k,

The assumption a (k) is then removed by an inductive argument. Recall that k; >
ko. Let 0 < k < kj and assume that the representation (6.17) holds true for k =
(x, min{k, k3}). Let X( f g) be the form obtained by subtracting from A the second
line of (6.17). Then

R(fo) = [ (Fode @ du@.  [upe € cofmiietd o0 ¢ 71)
Z

coincides with the «th order cancellative part of A, is a bi-parameter wavelet form of
type (6.5) and satisfies assumption a(x + 1) of having all the relevant paraproducts
up to order « vanishing, see Remark 6.6. We may thus apply the main step to A( .8
with k 4 1 in place of «, resulting in (7.3), and obtain that

Afo=Rto+ Y Y [Mey] e

«’<min{k,k2} y=(y1.12)

nl=ly2l=«'
aea
a
LID DI DIl LAY O
[yil<k te{1,2}
[y2|<min{i,ka} lou|=|y
acfo,x}

_ / (F . 050 ) dun(2)
Zd

+ Y Y [ v

K/ <min{k+1,k2} y=(1,72)

yil=ly2l=«'
aca
- M | (.9
st ] 08
[yi|=k+1 te{l,2}
ly2|<min{k+1,k2} |, [=]y.]
aefo,x}
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with {D,, @, € Criminterlk).e:0.0. o 7dy Thig achieves (6.17) for A with

k = (k + 1, min{x + 1, k2}), thus completing the inductive step and the proof of
Theorem B.

8 Weighted estimates for intrinsic operators

This section contains the proofs of quantitative, and in some cases sharp, weighted
estimates for the four types of summands occurring in the representation (6.17): see
Propositions 8.1 and 8.2. Throughout, [w]4, denotes the standard product weight

characteristic on RY = R x R see for example [18, 25].

8.1 Quantitative bounds for bi-parameter Calder6n-Zygmund model operators

To begin with, the operator T appearing in the following proposition is the adjoint of
the first summand in (6.17), in the basic case k = 0.

Proposition 8.1 For § > 0 and {UZ € C\IIE;O’O 1z € Zd} consider the operator

Tf= /(f,Syzlfpl ® Sy, p2)vdun(z).
zd
max[2,l+i}

T
Then | Tl o g wrirwy S [wly, "
sharp when p > 3.

forall 1 < p < oo, and this estimate is

Next, adjoints to the full and partial paraproduct terms in (6.17) are treated: compare
with the definitions in (6.6). We unfortunately do not know whether the exponents of
the weighted constants in the estimates below are sharp.

Proposition 8.2 Let D > 8(dy +d,). Fixb € BMORY), {9, € CW.*" : z; e %),
{vg;, ¥z, € C\Ilg’ho 175 € 7%} for j = 1, 2. Then, the operators

Mooy f = / (b, vz, ® U2y) (f+ Dzy ® D)z, ® Yy Aa(2),
Zd

Moy f = / (b, vz ® Vi) Lf s Dy ® Yea) s, ® D2y dut(2),

zd
satisfy the estimates

max{3,2p}
1T 0050 Lr @ S W]y " Iblmoay, 1< p < oo,
max{2p+3,4p,5p—3}
I b e @ S wly, P77 lbllgvoay, 1< p <oe.
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The last proposition concerns adjoints to the half paraproduct terms in (6.17), see
(6.8).

Proposition 8.3 Let 0 < § < 1, a € C(Z% x Z%; BMO(RY)), and fix families

W, ecwltlizi ez, {uy, Y, € CULI0 7 € 2,
(s, e CULT0 125 € 20,

Then, the operator

Maf = / / 22, s / (822, 02)) s, ) (f . 02y @ W)V,

d)
21

® Ve, dp(z1)dp($2)d(z2),

dy dy
23 7, Z

satisfies the estimate

1
”Ha”LP(Rd;w) S [U)]

o max(Zp) 3

Z+m, =

||3||c(zd2 x 2% BMO(R)) -

The proofs of Propositions 8.1, 8.2 and 8.3 are collected in Sect. 8.2. Along the way,
we will make use of sharp weighted bounds for the intrinsic square function (5.4), as
well as the mixed square-maximal operators

D=

SM(x) = sup  sup [F Y
(0,00) =0 1//6\11 (X| t1) (x.12))
%
MS(x) = sup sup WA WIP—| . x=@1x)eR
t1>0 I/JE\IIS:]’O
(0,00) ((r1.11).(x2.12))

which enter the L” and weighted theory of the full and partial paraproduct terms.
The square-maximal and maximal-square operators appearing below generalize those
introduced in [46, 47]. There seem to be no pre-existing weighted estimate in past
literature, thus our results are stated as a theorem.

Theorem C The operator norm bound

2
max{l,ﬁ} |

1SH o ety S [y ,

1 == max{2, P;l ]
|SM||L17(]Rd w)? ||MS||L1)(Rd w) ~ < [W]A )

(8.1)

holds forall0 < § < 1 and 1 < p < oo. Furthermore, the exponent of (8.1) may not
be improved for a generic weight w.
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The SS bound in Theorem C is the bi-parameter analogue of [35, Theorem 1.2].
Its proof is given in the concluding Sect. 8.3 below. Another inequality that will be
used a few times in Sect. 8.2 is a lower bound for the smaller tensor product square
function

> drydr
1nn

SSg f(x1,x2) = / ’(f’ Sy()fl,tl)(p1 ® Sy()fz,tz)(m)‘
(0,00)2

associated with the wavelets @1, ¢, from (6.1). The proofis a simple iteration argument,
and is given immediately.

Proposition 8.4 || £l 1pgd.y) S [wla,IISSe flLrra.y forall 1 < p < oo.

Proof Apply the main result of [61], see also [38, Theorem 2.7], first on each x;-
fiber in the second parameter, and subsequently in vector-valued form in the second
parameter to see that

1
3
11 Lp sy S [wlj, [ (F @1, Sy(xz,tz)‘m)HLp(w(xl,xg);LZ(dtz/zz))

S s, H«f @22 Y10 | s o2 2

= [w]a, ISSe [l Lrwd:w)

as claimed. O
8.2 Proofs of Propositions 8.1, 8.2 and 8.3
Proof of Proposition 8.1 Sharpness of [w]ip for p > 3 follows by taking the tensor
product of two counterexamples to sharpness of [w]4, in one parameter. For the rest
of the proof, we claim the pointwise bound
SSe(Tf) S SSf. (8.2)
Assuming (8.2) holds,
1Tl Lr @y S [wa, 1SSe (T Lo @i S [w1a, ISS £l Lp@d)
1+max{ 1, p%I ]
,S [w]A,, ”f”LP(Rd;w)
thanks to an application of Proposition 8.4 in the first step and of Theorem C in the

last. This proves Proposition 8.1 up to the verification of claim (8.2), which follows.
Fix

¢ = ((E1,01), (&2, 02)) € Z%.
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Using the notation (6.1) for ¢, writing z = ((x1, 11), (x2, 12)) € 74, and making the
usual change of variable

(Tfoo = [0 dun@ = 1 e,

Ve = / (V1 +a101.8101), (E240202,8202))» PE)P((E1 +a101,B101), (B2-+202,202))

(a1.p1)ez
(02.p2)€Z®

dBadandpida;
B12 '

Applying Lemma 5.1,
2
|<U(($1+06101,/3101),(§2+0tz€2,/3202))v §0{>| S n[(aj» ,3/)]%
j=1

3.
whence by Lemma 7.1, ¢, € C \IJCZ’O’O, and (8.2) follows immediately from the
definition of the intrinsic square function SS. O

1
Proof of Proposition 8.2 Let o := w »-T be the dual weight to w € A,, so that
e

[o] Ay = [w] f‘;l . Recall that My, 4, is the bi-parameter maximal function on RY. The

proof for ITg,0),,» begins with an appeal to H ' — BMO duality, leading to

|(T0,00.6f+ 8)] < I1PllgMOes(RY)

”SS® (/;d<f’ 29zl & ﬁzz)(wm ® %, g)Uzl ® vz, dM(Z)>

L'(RY)
< 1Bllsmocr®a) [Mar.ar (£)SSg] 11 ga)

=< ”h”BMOCp(Rd) ||Md1,d2(f)HLp(Rd;w) ”Ss(g)”Lp’(o-,Rd)
max{3,2p}

-
S [w]App I1b1BMocr ey 1 e ra;wy 1811 Ly (5 Ra) -

The passage to the second line is justified by a pointwise bound, whose proof is similar
to (8.3) below, and is omitted. In the last line, Theorem C has been appealed to, and
to the quantitative weighted estimate for the strong maximal function and square
functions. The claimed estimate for I1(q ¢), 5 then follows by duality.

The proof for I 1) 5 is similar. Preliminarily notice that

[(Oll’ ﬂl)]dl [(OlZ’ /32)]d2|(fv ﬁ(Xl*Hlely,Blll) ® lv[/()62<|»0(2l2,/32t2)>| S B'OS?p |(fv ¢)|’
LA (CORTXES)
(1, BDay (2, B)]ar 1(8 Yixy +artr, pir) @ Pxatanta, )| S sup (g, ¥)I.

81,
VEY (a1 2.12)
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As D > 8dy, 8d»,Lemma?2.3 applied componentwise to bound (v, ®uy,, SY(xl,z1)¢’1®
Sy(m’tz)(pz), with z; = (x; +«;t;, Bjt;), j = 1, 2 then yields

'</;d (fs 02 @ Yoy ) (Y, ®0,, 8)vz, ® vz, du(2), SY(xhzl)Qol ® SY(xz‘tz)(p2>

S sup I(fs vl sup (g, )] - (8.3)

8:0,1 §:1,0
VEY (a1 1), (2120) VEY (a1, 002.120)

The proof proper begins now. Using H! — BMO duality again, followed by (8.3) and
one application of L? — L Hélder inequality in each parameter,

[(TLo,1).6.f+ 8| < 1bllBMoOgs R

HSS® (/Zd<f, Vo) @ Y)Yy ® 05, 8)Uzy O Uy du(z))

LI (Rd)
= ”b”BMOCF(Rd) ||SM(f)MS(g)||Ll(Rd)
< 1B lloce ey ISMCO L.y IMS@ Ly g
max{2p+3,4p,5p—3}
§ [w]A,, =l ”b”BMOCF(Rd) ||f||Lp(Rd;w) ”g”Lp’(d)Rd)-

In the last line, the quantitative weighted estimates of the operators SM and MS from
Theorem C have been called upon. By duality, this estimate proves the claimed bound
of T(o,1),» on L? (w) and completes the proof of the proposition. O

Proof of Proposition 8.3 This proof relies on the auxiliary operators
Pyh(y1) = fd (b, vy ) (h, 020, (1) dp(zr), y1 € R
yAS!

which is a paraproduct with symbol 5 € BMO(R?') in the first parameter, and

2 dn

1
00 2
S(2>,(az,ﬁz>h(y2)=(/0 (&2 SY o, i) #2) 3) , R (ar, pr) ez

which is a shifted square function in the second parameter with smooth, compactly
supported mother wavelet ¢, as in (6.1); the simplified notation Sy is used in place
of S(2),(0,1)- The main results of [7, 35] yield the operator norm bounds

. e mdx{%,ﬁ}
IS@), @) Il Lo (Re2, Wy Se (min{l, f2) " (W], (8.4)

P
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for all & > 0, where W is a weight on R?2 and [W]x , denotes the corresponding
weight characteristic. Then

Mo f(u) = / /[12, 0215Pazr.00) ((fs Wzp)2) (1) ® Ve, (u2)dp($2)dp(61),
78 Z‘l2

u= iy, up) € RY.

A calculation involving Lemma 2.3 applied to the inner product (s, Sy(y, 1,)¥2)
followed by the change of variables zo = (y2 + axta, bata), {2 = (y2 + anta, Bat2)
then yields

So[Ma f1(1, y2)

1

< 2
2 dp
S f (/ |Pa((y2+aztz bat2),(y2+azt2, fa12)) ( fi ¥ atarnn bain))2 ) (y1>| )

wyi=(a,p2)ez2 \ O

wy:=(az,by)eZ®

X [w2]1[wz, @2]5 du(w2)dp(w?).

Applying the reverse square function bound of [61] in the second parameter,
followed by the sharp weighted estimate for the vector-valued paraproduct
Pa((va4asta,b212), (y2+anta, po12)) 10 Pass to the second line, and finally appealing to (8.4)
with choice ¢ = %, we obtain

1
[ naf||Lp(Rd~w) S [w]j 1S2)a f||Lp(Rd-w)

bmax(l )
Slwly, llall / [(e2, B2)Ni[(a2, b2), (@2, B2)]s ||S2). (@, bz)f”Lp(Rd w)

(02,B2)€Z®
(a2,by)eZ%
dapdb; dapdBs
by B2

1 1
§+max{ 1}+ {7 71
Shwly " lalll £l e ra;w)-

For display reasons, above ||a|| stands for [|a|| C(2% x 742 BMO(R4))- The proof of Propo-
sition 8.3 is thus complete. O

8.3 Proof of Theorem C
Sharpness of the exponent follows by tensor product of the usual one parameter exam-

ples. The one parameter square function example is discussed in [35] and references
therein, while the example for the one parameter maximal operator is entirely classical.
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The proof of the upper bound is analogous for all three operators, as it proceeds by
reduction to iteration of one parameter, vector-valued weighted bounds. To fix ideas,
the argument is given for SS, which is the most difficult case.

Fix f € LP(RY) and let {w(x],tl),(xz,,z) e Wit
= 1, 2} be a family linearizing the supremum in (5.4). Throughout this proof, n :=
. The first step consists of a decomposition of the linearizing family into wavelets
with compact frequency support in one of the parameters. Let o € S(R!) be a radial

function with

Xj eRd-f,0<tj < 00,

J
3
16

o0

Supp@ C B2\ oy [ I = Ty ©)
-0

and also let 8 € S(R) satisfy
supp B C B(0.3)\Bg 1y, B(§) =1 V& € supp@.
Set

_ nill _ nill s . Anls|
oy = D"zsa, Bs = D"zs,B, w(m,tl),(xg,tz) = 2" ) (aur) ¥ 1 As+log 1y

so that it is understood that * ; denotes convolution in the j-th parameter only, and note
that the scale of the parameter in oy, B, is logarithmic. For instance oy y1o¢;, below
has Fourier support in the annulus ~ #; 1275,

Lemma8.5 Foralls € R, x; € R, 0 < tj <00, j =1,2we have w‘gxl ). (onuty) €

7;0,0
C\IJ(Xl,tl),(XZ,tz)‘
Proof By bi-parametric invariance of the assumption and assertion, it suffices to
prove the case x; = Opa;,2; = 1 for j = 1,2. For simplicity write ¢ in place
of ¥(xy 1), (x2,12)- Applying Lemma 2.3 for each fixed y; gives

[(0, 1), (1, $)]8y

W 1 s, )| = (WG 92), Ty )| S )@t

2—8nls|

<
~ ()@ (3, ) 8D ®

as (yp) 28y 2020y € \Ilfaol) and Try, o € \ny? 5)- The last inequality is best seen
by verifying the cases s > 0, s < 0 separately. Using the Fourier support and normal-
ization of «y, similarly

2—s=8nls]

= <
[Vi(¥ *1 as) (v, y2)| = [ *1 Vas (v, y2)l S (yl)(d'+8’7)(y2)(‘12+8'7).

@ Springer



1886 F. Di Plinio et al.

If 0 < |h] < 1 then, by the mean value theorem

[ %1 os (1 + R, ¥2) — ¥ *1 o (01, y2)I

0
< " ( S‘urf ‘V1(1// 1 o) (uy, m)) (1Y 1 as (1 + h, y2) | + ¥ %1 as(y1, y2) D7
i~y

2lsln—8n(1—mn)] 1K
S —s sy <2 "M —as A
(y1) @181 (35 (d2+8n) (y1)(@1481) (1) (d2+8n)

(8.6)
using the elementary inequality 65 > 85>. The inequality

||
(y1) @19 () (d2)

[ *1 s (y1, y2 +h) — ¥ 1 og(y1, y2)I S

is immediate from (5.2) and averaging, so that another interpolation with (8.5) yields

|h|%2—4n|s\
) — ) <
|w *1 U (YI, y2 + h) w *1 Ay (Yh y2)| ~ <y1>(dl+87])<y2)(d2+8n)
A

< 2l 8.7

(y1>(d1+n) (yz)(dz+n) ’

Collecting (8.5), (8.6), and (8.7), and comparing with (5.2), completes the proof. O

The definitions of g and S, lead to the equalities

o0
Vixr.n).(2.00) =/ 27 e 455

—0o0

(f’ I//(Sm,tl),(Xz,tz)) = (f *1 ,3s+logt| P wal,tl)»(XZJZﬂ'

Therefore, in view of Lemma 8.5, and using the convergence of the geometric integral,
it will be enough to prove the same estimate for the operator

|2 dtidn

Os f(x) = / [{(f *1 Bs+logt s ng],fl)’(xz,[z)) W

(0,002
uniformly in the parameter s € R, which will be kept fixed until the end of the proof.

The operator Oy is estimated relying on the auxiliary family of square functions with
parameter #; > 0

1
o dn\ 2
St h(x1, x2) = (/O (R, l[f(sxl’tl),(m,tz)ﬂzz) )
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which satisfies

max{lfl,%}
||Stl ”Ll’(Rd;w) S, [w]Ap b

This can be seen by repeating the sparse domination bound for the Christ-Journé type
square function e.g. of [7, 35], where the averages in the sparse operators are associated
to rectangles with side of fixed length #; in the first parameter. The fact that the weight
is a product weight ensures that the bound is uniform over all #;. The weighted bound
above upgrades immediately to vector-valued, and may be used in the second step
below to yield

||05f||LP(w) = ||St1(f *] ‘BS'HOg’l)”Lp(wLZ(dA))
LA (5
max{ﬁ,%}
5 [w]AP ”f *1 ﬁs+10gtl ”L”(w;L%%))
max{ 57,3} max{-2;,1}
= [U)]Ap p llf i lglogtl ”Ll’(w;Lz(d#)) < [w]A,, P £ 1 2p -

The very last inequality is obtained by using the straightforward weighted Littlewood-
Paley square function bound of [7, 35] in the first parameter and Fubini’s theorem.
The proof of Theorem C is complete.

Acknowledgements The authors are deeply thankful to Alexander Barron, Henri Martikainen and Yumeng
Ou for illuminating conversations on bi-parameter 7 (1) theorems and weighted norm inequalities. The
authors gratefully acknowledge Walton Green for his insightful reading and suggestions which led to
significant improvements to the clarity of the statements and exposition.

Declarations

Conflict of interest On behalf of all authors, the corresponding author states that there is no conflict of
interest.

References

1. Alpert, B.K.: A class of bases in L2 for the sparse representation of integral operators. SIAM J. Math.
Anal. 24(1), 246-262 (1993)

2. Astala, K., Iwaniec, T., Saksman, E.: Beltrami operators in the plane. Duke Math. J. 107(1), 27-56
(2001)

3. Barron, A., Conde-Alonso, J.M., Ou, Y., Rey, G.: Sparse domination and the strong maximal function.
Adv. Math. 345, 1-26 (2019)

4. Barron, A., Pipher, J.: Sparse domination for bi-parameter operators using square functions (2017).
arXiv:1709.05009

5. Benea, C., Bernicot, F.: Conservation de certaines propriétés a travers un controle épars d’un opérateur
et applications au projecteur de Leray-Hopf. Ann. Inst. Fourier (Grenoble) 68(6), 2329-2379 (2018)

6. Bényi, A., Torres, R.H.: The discrete Calderdn reproducing formula of Frazier and Jawerth. Functional
analysis, harmonic analysis, and image processing: a collection of papers in honor of Bjorn Jawerth,
pp. 79-107 (2017)

7. Brocchi, G., A sparse quadratic T1 theorem, New York. J. Math. 26, 1232-1272 (2020).

@ Springer


http://arxiv.org/abs/1709.05009

1888 F. Di Plinio et al.

8. Chang, S.-Y.A., Fefferman, R.: A continuous version of duality of H 1 with BMO on the bidisc. Ann.
Math. (2) 112(1), 179-201 (1980)

9. Conde-Alonso, J.M., Culiuc, A., Di Plinio, F., Ou, Y.: A sparse domination principle for rough singular
integrals. Anal. PDE 10(5), 1255-1284 (2017)

10. Cruz, V., Mateu, J., Orobitg, J.: Beltrami equation with coefficient in Sobolev and Besov spaces. Can.
J. Math. 65(6), 1217-1235 (2013)

11. Cruz, V., Tolsa, X.: Smoothness of the Beurling transform in Lipschitz domains. J. Funct. Anal. 262(10),
4423-4457 (2012)

12. Cruz-Uribe, D.V., Martell, .M., Pérez, C.: Weights, Extrapolation and the Theory of Rubio de Francia,
Operator Theory: Advances and Applications, vol. 215. Birkhduser/Springer Basel AG, Basel (2011)

13. Culiuc, A., Di Plinio, F.,, Ou, Y.: Uniform sparse domination of singular integrals via dyadic shifts.
Math. Res. Lett. 25(1), 21-42 (2018)

14. David, G., Journé, J.-L.: A boundedness criterion for generalized Calderén—Zygmund operators. Ann.
Math. (2) 120(2), 371-397 (1984)

15. Dragicevic, O., Volberg, A.: Sharp estimate of the Ahlfors—Beurling operator via averaging martingale
transforms. Mich. Math. J. 51(2), 415-435 (2003)

16. Duoandikoetxea, J.: Extrapolation of weights revisited: new proofs and sharp bounds. J. Funct. Anal.
260(6), 1886-1901 (2011)

17. Fefferman, R.: AP weights and singular integrals. Am. J. Math. 110(5), 975-987 (1988)

18. Fefferman, R., Pipher, J.: Multiparameter operators and sharp weighted inequalities. Am. J. Math.
119(2), 337-369 (1997)

19. Fefferman, R.: Harmonic analysis on product spaces. Ann. Math. (2) 126(1), 109-130 (1987)

20. Ferguson, S.H., Lacey, M.T.: A characterization of product BMO by commutators. Acta Math. 189(2),
143-160 (2002)

21. Ferguson, S.H., Sadosky, C.: Characterizations of bounded mean oscillation on the polydisk in terms
of Hankel operators and Carleson measures. J. Anal. Math. 81, 239-267 (2000)

22. Figiel, T.: Singular Integral Operators: A Martingale Approach. Geometry of Banach Spaces (Strobl,
1989), pp. 95-110 (1990)

23. Frazier, M., Torres, R., Weiss, G.: The boundedness of Calderén—Zygmund operators on the spaces
F9. Rev. Mat. Iberoam. 4(1), 41-72 (1988)

24. Frazier, M., Jawerth, B., Weiss, G.: Littlewood—Paley Theory and the Study of Function Spaces.
CBMS Regional Conference Series in Mathematics, vol. 79. Published for the Conference Board
of the Mathematical Sciences, Washington, DC; by the American Mathematical Society, Providence
(1991)

25. Hagelstein, P, Luque, T., Parissis, I.: Tauberian conditions, Muckenhoupt weights, and differentiation
properties of weighted bases. Trans. Am. Math. Soc. 367(11), 7999-8032 (2015)

26. Hart, J., Oliveira, L.: Hardy space estimates for limited ranges of Muckenhoupt weights. Adv. Math.
313, 803-838 (2017)

27. Holmes, 1., Petermichl, S., Wick, B.D.: Weighted little bmo and two-weight inequalities for Journé
commutators. Anal. PDE 11(7), 1693-1740 (2018)

28. Hytonen, T., Lappas, S.: Dyadic representation theorem using smooth wavelets with compact support
(2020). arXiv:2003.04019

29. Hytonen, T.P.: The sharp weighted bound for general Calderén—Zygmund operators. Ann. Math. (2)
175(3), 1473-1506 (2012)

30. Journé, J.-L.: Calderén—Zygmund operators on product spaces. Rev. Mat. Iberoam. 1(3), 55-91 (1985)

31. Kato, T., Ponce, G.: Commutator estimates and the Euler and Navier—Stokes equations. Commun. Pure
Appl. Math. 41(7), 891-907 (1988)

32. Lacey, M.T.: An elementary proof of the Ay bound. Isr. J. Math. 217(1), 181-195 (2017)

33. Lacey, M.T., Petermichl, S., Reguera, M.C.: Sharp A, inequality for Haar shift operators. Math. Ann.
348(1), 127-141 (2010)

34. Lacey, M.T., Sawyer, E.T., Uriarte-Tuero, I.: Astala’s conjecture on distortion of Hausdorff measures
under quasiconformal maps in the plane. Acta Math. 204(2), 273-292 (2010)

35. Lerner, A.K.: Sharp weighted norm inequalities for Littlewood—Paley operators and singular integrals.
Adv. Math. 226(5), 3912-3926 (2011)

36. Lerner, A.K.: A simple proof of the A5 conjecture. Int. Math. Res. Not. IMRN 14, 3159-3170 (2013)

37. Lerner, A.K.: On pointwise estimates involving sparse operators. N. Y. Math. 22, 341-349 (2016)

@ Springer


http://arxiv.org/abs/2003.04019

Wavelet representation of singular integral operators 1889

38.
39.
40.
41.
42.

43.

44.
45.
46.
47.
48.
49.
50.

51.

52.
53.
54.
55.
56.
. Tao, T.: Lecture notes for 247b (2007). https://math.ucla.edu/~tao/247b.1.07w/notes7.pdf
58.
59.
60.
61.

62.

Lerner, A.K.: Quantitative weighted estimates for the Littlewood-Paley square function and
Marcinkiewicz multipliers. Math. Res. Lett. 26(2), 537-556 (2019)

Li, K., Martikainen, H., Ou, Y., Vuorinen, E.: Bilinear representation theorem. Trans. Am. Math. Soc.
371(6), 4193-4214 (2019)

Li, K., Martikainen, H., Vuorinen, E.: Bilinear Calderén—Zygmund theory on product spaces. Journal
de Mathématiques Pures et Appliquées 138, 356—412 (2020)

Martikainen, H.: Representation of bi-parameter singular integrals by dyadic operators. Adv. Math.
229(3), 1734-1761 (2012)

Meyer, Y.: Continuité sur les espaces de Holder et de Sobolev des opérateurs définis par des intégrales
singulieres. Recent progress in Fourier analysis (El Escorial, 1983), pp. 145-172 (1985)

Meyer, Y., Coifman, R.: Wavelets, Cambridge Studies in Advanced Mathematics, vol. 48, Cambridge
University Press, Cambridge (1997) (Calderén-Zygmund and multilinear operators, Translated
from the 1990 and 1991 French originals by David Salinger)

Miiller, D., Ricci, F., Stein, E.M.: Marcinkiewicz multipliers and multi-parameter structure on Heisen-
berg (-type) groups. I. Invent. Math. 119(2), 199-233 (1995)

Miiller, D., Ricci, E,, Stein, E.M.: Marcinkiewicz multipliers and multi-parameter structure on Heisen-
berg (-type) groups. II. Math. Z. 221(2), 267-291 (1996)

Muscalu, C., Pipher, J., Tao, T., Thiele, C.: Bi-parameter paraproducts. Acta Math. 193(2), 269-296
(2004)

Muscalu, C., Pipher, J., Tao, T., Thiele, C.: Multi-parameter paraproducts. Rev. Mat. Iberoam. 22(3),
963-976 (2006)

Nazarov, F,, Treil, S., Volberg, A.: The Bellman functions and two-weight inequalities for Haar mul-
tipliers. J. Am. Math. Soc. 12(4), 909-928 (1999)

Ou, Y.: Multi-parameter singular integral operators and representation theorem. Rev. Mat. Iberoam.
33(1), 325-350 (2017)

Petermichl, S.: The sharp bound for the Hilbert transform on weighted Lebesgue spaces in terms of
the classical A, characteristic. Am. J. Math. 129(5), 1355-1375 (2007)

Petermichl, S., Treil, S., Volberg, A.: Why the Riesz transforms are averages of the dyadic shifts?
In: Proceedings of the 6th International Conference on Harmonic Analysis and Partial Differential
Equations (El Escorial, 2000), pp. 209-228 (2002)

Petermichl, S., Volberg, A.: Heating of the Ahlfors—Beurling operator: weakly quasiregular maps on
the plane are quasiregular. Duke Math. J. 112(2), 281-305 (2002)

Prats, M.: Sobolev regularity of the Beurling transform on planar domains. Publ. Mat. 61(2), 291-336
(2017)

Prats, M.: Sobolev regularity of quasiconformal mappings on domains. J. Anal. Math. 138(2), 513-562
(2019)

Prats, M., Tolsa, X.: A T (P) theorem for Sobolev spaces on domains. J. Funct. Anal. 268(10), 2946—
2989 (2015)

Rahm, R., Sawyer E.T., Wick, B.D., Weighted Alpert Wavelets. J. Fourier Anal. Appl. 27(1), 1 (2021)

Torres, R.H.: Boundedness results for operators with singular kernels on distribution spaces. Mem.
Am. Math. Soc. 90(442), viii+172 (1991)

Vagharshakyan, A.: Recovering singular integrals from Haar shifts. Proc. Am. Math. Soc. 138(12),
43034309 (2010)

Wang, K.: The generalization of paraproducts and the full T1 theorem for Sobolev and Triebel-Lizorkin
spaces. J. Math. Anal. Appl. 209(2), 317-340 (1997)

Wilson, J.M.: Weighted norm inequalities for the continuous square function. Trans. Am. Math. Soc.
314(2), 661-692 (1989)

Wilson, M.: Weighted Littlewood—Paley Theory and Exponential-Square Integrability. Lecture Notes
in Mathematics, vol. 1924. Springer, Berlin (2008)

Publisher’s Note Springer Nature remains neutral with regard to jurisdictional claims in published maps
and institutional affiliations.

Springer Nature or its licensor holds exclusive rights to this article under a publishing agreement with the
author(s) or other rightsholder(s); author self-archiving of the accepted manuscript version of this article is
solely governed by the terms of such publishing agreement and applicable law.

@ Springer


https://math.ucla.edu/~tao/247b.1.07w/notes7.pdf

	Wavelet representation of singular integral operators
	Abstract
	1 Introduction
	Structure
	Notation

	2 Wavelet classes and the intrinsic square function
	2.1 Analysis in the symmetry parameter space
	2.1.1 Symmetries parametrized by zinZd
	2.1.2 Cutoffs
	2.1.3 Measuring decay in Zd
	2.1.4 Integration by parts
	2.1.5 Mother wavelet

	2.2 Wavelet classes
	2.3 Intrinsic forms and sparse estimates

	3 Some technical preliminaries
	3.1 Alpert basis
	3.2 Averaging yields rough wavelets
	3.3 Proof of Lemma 3.2

	4 Wavelet representation of one parameter Calderón–Zygmund operators
	4.1 Weak boundedness, kernel estimates and paraproducts
	4.2 Calderón–Zygmund forms of class (k,δ)
	4.3 Proof of Theorem A
	4.3.1 Base case and main part of inductive step
	4.3.2 Induction


	5 Wavelets in the bi-parameter setting
	5.1 Wavelet classes and the intrinsic square function
	5.2 Intrinsic bi-parameter wavelet coefficients

	6 Wavelet representation of bi-parameter Calderón–Zygmund operators
	6.1 Bi-parameter singular integrals
	6.2 Bi-parameter Calderón–Zygmund forms of class (k,δ)
	6.3 Proof of Lemma 6.5
	The m simn  summand


	7 Proof of Theorem B
	7.1 Preliminaries
	7.2 Main line of proof of Theorem B
	7.2.1 Base case and main part of inductive step


	8 Weighted estimates for intrinsic operators
	8.1 Quantitative bounds for bi-parameter Calderón–Zygmund model operators
	8.2 Proofs of Propositions 8.1, 8.2 and 8.3
	8.3 Proof of Theorem C

	Acknowledgements
	References




