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Abstract

Causal effects are often characterized with averages, which can give an incomplete
picture of the underlying counterfactual distributions. Here we consider estimating the
entire counterfactual density and generic functionals thereof. We focus on two kinds of
target parameters. The first is a density approximation, defined by a projection onto a
finite-dimensional model using a generalized distance metric, which includes f-divergences
as well as L, norms. The second is the distance between counterfactual densities, which
can be used as a more nuanced effect measure than the mean difference, and as a tool
for model selection. We study nonparametric efficiency bounds for these targets, giving
results for smooth but otherwise generic models and distances. Importantly, we show
how these bounds connect to means of particular non-trivial functions of counterfactuals,
linking the problems of density and mean estimation. We go on to propose doubly robust-
style estimators for the density approximations and distances, and study their rates of
convergence, showing they can be optimally efficient in large nonparametric models. We
also give analogous methods for model selection and aggregation, when many models
may be available and of interest. Our results all hold for generic models and distances,
but throughout we highlight what happens for particular choices, such as Lo projections
on linear models, and KL projections on exponential families. Finally we illustrate by
estimating the density of CD4 count among patients with HIV, had all been treated with
combination therapy versus zidovudine alone, as well as a density effect. Our results
suggest combination therapy may have increased CD4 count most for high-risk patients.
Our methods are implemented in the freely available R package npcausal on GitHub.

Keywords: causal inference, density estimation, influence function, model misspecification,
semiparametric theory.

1 Introduction

It is very common in causal inference to quantify causal effects with means. The classic aver-
age treatment effect (ATE) parameter, for instance, measures the difference in mean outcome
had all versus none in a population been treated. This can certainly be a useful summary,
but it can also miss potentially important differences in the distributions of the counterfactual
outcomes, beyond a simple mean shift. To illustrate, consider the densities in Figure 1, which
all have exactly the same mean and variance. These would be indistinguishable with the ATE,
or any other measure that did not look past the first two moments.
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Figure 1: Densities for siz distributions, all with mean zero and variance four.

In general, it can be very practically useful to know the shape of the counterfactual density.
If the counterfactual density differed at all under treatment versus control (or under any other
generic interventions), this would imply treatment had some effect, even if the ATE were zero.
The presence of skew would indicate that some subjects have relatively extreme responses to
treatment; next steps could include trying to understand who these subjects are, and why
their responses are unusual. Similarly, multimodal structure could point to the existence of
underlying subgroups with differential responses to treatment, which could be important for
optimizing treatment policies. Contrasting the shape of the density under different interven-
tions could inform hypotheses about how treatment works, e.g., perhaps it works by reducing
variance, or driving up negative outcomes. This could help enhance future versions of treat-
ment, or motivate the development of new treatments altogether.

There is a large literature on distributional treatment effects defined in terms of quantiles,
or cumulative distribution functions (CDFs), with a similar goal of moving beyond simple
mean summaries to study the entire counterfactual distribution [Abadie, 2002, Chernozhukov
and Hansen, 2005, Chernozhukov et al., 2013, Diaz, 2017, Firpo, 2007, Fortin et al., 2011,
Frolich and Melly, 2013, Machado and Mata, 2005, Melly, 2005, Rothe, 2010, Wang et al.,
2018, Wang and Qin, 2010, Zhang et al., 2012|. However, the challenges and methods are
substantially different for density estimation. This is largely a result of the fact that the CDF
at y is the mean of the thresholded outcome 1(Y < y), so that counterfactual CDF estima-
tion mostly reduces to counterfactual mean estimation, after replacing the outcome with an
indicator. A related difference is that the CDF is pathwise differentiable in a nonparametric
model, whereas the density function is not [Bickel et al., 1993, van der Laan and Robins, 2003].
This is also true in the standard observational setup, where CDFs can be estimated at n~1/2
rates with sample averages, while density estimation requires more careful balancing of bias
and variance, with slower rates arising depending on underlying smoothness [Tsybakov, 2009,
Wasserman, 2006]. Beyond this issue of statistical complexity, there are other trade-offs in
targeting CDFs versus densities. One is that, although CDFs are easier to estimate nonpara-
metrically, densities are arguably more visually appealing and interpretable to practitioners.
We view CDFs and densities as complementary pieces of the distributional puzzle.



Unlike distribution function estimation, the literature on counterfactual density estima-
tion appears much more sparse. In what was perhaps the first study of the problem, DiNardo
et al. [1996] used a reweighted kernel estimator to estimate effects of US labor market factors
on wages. However, the statistical properties of this proposed approach were not examined.
Robins and Rotnitzky [2001] proposed a doubly robust version of the reweighted kernel esti-
mator, and conjectured it would achieve usual density estimation rates under smoothness and
other conditions. van der Laan and Dudoit [2003] and Rubin and van der Laan [2006] stud-
ied general cross-validation-based approaches for model selection in the presence of nuisance
functions, and suggested minimizing counterfactual KL or Lo loss for density estimation, but
did not detail the statistical properties. More recently, Westling and Carone [2020] tackled the
related problem of density estimation for right-censored outcomes, proposing new estimators
that can attain n~!/3 rates, but under an assumption that the density is monotone. Kim et al.
[2018] analyzed a version of the doubly robust estimator from Robins and Rotnitzky [2001],
showing its conjectured oracle properties, and used it to estimate the (nonsmooth) L; distance
between counterfactual densities.

Somewhat surprisingly, none of the known work above on counterfactual density estima-
tion considers a semiparametric approach, where the density is approximated with a finite-
dimensional model. Our work aims to fill this gap in the literature, while also providing
data-driven model selection and aggregation tools. A separate contribution is our study of
generic density-based effects, which characterize the distance between counterfactual densities,
using a generalized notion of distance that includes f-divergences as well as L, norms.

The structure of our paper is as follows. After introducing some basics and causal as-
sumptions in Section 2, in Section 3 we detail the different kinds of target parameters we
consider. The first (described in Section 3.1) is an approximation of the density itself, defined
by a projection onto a finite-dimensional model (3.1.1) using a generalized distance metric
(3.1.2), which includes f-divergences as well as L, norms. Importantly, we show in Section
3.1.3 that projection parameters for smooth models and distances can be framed as solutions
to moment conditions, providing a link between counterfactual densities and means (of func-
tions of counterfactuals). The second parameter we consider (described in Section 3.2) is the
distance between counterfactual densities, which can be used as a new more nuanced effect
measure, or as a tool for model selection (as in Section 3.3). In Section 4 we study nonpara-
metric efficiency bounds, by characterizing the efficient influence functions of approximated
density functions in Section 4.1, and density effects in Section 4.2. These follow from a master
lemma in Section 4, which gives a von Mises expansion for generic integral functionals of the
counterfactual density, and so may be of independent interest. In Section 5 we propose doubly
robust-style estimators for the density approximations and distances, and study their rates of
convergence, showing for example that they can be n~1/2 consistent, asymptotically normal,
and optimally efficient under weak high-level conditions on nuisance estimation error. All our
results hold for smooth but otherwise arbitrary models and distances. However, in various
corollaries, we also highlight specific expressions for typical choices of models and distances,
such as Lo projections on linear models, and KL projections on exponential families. Finally
in Section 6 we use our proposed methods to estimate counterfactual densities and density
effects of combination therapy (versus zidovudine alone) on CD4 count, among patients with
HIV. Our results show treatment effects beyond a mean shift, suggesting that combination
therapy may have increased CD4 count most for high-risk patients.



2 Setup

We assume access to an iid sample (Z1,...,Z,) of Z = (X,A,Y) ~ P where X € R? are
covariates, A € R is a treatment or exposure, and Y € R is a continuous outcome. We let

o(r) =P(A=a| X =2x) (1)
/ na(y|z) dy=P(Y € B| X =2,A=a) for measurable B (2)
B

denote the propensity score (i.e., chance of being treated at level A = a given covariates) and
conditional outcome density, respectively. In this work we focus on discrete treatments, but
in a companion paper we consider the continuous case.

We study “semiparametric” estimation of the covariate-adjusted marginal density

Paly) = / na(y | ) dP(z) (3)

i.e., the conditional outcome density averaged over the covariates, as well as functionals thereof.

Remark 1. Although we refer to our work in this paper as semiparametric, in reality it is all
done within a fully nonparametric model. As described in more detail starting in Section 3.1,
the models we consider are only ever used as tools for defining nonparametric approximations,
and corresponding projection parameters, and are never assumed to be correct descriptions of
the underlying true data-generating process. Further, our results on estimating counterfactual
density functionals (e.g., Sections 3.2 and 4.2) do not require any approximating models, and
so are nonparametric in the usual sense.

We note that the density (3) is different from the marginal density of Y, since the treatment
is fixed at A = a in the conditioning; it is also not equal to the unadjusted conditional density
p(y | a). Instead, (3) is the density p(y®) of the counterfactual variable Y'* (i.e., the outcome
that would have been observed if treatment were set to A = a), if the following assumptions
hold:

Assumption 1 (Positivity). P{m,(X) > €} = 1 for some € > 0.
Assumption 2 (Consistency). ¥ =Y if A = a.
Assumption 3 (Exchangeability). A 1L Y*| X.

Positivity ensures all subjects have some chance at receiving treatment level A = a. Con-
sistency can be viewed as ruling out interference, for example, where a subject’s counterfactual
can depend not only on how they were treated, but how other subjects were treated as well.
Exchangeability says the treatment is as good as randomized within levels of the observed co-
variates, and requires that sufficiently many relevant confounders are collected. Each of these
assumptions can be weakened in various ways, at the expense of losing point identification of
the marginal counterfactual distribution. Nonetheless, under only the positivity assumption,
all our statistical results will hold relative to the observational quantity in (3), regardless of
whether the causal Assumptions 2—3 are violated or not.



3 Target Parameters

In this section we detail the two kinds of quantities we consider estimating. The first is an ap-
proximation of the counterfactual density itself, defined via a projection in some distributional
distance. The second is a distance measure, e.g., a density-based causal effect measuring the
difference between counterfactual densities in terms of general f- or other divergences. The
latter gives a more nuanced picture of how the counterfactual densities differ, compared to
the usual ATE, for example. Finally in Section 3.3 we describe how these two kinds of target
quantities can be adapted for the purposes of model selection and aggregation.

3.1 Density Functions
3.1.1 Models

First we consider approximations of the counterfactual density p,(y) based on some specified
model {g(y; ) : B € R?}. We mostly focus on the finite-dimensional parametric case with
B € R, but more generally one could take 3 to be infinite-dimensional in some LP space, or
to belong to a subset of R? such as the standard simplex. Note that 3(a) depends on a but for
now we suppress this dependence in the notation and simply write 5. Here are some examples.

Example 1a (Exponential family). Let b(y) = {b1(y),...,bq(y)}T denote a vector of known
basis functions. Then we can project onto the exponential family

9(y; B) = exp {BTb(y) - C(ﬁ)} (4)

where C(8) = log [exp{8"b(y)} dy so that [g(y;8) dy = 1. Typical exponential family
notation takes 81 = 1 and sets by (y) = log h(y) for some known base measure h.

Although we refer to Example la as an exponential family, it can just as well be viewed
as a truncated series expansion used together with a log link function. In the next example
we consider a truncated series with an identity link function.

Example 1b (Truncated series). Let b(y) = {b1(y), ..., ba(y)}" denote a vector of known basis
functions, and ¢(y) a known base density (e.g., uniform). Then we can project onto the linear
basis expansion

d
9(y; B) = a(y) + > _ Bibi(y)
=1

where we can take [b;(y) dy = 0 so that the projection integrates to one. A natural choice
when Y € [0, 1] would be to take ¢(y) = 1 and b(y) the cosine basis

b;(y) = V2 cos(mjy) (5)

which satisfies [b;(y) dy =0 and [ b;(y)bk(y) dy = 1(j = k) on the unit interval. One could
alternatively take ¢(y) = 0 and let b;(y) be (the linear span of) a collection of d candidate
densities, in which case the above could be viewed as a linear aggregation |Rigollet and Tsy-
bakov, 2007]. Another related option would be to use a linear approximation for the square
root of the density /g(y; ) = 3, Bbs(y). so that g(y: B) = ¥, Xy B;8kb; (9)be(y) [Chen
et al., 2002, Pinheiro and Vidakovic, 1997]. Then the model would integrate to one if the basis
functions were orthonormal ( [ b;(y)bx(y) dy =0 and [ b;(y)? dy = 1) and > BJZ =1
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Example 1c (Gaussian mixture model). Let (1, ..., ux) denote a vector of means, (o1, ..., o)
a vector of positive standard deviations, (w1, ..., @) positive mixing proportions with ;0=
1, and ¢ the standard normal density. Then the standard Gaussian mixture model is

9(y; B) = jzi:le <01j) ¢ <y;]”j>

where B = {(wlaﬂho-%)v X (wka:ukao-]%)}'

Now, based on the above approximations, a primary goal is to estimate the projection
parameter

o = argmin Dy (pa(y). 9(v: 9)) (6)

BERP

where Dy is a distributional distance measure of the form

Dy(p,q) = / f(p,a)q(y) dy (7)

for some given discrepancy function f : R? — R.

Remark 2. In contrast to typical f-divergences [Ali and Silvey, 1966, Csiszar, 1967, Rényi
et al., 1961, Sason and Verdu, 2016], we allow the function f to have two arguments, one for
each distribution; this allows us to capture not only f-divergences but also other distances
such as those based on L, norms. (The usual f-divergence takes f(p,q) = f(p/q) for some
single-argument function, and so only depends on the density ratio). In a slight abuse of
terminology we sometimes refer to (7) as a distance, even though for some of our choices of f
it will be an asymmetric divergence not satisfying the triangle inequality.

Before giving examples of distances, we first discuss the interpretation of our projection
parameter (6). Mathematically, [y is the parameter of the best-fitting model of the form
g(y; B), i.e., the parameter value that makes g(y; ) closest (in corresponding distance) to the
true density p,(y). If the model g is correctly specified, then D¢(pa(y), g(y; Bo)) = 0 and so
9(y; Bo) = pa(y) is simply the true counterfactual density; however, the projection (6) remains
well-defined even under model misspecification. This is akin to the well-known concept of a
best linear predictor in standard linear regression |[White, 1980]. The projection approach,
where a model is not assumed correct but instead only used for defining approximations, has
been used widely throughout statistics [Beran, 1977, Buja et al., 2019a,b, Huber, 1967, Rakhlin
et al., 2017, Rinaldo and Wasserman, 2010, Tsybakov, 2003, Wasserman, 2006, White, 1982,
1996] as well as in causal inference [Chernozhukov et al., 2018b, Cuellar and Kennedy, 2020,
Kennedy et al., 2019, Neugebauer and van der Laan, 2007, Semenova and Chernozhukov, 2020,
van der Laan, 2006|, though not in the counterfactual density estimation context.

Remark 3. Since we only use models as tools to define approximations, all our results are for-
mally nonparametric, as mentioned in Remark 1 and illustrated in subsequent theorems. This
raises some interesting philosophical issues about the role of assumptions and corresponding
bias-variance trade-offs. In particular, we can imagine a rough taxonomy of stances one might
take in estimation problems like this one:



(i) model-ist: My finite-dimensional /parametric representation is the correct one.

(ii) model-agnostic: I may use a finite-dimensional model, but I do not know or require that
it is a perfectly accurate picture of the truth.

(iii) anti-model-ist: No parametric model I can imagine contains the truth, and I do not care
about approximations.

The model agnostic view is often captured by the famous quotes “All models are wrong but
some are useful” (George Box) and “Use models but don’t believe them” (possibly due to John
Tukey). Of course, in practice, how much one relies on models is a continuum, and so any
particular approach may not fall entirely in one of the three camps above. Similarly, our
taxonomy uses parametric models as a benchmark, but one could just as well replace with a
different assumption set (e.g., Holder-smooth with index s > 4 versus s < 4). Nevertheless
we find the above framing useful if imperfect. In this paper, we mostly take the stance of
the model-agnostic, though we flirt with anti-model-ism in the data-driven model selection
approaches of Sections 3.3 and 5.3 (and we are fully anti-model-ist in a companion paper).
We also accept that each approach has advantages and disadvantages. The model-ist will
do well when the model is correct, but could unknowingly suffer large bias otherwise. The
anti-model-ist is most free from the constraints of human imagination (as they do not need
to posit a parametric model), but with a more ambitious target can also suffer larger errors.
The model-agnostic has a bit of the best of both worlds: when the model is correct, they may
hope to do nearly as well as the model-ist, and when the model is wrong, their inference can
still be valid for a still well-defined approximation. Of course, if the model is very wrong, the
approximation may not be practically useful, no matter how well-defined it is; thus there can
be important challenges in defining a useful approximating model and distance.

3.1.2 Distances

Now we give some examples of the distances we focus on in this paper:

Example 2a (L3). If f(p,q) = (p—q)*/q then D¢(p,q) = ||p — q||3 is the squared L, distance

Ipa(0) = 900 B3 = [ (pu0) ~ 9(6:8)) " o

Example 2b (Kullback-Leibler). If f(p,q) = (p/q)log(p/q) then Ds(p,q) = KL(p, q) is the
Kullback-Leibler divergence

KL () 9005 9)) = [ 108 (2200 )

Example 2c (x?). If f(p,q) = (p/q — 1)? then D(p,q) = x*(p,q) is the x? divergence

{paly) — 9(y; )}
/ 9(y; B) -

Example 2d (Hellinger). If f(p,q) = (v/p/q — 1)? then D(p,q) = H%(p,q) is the squared
Hellinger divergence

X’ (pa(y), 9(y

H2(pa(y), 9(y: ) = / (Vraly) = Vol ﬁ))2
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Example 2e (Smoothed Total Variation). If f(p,q) = 2—1qlp —q| = (p;qq) sgn(p — q) then

D¢(p,q) = TV(p,q) = 3|[p—q1 is the total variation distance (and half the L; distance). Note
f(p,q) is not differentiable at p/q¢ = 1. Smooth versions can be obtained by approximating
the absolute value or sign functions in f. For example, let 14(y) be an approximation of the
absolute value function |y|, with parameter ¢ controlling the approximation error. For example
one could use v4(y) = ytanh(ty) or v (y) = yerf(ty) or a best polynomial approximation of
degree t. Then taking f(p,q) = fi(p,q) = iut(p — q) gives a smoothed total variation
D¢(p,q) = TV*(p, q) with

. 1
IV (pa(w): 965 9) = 5 [ {palt) = 9w )} o
There exist polynomial and rational approximations v4(y) of degree t ensuring that |TV(p, ¢) —
TV*(p, q)| is of order =1 and exp(—t), respectively [Newman et al., 1964]. We also note that
the Hellinger divergence is closely related to total variation in the sense that H2(p,q)/2 <
TV(p,q) < H(p, q) for any densities p, q.

Figure 2 shows a few projections of a true density onto a truncated trigonometric series
with six terms, using four different distances (L2, Kullback-Leibler, x2, and Hellinger). The
projections are all very similar in both cases. However, we note that, as discussed for example
in Beran [1977|, Hellinger projections should be more stable and robust to outliers or contam-
ination, compared to for example KL. The projections are closer to the true density for the
first simpler Gaussian mixture, and are more of a rough approximation for the second more
complex mixture.
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Figure 2: Projections of a truncated Gaussian mizture (left) and the Bart Simpson density
(right) onto a trigonometric basis with six terms, using Lo distance, along with Kullback-
Leibler, x2, and Hellinger divergences.



3.1.3 Moment Conditions

The next proposition shows how, for smooth distances, the projection parameter By can be
defined more explicitly than in equation (6), as a solution to a population moment condition,
involving derivatives of the model ¢g(y; 5) and the function f. This links projection parameters
to integral functionals of the counterfactual density (i.e., moments of transformations of coun-
terfactuals), which is why our efficiency bounds and estimators in the next section resemble
those for means of particular non-trivial functions of counterfactuals.

Proposition 1. Assume g is differentiable in 3, f is differentiable in its second argument
with derivative f5(q1,q2) = %f(ql,qg), and that the minimizer in (6) is unique. Then the
projection parameter
Bo = argmin Dy (pa(y),g(y; 5))
BERP

can be expressed as a solution to the moment condition m(S) = 0, where

m(8) = [ ZED L (0w, 569) + s 5 (e 9w D) } dye

The proof of Proposition 1 follows from the chain rule; all subsequent proofs are given in
Appendix B. Throughout we assume there is a unique solution to m(8) = 0. Next we show
how the moment condition defining By simplifies for particular distances.

Corollary 1. The quantity f(pa(y),9(y: 8)) + 9(y: 8)f5(pa(v), 9(y; B)) in the integrand of

the moment (8) equals

'2{g(y;ﬂ) —pa(y)} if Dy = L3
:
- {5 ¥ Pr=x
Ve =1
| —vi{pav) —9w:B)}/2 i Dy =TV

Corollary 1 shows how the moment m(f3) essentially reduces to functionals of the counter-
factual density for particular distances: simple means for L3 and KL, a quadratic functional
for x2, and a square root functional for H2. For the smoothed TV distance, it depends on the
form of the absolute value approximation (e.g., for 14 a t degree polynomial approximation,
the moment m () would be an integral of a t — 1 degree polynomial in the countef).

In the following corollaries we show how the form of the moment condition is particularly
straightforward when based on Ls or KL divergence with series models and exponential fam-
ilies, respectively.



Corollary 2. If Dy = L3 then

B dg(y; B) ,
m(8) =2 [ T gt0:8) - pulw)} do
Therefore if the support of Y is [0,1], and g(y;B8) = 1 + 5Tb(y) is the truncated series in
Ezample 1b then

6 =E{p(r")} (9)
when b(-) is an orthogonal series with [b;(y) dy =0 and [ b;(y)b(y) dy = 1(j = k).

Corollary 2 shows that when using orthogonal series with L3 projections, there is a closed
form for 3, given by a simple mean of a known function of the counterfactual outcome. Esti-
mation and inference for parameters like (9) is relatively well-understood [Robins et al., 2009,
2017], which allows exploiting existing theory and methods in the density estimation context.

Corollary 3. If Dy = KL then

m(3) = -B{ 5 owa(r55)}.

and so if g(y; B) = exp{BTb(y) — C(B)} is the exponential family in Example 1a then

m() = 5500 ~ B} = [00)[espl500) - CE) —palw)] dy. (1)

Similarly, for KL divergence, the moment m(f3) is simply the expected score under coun-
terfactual density g(y; ). Therefore, just as in the non-counterfactual setting, the parameter
values that maximize a posited likelihood are also those that minimize KL divergence [Huber,
1967, White, 1982]. When one also uses an exponential family, the solution to m(8) = 0
corresponds to an intuitive “moment matching”, i.e., finding the value of 3 that equates ex-
pectations of b(-) under g to those under the distribution of Y.

3.2 Distances & Density Effects

In addition to estimating projections of the counterfactual density onto a finite-dimensional
model, in this section we also consider estimation of distributional distances themselves. The
main focus is on density-based effects measuring the distance between counterfactual densities
in terms of LY and f-divergences. These effects can detect more nuanced disinctions between
the distributions of Y and Y, beyond simple differences-in-means captured by standard av-
erage treatment effects.

More specifically, we consider the distance between p; and pg given by

vy = Dy (m)m(®) = [ 7(m0).mo(w)) (o) dy (1)

for discrepancy functions f as discussed in the previous subsection. In this setup we do not
require approximating the densities p,(y) with finite-dimensional models, and instead consider
estimating 1 in a fully nonparametric model.
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3.3 Model Selection & Aggregation

In practice one may not have an approximating model such as (4) available a priori. In these
cases it would be natural to instead set up a sequence of models, and use the data to choose
among them. In standard regression and density estimation problems, simple cross-validation
procedures are available for this task; however, because our goal is estimation of a more nu-
anced counterfactual density, these require some refinement, in the same spirit as van der Laan
and Dudoit [2003|. Thus in this section we describe how the target quantities of Sections 3.1
and 3.2 can be adapted for the purposes of model selection and aggregation.

Specifically, for a set of estimators {gi(y) : £ = 1,..., K} of po(y) (e.g., estimated from
some initial training sample, with each projected onto the space of valid densities), we can
define the risk for a given estimator as

R@G) = Dy (paly): 36 (12)

The minimum risk oracle estimator g, (y) can then be defined via
ko = arg min R(c) = arg min Dy (po(u). 5i(0)) (13)

A model aggregation oracle can be defined more generally as g(y) = >, Borgr(y) where

K
Bo = argmin Dy <pa(y), Zﬁ@(@) : (14)
peB k=1

for some appropriate selection set, e.g., the standard simplex B = {(By, ..., Bk) € RX : B >
0,> 1 Br = 1} for convex aggregation [Rigollet and Tsybakov, 2007, Tsybakov, 2003]. If one
takes B = RX for linear aggregation, then f-divergences may not be well-defined, so this
might naturally only be used in the Dy = L3 setting.

Note that the proposed target parameters in Section 3.1 correspond to the aggregation
target in (14) if we replace R? with the relevant space B. However, since model selection as
defined in Equation (13) does not satisfy the smoothness assumptions we relied on in Section
3.1.3, it can be useful in practice to estimate the risk separately for all K candidates; this is
more akin to the effect estimation problem in Section 3.2, except where the density po(y) in
(11) is replaced with a candidate estimator gi(y) (e.g., which may be estimated on a separate
independent sample/fold and conditioned upon, and so treated as fixed).

4 Efficiency Theory

In this section we present a crucial von Mises expansion (i.e., distributional Taylor expansion)
for generic density functionals, which yields efficient influence functions for the projection
parameters and density effects of interest, and thus nonparametric efficiency bounds [Bickel
et al., 1993, van der Laan and Robins, 2003|. The latter can be further formalized as local
minimax lower bounds [van der Vaart, 2002].

11



Throughout we make reference to the linear map 7" — ¢, (T'; P) defined as

1(A=a)

6alTP) = —— 55

{T-ET| X, A=)} +E(T| X, A=) - E{E(T | X,A=a)} (15)
which takes a random variable T' (and distribution P) and outputs the efficient influence func-
tion for the functional E{E(T | X, A = a)}. Note we drop the dependence of ¢,(7T";[P) on
(X, A) for simplicity; at times we also drop the dependence on P if the context is clear. In
all our examples, T = h(Y) will be a known or P-dependent function of Y’; the functionals
we consider all have influence functions consisting of terms of the above form, but with dif-
ferent and non-standard choices of T' = h(Y"), depending on the model and distance being used.

Recall that in Corollary 1 we showed the relevant moment m(f3) reduces to a functional
of the counterfactual density for particular distances. Therefore our first result gives a von
Mises-style expansion for generic smooth integral functionals of the counterfactual density.
This result paves the way for later expansions and efficiency bounds, and may be of indepen-
dent interest in other problems involving different counterfactual density functionals.

Lemma 1. Let ¢ = (P) = [ h(pa(y)) dy for some twice continuously differentiable function
h. Then i satisfies the von Mises expansion

0B~ (@) = [ 6 (1 (pa(V))iB) d(B-P)+ Ra(,) (16)

where

@) = [ [0 {245 -1} {0 -0} e

5 [ M {po) - paw)} d,

where p}i(y) lies between pa(y) and p,(y).

Lemma 1 has several important consequences. First, it indicates how one can correct the
first-order bias of a plug-in estimator w(@) of counterfactual density functionals: by estimating
the first term in the expansion and subtracting it off. This is how standard semiparametric
estimators (particularly of the one-step variety) based on influence functions are constructed
[Bickel et al., 1993, Chernozhukov et al., 2018a, van der Laan and Robins, 2003], and our
proposed estimators in the next section do precisely this. Second, since the remainder term is
quadratic in the nuisance functions, it implies that ¢ (P) is pathwise differentiable with efficient
influence function ¢, (h'(pa(Y)); for this fact we refer to Lemma 2 in the Appendix.

4.1 Density Functions

In this subsection we use Lemma 1 to detail the efficient influence function for the moment
m(f) at a fixed /3, as well as the projection parameter Sy and projected density ¢g(y; 5o). These
efficient influence functions yield local minimax lower bounds, as well as estimators that can
attain the nonparametric efficiency bounds under generic high-level rate conditions on nui-
sance estimators, which will be proved in Section 5.

12



Theorem 1. Assume f is twice differentiable and denote partial derivatives as f;(ql,qz) =

(%jf(ql,(p) and similarly J’

metric model, the efficient influence function for m(B) is given by

a1, q2) = aq?i;qkf(ql, q2). Then, under an unrestricted nonpara-

¢u(17(Y:8))

where
. _ . _ ag(y; 5) / . . 1" .
V£ (Wi B) =75 (y; B pa) = o5 {fl (pa(y),g(y, B)) +9(y; B) f21 (pa(y), 9(y; ﬁ))} -
The efficient influence functions for By and g(y; Bo) are similarly given by
om(B) ! , dg(y: B) Om(B) ,
—W ba <7f(Y75)> ‘B=Bo and — TBTW ba (’Yf(Yyﬁ)> ‘5=50 (17)
respectively.

The efficient influence functions given in Theorem 1 are analogous to those of usual ATE-
type parameters, but with the crucial difference that they correspond to means of v¢(Y%; ),
not Y itself. This is what we should expect based on the result in Lemma 1, since the vy
transformation is the derivative of the integrand in the moment condition (8) given in Propo-
sition 1. Note also that the form of ¢ indicates that the efficiency bound for Gy (i.e., the
variance of the efficient influence function) will be adversely affected when the model g is sen-
sitive to small changes in 8, or when the distance is sensitive to small changes in its arguments,
since then the derivatives in v will be large.

In the next corollary, we give the particular form of the efficient influence functions when
Dy is the L% and KL divergence, and the approximating models are a linear series and expo-
nential family.

Corollary 4. For L3 and KL divergence the quantity vt from Theorem 1 reduces to

9g(y; .
—220y) if Dj = L2

V(i B) = {_mogagéy;ﬁ) if Dy = KL.
Further, if either
1. Dy = L3 and g(y; B) = q(y) + BTb(y) is the truncated series in Evample 1b, or
2. Dy = KL and g(y; B) = exp{8Tb(y) — C(B)} is the exponential family in Example 1a

then the efficient influence function for m(B) is proportional to

¢ (B(Y))-

The proportionality constant is —2 for Dy = L3, and —1 for Dy = KL.
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Corollary 4 shows that the efficient influence functions are proportional for linear projec-
tions using L% distance, and for projections onto an exponential family using the KL diver-
gence. Further, this efficient influence function simply corresponds to that of the counterfactual
mean vector E{b(Y?)}, for b a known basis function vector. Thus the influence function con-
veniently reduces to that of the mean of a transformed version of the counterfactual outcome,
with no dependence on 3. As mentioned after Corollary 2, this allows for adapting existing
theory and methods for average treatment effects to the density estimation context.

The following theorem summarizes the local minimax lower bound implied by the form of
the efficient influence function in Theorem 1, as in Corollary 2.6 of van der Vaart [2002].

Corollary 5. Let 0 = o denote the variance of the efficient influence function from (17).
The local minimazx risk for By is lower bounded as

inf liminf sup Ep [E {\/E(B— ﬁo(@)) H > E{K(JZ)}

0>0 N0 PP p)<s

for any estimator B\, where £ : RP — [0, 00) is any subconvez loss function.

Corollary 5 follows from Corollary 2.6 of van der Vaart [2002]. It shows that the worst-
case mean squared error of any estimator, locally near the true P, cannot be smaller than the
efficiency bound, asymptotically and after scaling by v/n. This gives an important benchmark
for efficient estimation of projection parameters of the counterfactual density: no estimator can
have mean squared error uniformly better than the variance of the efficient influence function
(divided by n), without adding extra assumptions to the nonparametric model we consider.

4.2 Density Effects

Now we give the efficient influence function for the density effect parameters in (11). Unlike
the projected densities in the previous subsection, the density effect parameters depend on
both counterfactual densities of interest for comparison.

Theorem 2. In an unrestricted nonparametric model, the efficient influence function for the
density effect vy = [ f (p1(y), po(y)) po(y) dy is given by

®1 (Al(y)) + ¢o ()\O(Y))
where

A(y) = po(y) fi (pl(y),po(y»
M) = £ (p1v) 7o(w)) +Pow) /3 (P1¥): pov) )

As with the result for 3y in Theorem 1, the efficient influence function for ¢; in Lemma
2 consists of inverse probability weighted residuals, plus a “plug-in”-type term, similar to
ATE parameters. However, again this corresponds to the influence function for a transformed
version of the outcome, depending on the counterfactual densities and choice of distance f.
The efficient influence function simplifies somewhat for L3 and KL divergence, as indicated in
the following corollary. Expressions for other f-divergences are in Section B.1 in the Appendix.
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Corollary 6. If Dy = L3, then the efficient influence function for Py is

2(¢1 = 60) (P1(Y) = po(Y) )
If Dy = KL, then the efficient influence function for 1y is
2189 p(Y)
o (e (5i) )~ ()
: po(Y) "\mo(Y)
The fact that \; = —\g for L3 projections simplifies the form of our proposed estimators,
as we will detail further in the next section. We also note that the influence function reduces

to zero when p; = pg, which presents some complications for inference; this will be discussed
in the next section as well.

As mentioned in Section 3.3, for the purposes of model selection and aggregation it is also
useful to consider the distance between p, and a fixed candidate g; we give the corresponding
efficient influence function here.

Proposition 2. In an unrestricted nonparametric model, the efficient influence function for
A¢(g) = ff (ra(y),9(y)) g(y) dy for g fixred and known is given by

0 (901 (Pa(¥). 9(1)) ).

If Dy = L3 then this influence function reduces to

264 (pa(Y) = 9()).

5 Estimation and Inference

In this section we present doubly robust-style estimators of the proposed density functions and
density effects, based on the functional expansions from Lemma 1 and the efficient influence
function results in Theorems 1-2. We study their rates of convergence, and show they can be
n~1/2 consistent and asymptotically efficient under weak nonparametric conditions.

5.1 Density Functions

Here let 7, (z) and 7,(y | ) denote initial estimators of the propensity score and conditional
density functions m,(x) = P(A =a | X = ) and n,(y | ) = %IP’(Y <yl|X=2A=na),
for example based on generic regression estimators and their numerical derivatives (or for
the latter one can use a regression of a kernel transformed version of the outcome). Also let
Pa(y) = Pu{na(y | X)} denote the plug-in estimator of the counterfactual density under A = a,
where P, {h(Z2)} =n~1 3. h(Z;), and let

a6 = [ 2B L5099 + s (39w ) by (18)

denote the plug-in estimator of the moment condition m(/3), and similarly for ).

15



Remark 4. Although we suggest basing (18) on the plug-in estimator po(y) = Pp{7a(y | X)} of
the counterfactual density, one could just as well use other estimators (e.g., inverse-probability-
weighted, or doubly robust, as in Kim et al. [2018]). Nonetheless, all results in this paper will
only depend on high-level second-order rate conditions for estimating p,(y), which would be
satisfied for the simple plug-in estimator as long as similar conditions hold for the underlying
density estimator 7,(y | ). We prove this in Appendix B.5, showing that the mean squared
error of p,(y) is upper bounded by an integrated version of that of 7,(y | x).

To ease notation we let gga(T) = ¢q(T; I/P\>) denote the estimated version of the efficient influ-
ence function given in (15). Then our proposed projection estimators are given by approximate
solutions in S (up to op(1/4/n) error) to

i(8) + B {0a (353 8)) | = 0x(1/v/) (19)

In other words the estimators are one-step bias-corrected estimators (of the moment condition
and the parameter itself, respectively), which take the plug-in estimator and add an estimate
of the bias by averaging an estimate of the influence function.

Remark 5. For simplicity, in the following results we assume the various nuisance estimates in
P are constructed from a single separate independent sample, of the same size n as the estima-
tion sample on which P, operates. Alternatively, if the same observations are used both for
estimating nuisance functions and averaging estimates of the influence function, one generally
needs to rely on empirical process conditions to avoid overfitting. In practice, with iid data,
one can always obtain separate independent samples by randomly splitting the data in half (or
in folds); further, to regain full sample size efficiency one can always swap the samples, repeat
the procedure, and average the results, popularly called cross-fitting and used for example by
Bickel and Ritov [1988|, Chernozhukov et al. [2018a], Robins et al. [2008], Zheng and van der
Laan [2010]. In this paper, to simplify notation we always analyze a single split procedure,
with the understanding that extending to an analysis of an average across independent splits
is straightforward.

Our first propositions give the form of the plug-in and bias-corrected projection estima-
tors when using a linear series with L3 distance, and an exponential family model with KL
divergence, which take a particularly simple form.

Proposition 3. If Dy = L2, the support of Y is [0,1], and g(y; ) = 1+87b(y) is the truncated
series in Example 1b, with b(-) an orthogonal series with [b;(y) dy =0 and [ b;(y)bx(y) dy =
1(j = k), then the plug-in estimator of 3 is

B = Pn{ﬁa(X; b)}7

where [1q(x;b) is an estimate of pq(x;0) = E{b(Y) | X = x, A = a). In contrast, the proposed
one-step estimator in (19) is given by

B=P, [W{bm ~ Ba(X30) | + Fia (X b)] . (20)
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Proposition 4. If Dy = KL and g(y; ) = exp{87b(y) — C(B)} is the exponential family in
Ezample 1a, then the plug-in estimator solving m(3) = 0 is the solution in B to

[ (b~ Batia(: 8] exo {57000 } dy =0

where [ig(x;b) is an estimate of pg(x;0) = E{b(Y) | X =z, A = a). In contrast, the proposed
one-step estimator in (19) is given by the solution in (B to

/ <b<y> - P, {W{bm ~ a(X50) | + 7ia (X b)D exp {870(y) } dy=0. (1)

Propositions 3-4 shows that the plug-in and bias-corrected estimators for L2 and KL pro-
jections solve simple estimating equations, which only require one to first estimate the com-
ponents E{u,(X;b)}; importantly, straightforward doubly robust estimators as in (21) are
available, and do not depend on the estimating equation parameter 5. This is not necessarily
true for other model/distance combinations; in general 7y would have to be estimated at each
B in order to solve (19), which could be quite computationally intensive.

Next we give the main result of this section, which shows the rate of convergence for the
proposed estimator. Importantly the rate involves products of nuisance estimation errors,
allowing for n=1/2 consistency and asymptotic normality in nonparametric models, and even
when the nuisance estimators are generic and flexibly fit.

Theorem 3. Let n = (7a,7a), and p(Z; 8,n) = m(B;n) + da(vf(Y;8),n). Assume:

1. The functions v¢ and 1/, are bounded above by some constant, and vy is differentiable
in pa(y), with derivative bounded uniformly above by §.

2. The function class {¢(z; B,n) : B € RP} is Donsker in [ for any fixed .
3. The estimators are consistent in the sense that B — By = op(1) and || — no|| = op(1).

4. The map B — P{o(Z;B,n)} is differentiable at By uniformly in n, with nonsingular
derivative matriz %P{@(Z; B,mM}p=po = V(Bo,n), where V(Bo,7) = V(Bo,m0)-

Then
B~ Bo=—V(o,m0)  (Bn — P) {¢a (W(Y; 50))}

~ ~ ~ 1
+0p (I = malle = il + 170 = pul? +0r (1= ).

Remark 6. In a slight abuse of notation, Theorem 3 holds when we define |7, — 74]|*> =

16ll? = [Ca(z)? dP(x) for integrated error (o(z) = [|Ma(y | ) — na(y | x)| dy. This
implies it also holds if we define ||, — nall* = [{Ma(y | @) — na(y | 2)}* dy dP(z), or
Hﬁa - 77a||2 = f{ﬁa(y | x) - na(y | LU)}2 d]P)(y’x) if na(y ’ x) is bounded from below.
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Importantly, Theorem 3 shows that B attains substantially faster rates than its nuisance
estimators 7, and can be asymptotically efficient under weak nonparametric conditions, for
example attaining the minimax lower bound in Corollary 5. First we give some description of
the assumed conditions. The first condition ensures the influence function is not too complex
as a function of g (thougll allowing arbitrary complexity in 1). The second condition merely
requires consistency of (3,7) at any rate. The third condition requires some smoothness in
B, so as to allow a delta method argument. These conditions ensure B\ has a rate of conver-
gence that is second-order in the nuisance estimation error, thus attaining faster rates than
the nuisance estimators. Thus, for example, under standard n~=Y/ 4_type rate conditions on 7,
the estimator 3 is n~1/2-consistent, asymptotically normal, and efficient. Importantly, these
rates can be attained under smoothness, sparsity, or other structural conditions (e.g., addi-
tive modeling or bounded variation assumptions, etc.). For instance, if it is assumed that all
d-dimensional nuisance functions lie in a Holder class with smoothness index s (i.e., partial
derivatives up to order s exist and are Lipschitz) then the assumption of Theorem 3 would be
satisfied when s > d/2, i.e., the smoothness index is at least half the dimension. Alternatively,
if the functions are s-sparse then one would need s = o(y/n) up to log factors, as in Farrell
[2015]. In these cases, asymptotically valid 95% confidence intervals can be constructed via

the simple Wald form, 3 + 1.96,/diag[cov{d (37 (Y: B))} /n].

Remark 7. In some prominent cases (for example, Lg and KL projections, as shown in Corol-
lary 4), the function ¢ does not depend on the counterfactual density p,(y) at all, so its
derivative is exactly zero and § = 0. In this case the second term in the second-order remain-
der in Theorem 3 drops out, making the proposed approach doubly robust in the usual sense,
requiring no rate conditions on the initial pilot estimate of the counterfactual density.

5.2 Density Effects

Here we present doubly robust-style estimators of the density effects described in Section 3.2,
and study their rate of convergence. As before we first construct initial estimators 7,(x),
Na(y | ), and Py (y) = Pu{na(y | X)} of the propensity score and conditional and counter-
factual densities. Estimated versions of ¢,(T") and A, defined in Theorem 2 follow accordingly.

Then the density effect estimators we propose are defined as
9= [ 1(7).5olw) o) dy+ Ba {1 (3a(1)) + 3o (Ra(r) }. (22)

which can again be viewed as one-step bias-corrected estimators, with plug-in bias estimated
via an average of the estimated influence function. In practice, rather than estimating the
conditional density 7, and integrating over its y argument, one could instead regress for ex-
ample A\, on X for the integral terms in the estimated influence function.

Proposition 5. If Dy = L3 then the proposed density effect estimator can be written as
~ 2A—1 [ (.. . ~ ~ P
B =2m (2 ) - mm)} - [ - w130 ay
2
# [{p - w0} w0 -ww1 0} ar) - [ {70 -mw) o
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The estimator in Proposition 5 can be viewed as taking twice the doubly robust estimator
of the mean of (p1(Y"') — Po(Y")) — (B1(Y°) — Do(Y?)), which is [(p1 — Po)(p1 — po), and
subtracting a plug-in estimate of the L2 distance. This is analogous to the standard one-step
estimator of the expected (observational) density [ p(x)? dz [Bickel and Ritov, 1988], which
takes twice an estimate of the mean of p(X), i.e., [ pp, and subtracts the plug-in estimate
Il p?. For the expected density, the bias is just the integrated squared difference between
p and p; in contrast, in our setting, we show next that there is an additional doubly robust
error term, due to the confounding adjustment required for estimating counterfactual densities.

Theorem 4. Assume A\, and 1/, are bounded above by some constant for a = 0,1, and A,
is differentiable in py(y), with derivative bounded uniformly above by d,. Then

s — s = (Bp —P) {¢1 (M(Y)> + o ()\U(Y))}
+0p (i (Il%a — 7l = 7all + dallPa —pau2) + op (%)) .

a=0

Theorem 4 (whose proof mimics that of Theorem 3) shows that @f can attain faster rates
than its nuisance estimators, and can be asymptotically efficient under weak nonparametric
conditions. The conditions and the form of the convergence rate are similar to those of The-
orem 3, so we refer to our discussion there for more details. However we do comment on a
few differences. First, for the density functions targeted in Theorem 3, the moment condition
m(f), and resulting influence functions and estimators, can have a complicated dependence
on (3; in contrast, this is not an issue for the density effect 1y since the influence function
is linear in the parameter. Thus extra smoothness conditions on the influence function used
in Theorem 3 are not required in Theorem 4. Second, although in Theorem 3 the derivative
bound ¢ can be exactly zero in some prominent cases, in general in Theorem 4 this will not
be the case (e.g., for L3 distance the derivative of A\, has absolute value equal to one). There-
fore, for efficient estimation of density effects, we in general need an initial density estimator
converging at n~'/4 rate. However recall that, as described in Remark 4, there exist nonpara-
metric counterfactual density estimators with error upper bounded by ||, — 74 || or |74 —74]|, sO
that ||p, —pa|?> would be of smaller or similar order compared to the product error preceding it.

There is a third distinction in density effect estimation. Under usual n~/4 rate conditions
on the nuisance estimators, Theorem 4 suggests 95% confidence intervals of the form

br £ 1.96\/@ {31(2)) + 60 (o) } / (23)

These intervals are asymptotically valid as usual when p; # pg, but not when p; = py,
since then the influence function of 1)y reduces to zero, as mentioned in Section 4.2. This
invalidates inference because the first sample average in Theorem 4 is no longer dominant, as
with degenerate U-statistics or other estimators whose higher-order terms dominate their von
Mises expansions (cf. Sections 12.3 and 20.1.1 of van der Vaart [2000]). However, the presence
of nuisance functions complicates things substantially, as noted in other similarly complex
functional estimation problems [Luedtke et al., 2019, Williamson et al., 2020|, but we are not
aware of a general solution. Thus we only recommend using the interval (23) in non-null
settings when p; # po. A simple albeit ad-hoc fix is to use the interval ¢ & z,/9(s V 1/y/n)

where s = \/C/o\v{qAﬁl (3\\1 (Y)) + $0(X0(Y))}/TL. This is valid but conservative near the null.
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5.3 Model Selection & Aggregation

Here we briefly describe how the methods of the previous subsections can be used for the
purposes of model selection and aggregation, in the same spirit as Tsybakov [2003], van der
Laan and Dudoit [2003], and others. We leave technical details to future work.

First we consider the linear aggregation goal as defined in (14), where B = R¥. In this
setup the methods from Section 5.1 can be straightforwardly adapted, by adding an extra step
of sample splitting. We focus on L3 projections since f-divergences may not be well-defined
for general linear combinations of candidate estimators. Our proposed approach is as follows:

Step 1. Randomly split the sample into a training set DO and test set D}.

Step 2. On the training set DY, estimate K different models (e.g., K different numbers of basis
functions, or K different combinations of linear, exponential family, Gaussian mixture
models, etc.), using the estimator in (19) to compute gi(y) = g(y; Bk), k=1, ..., K.

Step 3. On the test set D}, estimate the (L3) projection onto an orthonormal basis of the linear
span of (gi,...,gk), again using the estimator in (19), e.g., with the series model in
Example 1b with ¢(y) = 0, to compute an aggregated estimator g(y) = >, 0k gk (y).

Step 4. Reverse the roles of DO and D} and average the two resulting aggregates.

Note that inside Steps 2-3, another layer of sample splitting is required to avoid empirical
process conditions in estimating the nuisance functions, as discussed in Remark 5. We also
note that the cross-fitting in Step 4 could be considered optional if the corresponding efficiency
loss was considered negligible, or alternatively one could instead implement Steps 1-4 with M
different folds, at each step using M — 1 for training and the other fold for the test set. We
conjecture that the above approach can attain the optimal K/n rates for linear density ag-
gregation in the observational case [Rigollet and Tsybakov, 2007], under standard n~ Y4 type
conditions on the nuisance estimators (or weaker, depending on how K scales with n).

For model selection and convex aggregation, we propose a similiar procedure, except where
in Step 3 variants of the density effect estimators from Section 5.2 are used to estimate the
distance between p, and each of the k candidates estimated from the training split (after
projecting each onto the space of valid densities). One can then pick the minimum distance
candidate or an appropriately weighted combination, e.g., by finding the convex weights that
minimize the estimated distance in the test split. For example, our proposed estimator of the
L3 error of a candidate g based on Proposition 2 is given by

~

2 ~
Bstg) = [ (7o)~ 9ew) -+ 22, {3 (5ulV) — (1)) }.
For the purposes of model selection, one can instead use the simpler pseudo—L% risk
-~ 1(A=a ~
Byt =20 A o) - [ty 0 au) (24

+/%@WMLMd4+/%@f@,

based on the fact that the L% distance f (pa — gr)? equals f g,% —2 [ gkpa plus a term f pg that
does not depend on gi. This is the estimator we use in the data analysis in the next section.
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6 Illustration

Here we apply our proposed methods to analyze the effect of combined antiretroviral therapy
for treating HIV. All code is given in Appendix A, and the methods are implemented in the
npcausal R package on GitHub (https://github.com/ehkennedy /npcausal).

The data we use come from the ACTG 175 randomized trial [Hammer et al., 1996, and are
available in the speff2trial R package. The treatment is whether patients received combina-
tion therapy (A = 1) versus zidovudine alone (A = 0), and the outcome Y is CD4 count at 96
weeks post-baseline. Baseline covariates X include age, weight, Karnofsky score, indicators for
race, gender, hemophilia, homosexual activity, drug use, whether symptomatic, and previous
zidovudine and antiretroviral use. There are a total of n = 2319 patients in the trial, 797 of
which do not have outcome data (we use R =1 to denote an observed outcome).

Since we are interested in the density of outcomes had all versus none been treated in the
entire population (i.e., had all outcomes been measured), we can view the product indicator
1(A = a,R = 1) as a joint “treatment” variable [van der Laan and Robins, 2003|. In other
words our goal is to estimate counterfactual densities under A =1 and R =1, versus A =0
and R = 1. Our methods therefore rely on no unmeasured confounding of A (which holds by
design due to the experimental design) and missingness at random of Y (i.e., R 1L Y | X, A),
which is untestable regardless of whether treatment is randomized. For more details on the
trial and data, we refer to Hammer et al. [1996] and Wang et al. [2018].

Throughout our analysis, we used 5-fold cross-fitting, with all nuisance functions estimated
by random forests (via the R package ranger [Wright and Ziegler, 2015]). This includes condi-
tional densities 7,, which we estimated by regressing a Gaussian kernel weighted outcome on
covariates and treatment, on a grid of y values, with bandwidth chosen by Silverman’s rule.
Alternative approaches could also be used |Diaz and van der Laan, 2011, Hansen, 2004, Izbicki
and Lee, 2017], potentially at the expense of some extra computational burden.

First we used the density effect methods from Section 5.2 to check for evidence of an ef-
fect of combination therapy on the density of CD4 count. Specifically, we used the cross-fit
version of the estimator in Proposition 5 to estimate the L3 distance between p; and p, with
asymptotic variance estimated as usual, via the empirical variance of the estimated influence
function. To ease interpretability we rescaled Y to be on the unit interval. The estimated L3
distance was 0.279 with a 95% confidence interval of [0.142,0.415], indicating a statistically
significant effect of combination therapy on CD4 count.

To more precisely understand how combination therapy impacted the CD4 distribution, we
estimated the counterfactual densities using the methods of Sections 5.1 and 5.3. Specifically,
we used L3 projections onto the linear series in Example 1b with the cosine basis (5). We
considered a range of models for both densities, including up to 15 basis terms (more than
15 terms did not improve fit). Figure 3 shows estimates of model fit via the pseudo-L3 risk
(24), along with confidence intervals, indicating that four basis terms does best for both
counterfactual densities. Figure 4 shows the estimated counterfactual CD4 densities using
four basis terms, along with pointwise Cls. Since the densities differ more substantially in the
lowest CD4 range (e.g., 0-200), this suggests combination therapy may have increased CD4
count most for the high-risk patients with the lowest counts under control (zidovudine).
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Figure 3: Estimates of pseudo-L3 risk for models of increasing dimension (using Lo projections
onto linear models with a cosine basis), with gray bars denoting confidence intervals.
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Figure 4: Estimated counterfactual CDJ densities for combination therapy versus zidovudine.
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7 Discussion

In this paper we proposed methods for estimating counterfactual densities and corresponding
distances and other functionals. We gave nonparametric efficiency bounds and flexible opti-
mal estimators for a wide class of models and projection distances, and for new effects that
quantify treatment impacts on the density scale. We also gave methods for data-driven model
selection and aggregation in this context, and illustrated the ideas in an application studying
effects of antiretroviral therapy on CD4 count.

There are many interesting avenues for future work. In upcoming companion papers, we
consider the nonparametric version of the problem (where the target is the density p,, itself and
not a projection) as well as non-discrete treatments (where A is for example a continuous dose).
Much more work is needed on the computational side since, outside of L3 projections on linear
models and KL projections on exponential families, our methods require solving somewhat
complicated estimating equations. Other extensions could involve time-varying treatments,
instrumental variables, conditional effects, density-optimal treatment regimes, mediation, sen-
sitivity analysis, and more. It is also of interest to apply the methods more broadly, to see
if they bring any new insights about treatment mechanisms or ways to adapt treatment policies.
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A Appendix: R Code

set.seed(100)

# install npcausal package
install.packages("devtools"); library(devtools)
install_github("ehkennedy/npcausal"); library(npcausal)

# load data
library(speff2trial); data(ACTG175); dat <- ACTG175[,c(2:17,19,21,23)]
x <- dat[,!(colnames(dat) %in% c("treat","cd496"))]

# create treatment*missing indicator
al <- dat$treat*(!is.na(dat$cd496)); a0 <- (1-dat$treat)*('is.na(dat$cd496))
a <- al; ala0==0 & al==0] <- -1; y <- dat$cd496; y[is.na(dat$cd496)] <- 0

# estimate pseudo-12 risk for k=1:15
cv.cdensity(y,a,x, kmax=15, gridlen=50,nsplits=5)

# estimate densities at k=4
res <- cdensity(y,a,x, kmax=4, kforplot=c(4,4), gridlen=50,nsplits=5,ylim=c(0,800))
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B Appendix: Proofs

B.1 Proof of Corollaries 1-4 and 6

These corollaries all follow from the distance-specific form of f. For reference we list the rele-
vant quantities here.

For L2 distance we have

_ (p7Q)2 / o p_
fp,q) = . filp,q) =2 <q 1)
2
fa(pq) =1— (Z) 5’1(p,q)=—Z§.

For KL divergence we have

o) = (2) 106 (2) )=

|
fo(p,q) :_% {log <§) +1} 5’1(p,q):—q12 {log <Z> +2}.

For x? divergence we have

p—t
——
[~
O
oQ
Y
ESl kS
S~
+
—t

2 —
f(p,q) = (S - 1) filp,q) = 2(pq2 2
2 2(q — 2
f(p.a) = — 2 (p—q) 51(p,q) = @ 3 2
q q
For Hellinger divergence we have
2
_( /P / _ 141 1
f(p,Q)—< . 1) fipsq) \/§<\/§ \/ﬁ>
-2
fo(p,q) = \q/f (Va—/p) 51(D,q) = 612/52
For TV* divergence we have
Fo0) = 5olp ) A = 501 =)
~1 — ~1 (vi(p—
fo(p.q) = % {Vt(pq(n +(p— q)} 51(D,q) = % {Vt(pq@ +v'(p— q)} :

28



B.2 Proof of Lemma 1

Here we let ¢ = ¢(P) = [ h(pa(y)) dy, for some twice continuously differentiable function h.
We will show that v Satlsﬁes the von Mises expansion given in Lemma 1.

Let p,(y) = [7M,(y | ) dP(z) denote the marginal counterfactual density under P. Note for
the posited influence function given by

(i) = "SI W) = [0t | X) dy}

+ / H (paly))aly | X) dy — / W (pa())1aly | ) dy dP(z),

we have, by iterated expectation, that it has mean under P equal to

Jop ae= [ [P0 @0 - [ 1 @am | x) d}

/hpa (v | X) dy — //h’pa Ty | = dydP()}

= [ 2 [{Hpaimty | 2) = K@) |0} dy dP(o)

// (Balt))aly | 2) dy {dB(z) — dP(x)}
— [ [ @ {20 - 1} {9 -ty )}y apo
E
{

+ [0 [ {n2) @) - 0] 2) dBa)} dy

//h/ Paly {wa(g

/ h'(pa(y)){pa(y) —pa(y)} dy.

My | ) ~Ta(y | 2) } dy dP(z)

Therefore the second-order remainder term in the von Mises expansion is
RaB.P) = 6(F) ~ 0(B) — [ o(=F) dB-P) = 6(F) ~ v(B) + [ (i) P

~ [ [ @ {28 1} {mty 0) -ty | )} ay o)

+ [ 1@ {pa) - )} dy+ [ (0B~ hoal))}

— [ [ @ {28 <1} w1 2) - matw |20} dy apo

+3 [ () - m)} v

~— Y~

where the last line follows by a Taylor expansion with remainder of the mean-value form, with
pi(y) lying between p,(y) and p,(y).
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B.3 Proof of Theorem 1

First, for any fixed 3, we have that each element of the p-vector

B) =/8959y/6;,ﬁ) {f(pa(y)jg(y;ﬂﬁ +g(y;ﬁ)fé( a(y),g(y;ﬂ)>}dy,

can be viewed as a density functional [ h(p,(y)) dy for a specific function h. In particular, let
9;(y; B) denote the jth element of %%B) so that h(pa(y)) = {h1(Pa(y)), s ha(pa(y))}T for

h(pa()) = 655 8) { £ (Pa¥): 93 8)) + 9(u: B) 5 (Palv), 9(: B) ) } . (25)

noting that, for a given 8 value, g(y; 8) is a known constant not depending on P.
Now we apply Lemma 1 to each component of m. First note that

W (pa(y)) = gj(y; B) {f{ (pa(y), 9(y; B)) +9(y; B) f5) (pa(y), 9(y; 6)) } :

by the chain rule, so that

Yi(y; B) = agggﬁ) {f{ (pa(y),g(y; B)) + 9(y; B) f51 (pa(y%g(y;ﬂ))}
— {Bhpaw))s - Bypam)} -
Therefore Lemma 1 implies that m(S f h(p,(y)) dy satisfies the von Mises expansion
m(8) — m(8) = / om(= ) d(P = P) + Ry(P, P), (26)
where
om(Z, 6;P) = 15;1&;) {w(Y;B) - /W(y; B)naly | X) dy}

+/’Yf(?/§ Bnaly | X) dy — //’Yf(y; B)na(y | x) dy dP(z),

and where the j* component of Ry(P,P) is given by

Ry @) = [ 1@ {20 1} {10 -y | 0} dy aoa)
+3 [ {p0) -0} a 27)

Now we give a lemma showing why finding a von Mises expansion like the above, with second-
order remainder, is equivalent to finding the efficient influence function in a nonparametric
model. This will prove ¢, is the efficient influence function for m(/3), and will also be useful
for later results.

Lemma 2. Let ¢ : P — R denote some real-valued functional on a nonparametric model, so
the set of distributions P does not constrain the tangent space. Assume the functional satisfies

$(®) — $(P) = / (= F) (0P — dP) + Ry(P. P)

for some mean-zero and finite variance function o(z;P). Then ¢ is the efficient influence
influence function if %RQ(P, Pe)|e=o = 0 for any smooth parametric submodel.
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Proof. Recall from Bickel et al. [1993] and van der Vaart [2002] that the efficient influence
function is the mean-zero function whose variance equals the nonparametric efficiency bound,
and is given by the unique function ¢ that is a valid submodel score (or limit of such scores)
satisfying pathwise differentiability, i.e.,

d
™ /¢(Z;IP’) <d610gdP€>

for P. any smooth parametric submodel. (e.g., differentiable in quadratic mean) In a non-
parametric model only one such function ¢ satisfies the above. We will show that the above
is satisfied by the function ¢ in the statement of the lemma.

First note that the assumed expansion implies

d

dP(2) (28)

e=0

D) — $(P.) = - / (2 P) dP. + Ro(P, P,)

for any submodel P.. Differentiating with respect to € gives

d d d
) = 7 [P apos L Rap R
d

d
- /QD(Z;P) (Cklong) dPe + —-Ro(P,Fo),

where the second line follows from the dominated convergence theorem and uses the fact that
% log dP, = %d[@e /dP.. Therefore evaluating at e = 0 we have

d
= :P) | — log dP.
o /tp(z, )(de og >

which yields the desired pathwise differentiability by the fact that %Rg (P,Pe)|e=0 = 0. O

d
P+ LR, R |
0 +de 2(P, o)

e=0

d
%@Z)(Pe)

€=

Now we can immediately apply Lemma 2, noting that

d
&RQ (]P), ]P)e)

e=0

by virtue of the fact that the remainder Ry ;(IP,P.) in (27) consists of only second-order
products of errors between P and P.. This follows since applying the product rule yields a
sum of two terms, each of which is a product of a derivative term (which may not be zero
at ¢ = 0) and an error term involving differences of components of P, and P (which will be
zero at € = 0). Therefore ¢, is the efficient influence function for the parameter m(3). The
efficient influence functions for 5y and g(y; By) follow similarly, via the chain rule.

B.4 Proof of Theorem 2

From Lemmas 1 and 2, the efficient influence function of 9y = ff (p1(v),po(y)) po(y) dy if
po(y) were known would be

o1(P) = m {ham - [Hwm] %) dy}

+ / Ky (y)m(y | X) dy — / W )my | 2) dy dP(z)
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where
h1(y) = h1(yspo, p1) = po(y) fi(p1(y), po(y))-
Similarly, if p1(y) were known, the efficient influence function of 1y would be

oo(=P) = w {h5<y> - [ Hwmi 1 %) dy}

+ [ Hawmiy | %) dy ~ [ Hofwymly | ) dy dBo)

where
ho(y) = ho(y; po, p1) = f(p1(y), po(y)) + po(y) fo(p1(y), Po(y))-

The result then follows from the fact that the influence function when p; and py are both
unknown is the sum of the two influence functions when p; and py are known, separately.

B.5 Proof of Claim in Remark 4

Here we show why rates for estimating p,(y) with the plug-in estimator p,(y) = Pp{7a(y | X)}
will not be slower than those for estimating 7,(y | ), by bounding the mean squared error of
the former in terms of the latter. To this end we denote the pointwise bias and variance of 7,
as E{nu(y | )} —na(y | ) = b(y | =) and var{n,(y | =)} = v(y | ), respectively. First note
for the bias that

E(pa(s)} ~ paly) = E[Paliinly | X0}] - [ maly | ) dP(o)
—E [y | 2) dPle) ~ [ mly|2) dPle) = [ by |2) dPGo)

where in the second line we used iterated expectation, conditioning on the training sample D"
used to construct 7,. For the variance we similarly have

var{pu(y)} = var (E|[Bu{ila(y | X)} | D"]) +E (var [Pu{fia(y | X)} | D"])

= var / uly | ) dB(x) + - E [var [l | ) | D7}

For the first term above, by Cauchy-Schwarz we have
v [ty ) a#(@) =& { [ [ty | ) - Bliuy | )] dP<x>}2
<E [ [fuly | 2) - Bty | 2))] dP(e) = [vly | o) dP(o)

And for the second term note that

e fr{inty 1 01 0}] < [uy1 2 ) = [ (v010)+ B0 1)) v
=/<v(y|x)+ [E{ﬁa(ylx)—na(y\x)+na(y\x)}r> dP(z)

< [{otwl2)+ 2000 | 0 + 20000 | 02} d2(a).

Therefore as long as [ na(y | z)2dP(z) < C, we have
e [{nu) -nw)} ] < (1+2) [2 /{5010 - w10} ] e + 2

32



B.6 Proof of Theorem 3

First we present a master lemma giving the rate of convergence of the solution to a sample-split
estimating equation. The logic parallels that of Theorem 5.31 of van der Vaart [2000].

Lemma 3. Let p(z;60,n) denote a vector estimating function for target parameter 6§ € RP and
nuisance functions n € H for some function space H. Suppose the true values (6g,m0) satisfy
P{o(Z;6p,m0)} = 0, and define the estimator 0 as an approximate solution to the estimating
equation satisfying

Pu{p(Z:0,7)} = op(1/v/n)

where 1 is estimated on a separate independent sample. Assume:
1. The function class {¢(2;0,n) : 0 € RP} is Donsker in 0 for any fized 1.
2. The estimators are consistent, i.c., 6 — 0y = op(1) and || — nol| = op(1).

3. The map 0 — P{p(Z;0,n)} is differentiable at 0y uniformly in n, with nonsingular
derivative matrix %P{@(Z; 0,1) o=, = V(60,7), where V(6o,7) 2 V(80,m0).
Then

~

0~ 00 =~V (0o, 0) ™ B — (2O )} + O (Ra) +e (=)
for Ry =P{p(Z;00,7) — ©(Z;600,m0)}

Proof. First note that, since (5, n) and (0,n) are approximate and exact solutions of the
empirical and population moment conditions, respectively, we have

op(1/v/n) = Pu{p(Z;0,7)} — P{o(Z;60,m0)}
= (P — P){@(Z:00.m0)} + (P — P){@(Z:0.7) — ¢(Z; 60, 7)} (29)
+ (P, — P){0(Z;00,7) — ©(Z;00,m0) } (30)
+P{p(Z:0,7) — o(Z;00,7)} + P{o(Z:00.7) — 9(Z:60,m0)} (1)

where the second equality follows by simply adding and subtracting terms. The first term in
(29) is a simple sample average of a fixed function and so will be asymptotically Gaussian by
the central limit theorem. The second term in (29) and the term in (30) are empirical process
terms. The first term in (31) will be linearized in (6 — 6y), while the second term in (31)
captures the effect of the nuisance estimation error. We will tackle each of these in turn.
Under the Donsker and consistency conditions for # in Assumptions 1 and 2, the second term
in (29) is op(1/4/n) by Lemma 19.24 of van der Vaart [2000]. Under the consistency of 7 in
Assumption 2 and the sample splitting, the term in (30) is op(1/4/n) by Lemma 2 of Kennedy
et al. [2020].

By the differentiability of the map 6 — P{x(Z;60,n)} in Assumption 3, the first term in (31)
can be expressed as

P{(Z;0,7) — ¢(Z;00,7)} = V(60,7) (8 — b0) + op(]|6 — 6o]))
= V(00,10)(0 — 0o) + op(]|6 — 6o]|)

where the last line follows by the consistency of V (6, 7) in Assumption 3.
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Therefore we have

op(1/v/n) = (P — P){9(Z;00,m0)} + V (00, 70)(0 — 00) + Re, + 0p ([0 — bo]|)

where we let R, = P{p(Z;60,1)—¢(Z;00,m0)} denote the second term in (31), or equivalently

~

6 — 60 = =V (60,10) ™" (Pn — P){2(Z; 60, 10)} + Op(Rn) + 0p([|6 — bo]|) + 0p(1/v/n)

by the nonsingularity of the derivative matrix in Assumption 3. This implies

16 — 60| (1 + 0p(1)) = Op(1/v/n + Ry)

so that |6 — 6o|| = Op(1/\/n + Ry), which gives the result after noting that op(Op(1/y/n +
R,)) = op(1/y/n+ R,) and that Op(R,,) + op(Ry) = Op(Ry,). O

Now we can apply Lemma 3 to prove Theorem 3. First note that by definition the estimator
satisfies

P, {$(Z: B, 7)} = op(1/v/n)

for ¢(Z; B,m) = m(B;n) + »(Z; B,m), and the true values (8o, no) satisty P{é(Z; Bo,m0)} = 0,
again by definition.

Conditions 1-3 of Lemma 3 hold by Assumptions 1-4 of Theorem 3, so the result follows by
virtue of the fact that

=m(Bo;N) + P{em(Z;Bo,0)}

= [ @) { 26~ 1} {1 ) =ty | )} o
+5 (W@ {Fw) -}y

SN = ll17a — nall + 8]1Pa — pal®

where the second to last line follows from the result given in equation (27) of the proof of
Theorem 1, for the vectors h and b’ as defined in (25), and the last line follows by the Cauchy-
Schwarz inequality and boundedness assumptions on A/, h”, and 1/7.
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