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Abstract—False data injection attacks (FDIAs) pose a signif-
icant threat to smart power grids. Recent efforts have focused
on developing machine learning (ML)-based defense strategies
against such attacks. However, existing strategies offer limited
detection performance since they (a) lack the capability of embed-
ding the spatial aspects of the power system topology in the detec-
tion mechanism, (b) offer topology-specific detection that does not
generalize well to practical systems with seasonal reconfigurations
in their topology, or (c) offer detection based on only seen types
of FDIAs present in the training set. Therefore, in this paper,
we aim to develop a defense strategy that offers an improved
generalization ability and detection performance against unseen
attacks. Towards this objective, we propose a graph autoencoder
(GAE)-based detection strategy that (a) captures spatio-temporal
features of power systems, hence, offering improved detection
performance, (b) is trained on comprehensive graphs reflecting
various realizations of power system topologies, hence, offering
better generalization abilities, and (c) works effectively against
unseen FDIAs. The proposed detector is trained and tested
on various topological configurations from 14, 39, and 118-
bus systems offering detection rates (DRs) of 93.6%, 95.7%,
and 99.1%, respectively, when tested against unseen FDIAs and
unseen topologies. This presents an improvement of 11.5 — 30%
compared to existing ML-based strategies.

Index Terms—Cyberattacks, false data injection attacks, graph
autoencoder, graph neural network, generalized detection, ma-
chine learning, smart power grids.

NOMENCLATURE
b € Re Bias term in layer [ with ¢; channels.
D Graph decoder of the GAE model.
E Graph encoder of the GAE model.
G=WV,E, W) Graph G with V vertices, £ edges, and W
weights.
Pij, Qi Active and reactive power flow between
buses ¢ and j.
Tpen(, 1) Benign sample at timestamp ¢ and bus .
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I. INTRODUCTION

Smart power grids present complex cyber-physical systems
that rely on measurement data exchanged among the power
system entities for situational awareness and operational de-
cisions [1]. For proper and efficient decision-making, the
integrity of the exchanged measurement data is crucial for
the reliability of the power system [2]. A major concern
that jeopardizes data integrity is false data injection attacks
(FDIAs) where malicious entities alter the measurement data
(e.g., manipulate the sensor data) [3]. FDIAs may lead to
operational decisions that overload the power system [4], [5].
The challenge herein is that such attacks can be carried out in
a stealthy manner and bypass the traditional bad data detection
systems [6]. Hence, recent efforts have focused on developing
smart defense strategies that can thwart such stealthy attacks.

A. Related Work and Limitations

In the literature, machine learning (ML)-based strategies
were proposed to detect FDIAs [7] with promising reported
results. These defense strategies rely on either classical ML-
based techniques (e.g., shallow models and deep neural net-
works) or graph-based techniques (e.g., graph signal pro-
cessing (GSP) and graph neural networks (GNNs)). Other
defense strategies were also proposed [8]. Defense strategies
are reviewed next.

1) Classical ML-Based Detection: Classical ML-based de-
tection includes shallow models and deep neural networks.

a) Shallow Models: a support vector machine (SVM)-
based detector offered an 82% F1-Score [9]. Furthermore, an
FDIA detector based on decision trees reported an 88% F1-
Score [10]. Additionally, a random forest-based approach pro-
vided a 93% detection rate (DR) [11]. However, these shallow
detectors cannot capture the complex patterns in measurement
data [8]. Thus, they offer limited detection performance.

b) Deep Models: to capture the complex patterns within
the measurement data and possibly improve the detection per-
formance, deep neural network-based FDIA detection strate-
gies have been proposed. For instance, a feedforward neural
network (FNN)-based detector offered a classification accu-
racy (ACC) of around 90% [12]. Moreover, a recurrent neural
network (RNN)-based detector offered a 96% DR [13]. Be-
sides, an unsupervised autoencoder-based detector provided a
96% DR [14]. Also, a detector based on multi-layer perceptron
offered a detection accuracy of 99% [15]. Furthermore, two
detectors based on convolutional neural networks (CNNs)
reported detection accuracy of 93% [16] and 99% [17].



Two remarks are highlighted herein. First, the aforemen-
tioned detectors assumed different FDIA strategies, system
sizes, and performance metrics. Hence, the reported detection
performances are hard to compare as these studies lack com-
mon ground. Second, the aforementioned detectors employ
classical ML-based techniques that, by nature, do not capture
the spatial relationships within the measurement data implied
by the power system topology [6], [8]. Hence, we refer to
these detectors as topology-unaware. Our results will show
that these topology-unaware detectors offer a limited detec-
tion performance when compared under the same conditions
with topology-aware detectors. Specifically, the DR gap is
9.3 — 30% as will be shown in Section IV-DI.

2) Graph-based Detection: To exploit the grid topological
information, detectors based on GSP and GNN approaches
were proposed in the literature.

a) GSP Models: GSP-based detectors adopt manually
designed spectral filters [18], [19], [20]. For example, [19]
and [20] offered DRs of around 90%. Despite capturing the
topological information, the custom filter design of these
GSP-based detectors limits the model scalability [6]. Also,
they are only designed and tested on a specific system (e.g.,
IEEE 14-bus system) with small datasets, which limits their
generalization ability to bigger systems.

b) GNN Models: GNN-based approaches were adopted
in power grids for optimal power applications [21] and large-
scale systems [22] as well as for FDIAs detection [6] and
localization [23]. Such detectors adopt GNN models that
automatically incorporate the GSP operations. For instance,
the convolutional GNN (CGNN)-based detector in [6] offered
DRs of 83 — 96%. This approach utilizes undirected graphs
to capture the power system topology and hence presents a
topology-aware detector. Despite the offered advantages, the
GNN-based detectors in [6], [21] - [23] still present two major
limitations. First, they lack the generalization ability as they
are trained and tested on a fixed topological configuration for
a given system size; hence, we refer to them as topology-
specific. In practice, the reconfiguration of the power system
topology takes place regularly for various reasons [24]. Thus,
a flexible and robust generalized detector that offers a stable
performance even in cases where topological reconfigurations
take place is required. Since the detectors in [21] - [23]
are built only based on one topological configuration, their
detection performance is limited to only one configuration.
Specifically, our results presented in Section IV-D2 will show
that a CGNN model that lacks generalization abilities offers
lower DRs (by 7 — 8%) when encountering new topological
reconfigurations. Second, in terms of the effectiveness against
unseen (zero-day) attacks, the detectors in [21] - [23] are only
trained and tested against the same (seen) attack strategy. In
practice, the detector may encounter a new attack strategy
(zero-day attack) different from the ones that it has been
trained against [25], [26]. Our results presented in Section
IV-D3 will show that the existing strategies offer a lower DR
(by 8.3 — 13.5%) when they encounter unseen FDIAs.

3) Other Defense Strategies: Besides the aforementioned
ML-based detectors, other detection strategies have been pro-
posed in the literature. Such strategies include an estimation-

based framework to identify power line outages [27] and an
iterative framework to prevent cascading contingencies [28].
However, such detectors are not designed to thwart stealthy
FDIAs. Other FDIA detection schemes that are based on inter-
val observer [29], [30], random matrix theory [31], structural
separation [5], and hierarchical knowledge sharing [32] strate-
gies were also proposed. Nevertheless, stealthy FDIAs can still
bypass such detection schemes [33] since they present shallow
detection techniques that do not capture the complex patterns
within the measurement data [8]. Additionally, these non-
ML detection schemes do not present independent systems
to be trained and thus introduce applicability restrictions with
attack identification threshold, detection delays, and scalability
aspects [5], [6]. Furthermore, such schemes are topology-
unaware and topology-specific and hence they offer limited
detection performance in case of topological reconfigurations.
Other studies focus only on proposing attack strategies target-
ing specific detectors in smart grids [34], [35], without offering
practical attack detection strategies or mitigation solutions.
Based on the aforementioned limitations of existing detec-
tors, further efforts are required to develop an effective graph
ML-based detection strategy that is generalized and topology-
aware, which can be independently trained on datasets to
detect unseen attacks in unseen topological configurations with
high DR and ACC as well as low false alarm rate (FAR).

B. Contributions

In this work, we overcome the limitations of existing
detectors by proposing a generalized GNN-based detection
strategy employing a graph autoencoder (GAE) that offers
the five advantages summarized in Table I. We validate the
practicality of our detector by performing a comprehensive
comparative analysis against multiple topology-aware and
topology-unaware (classical ML models) detection strategies
in generalized and topology-specific settings. The novel con-
tributions of this work are listed next:

« First, the proposed GAE-based detector is topology-aware
as it captures the spatial topological relationships within
measurement data via Chebyshev graph convolution lay-
ers with attention mechanism. Existing detectors [9] -
[17] are topology-unaware as they employ classical ML
methods that fail to capture spatial features.

« Second, it offers generalized detection as it is trained on
multiple topological configurations from 14, 39, and 118-
bus systems. Hence, it detects FDIAs on unseen configu-
rations (i.e., not part of its training set). Existing detectors
[6], [9] - [23] are only tested against seen configurations
(i.e., part of their training set). This makes the proposed
detector more practical and robust against FDIAs even in
the presence of seasonal topological reconfigurations.

o Third, it offers unsupervised anomaly detection that re-
quires only benign data for training. It detects unseen ma-
licious samples based on their deviation from the learned
benign patterns. Existing detectors [6], [9] - [13], [15]
- [23] are supervised and require benign and malicious
samples for training, which limits their detection to seen
attacks that are part of their training sets.



TABLE I
ADVANTAGES OF IMPLEMENTING THE PROPOSED GAE-BASED DETECTOR COMPARED TO EXISTING DETECTORS.

Aspect Existing Detectors Proposed Detector Significance
Allows the model to capture essential
Topology- Topology-unaware: Topology-aware: . . SR
) " . spatial features (i.e., distribution of the
awarness Adopt classical ML models. Employs a GNN to capture spatial features. . -
nodes and their connectivity).
Detection Topology-speclﬁc: Ger}erallzed: . Allows for FDIAs detection even
. Trained and tested only on one Trained and tested on multiple . - X
setting . . . . when occasional reconfigurations occur.
topological configuration. topological configurations.
Trainin Supervised: Unsupervised: Allows for FDIAs detection even
nature J Requires benign and malicious samples. Requires benign samples only. when malicious entities carry out unseen
Detects FDIAs present in the training set. | Offers detection of unseen FDIAs. attacks not present in the training set.
Detection Limited: Superior: Better detection performance reflects better
performance | Lower DR and ACC. Higher FAR. Higher DR and ACC. Lower FAR. robustness against FDIAs.
Non-linear: Linear: Linear scalability is required to maintain
Scalability Takes significantly more time to make Takes slightly more time to make the real-time taken for online decision
decisions as system size increases. decisions as system size increases. making as system size increases.

o Fourth, it offers superior DRs of 87 — 91% and 94 —
99% in the topology-specific and generalized settings,
respectively, offering DR improvements of 11.5 — 30%
compared to topology-unaware benchmark detectors.

« Fifth, it is highly scalable to larger systems with DR
improvements of 2 — 6% when tested in bigger systems
compared to a small system. Unlike benchmarks, it offers
linear scalability in terms of the time taken to make a
decision as the system size (complexity) increases.

The remaining sections of this paper are organized as fol-
lows. Section II presents the dataset generation process using
stochastic geometry along with the adopted FDIA functions.
Section III introduces the design of the proposed GAE-based
FDIAs detector. In Section IV, we first introduce the bench-
mark topology-aware (CGNN-based model) and topology-
unaware (classical ML models) detectors along with their
hyperparameters. We then report the detection performance
of the investigated detectors along with the model analysis.
Our conclusions and future works are presented in Section V.

II. DATA GENERATION

This section describes (a) how the topologies of power grids
are modeled to adopt GNNGs, (b) the data generation process of
different bus system topologies, (c) the FDIA data created via
cyberattack functions, and (d) the generalized and topology-
specific settings of the investigated detectors.

A. Graph Modeling of Smart Grid

Since the power grid can be modeled as a graph, GNN
techniques can be adopted to design an optimal FDIA de-
tection strategy. Power grids have been modeled as undirected
connected weighted graphs [6], [21] - [23]. As shown in Fig. 1,
we opt to utilize undirected graphs rather than directed graphs
since modeling power grids using directed graphs, where
the adjacency matrices are asymmetric, restricts information
exchange within the network (GNN model) [36]. Specifically,
information exchange with buses located at the peripheral
regions of the power grid becomes restricted, which limits
the learning process of GNN models, as the graph diffusion
is hindered [36]. To model the power grid, let G = (V, &, W)
denote an undirected weighted graph consisting of a finite set

Fig. 1. Three different topological configurations for a 14-bus system.

of vertices V with |V| = n denoting the number of buses. £
depicts the set of edges (power lines) and W € R™*"™ denotes
the weighted adjacency matrix (line admittance). If buses 7 and
Jj are connected, a weight W;; is assigned to edge e = (i, 7).
Learning the respective patterns helps determine if the
system state is either in normal operation (benign) or under
cyberattack (malicious) [6]. Since the power system can be
represented by a graph tree structure, GNN presents itself
as a powerful learning candidate that identifies the system
state by fusing topological features (i.e., spatial distribution
of the nodes and their connectivity) and temporal features
from the power grid (i.e., power injections and flows). To
develop a generalized detection strategy that adapts well to any
reconfiguration in the power system topology, the GNN-based
model should be trained on large spatio-temporal datasets
representing various topological configurations.
Unfortunately, the required spatial and temporal datasets
that are needed to develop the attack and defense strategies
are not available. Existing graph-based models are either (a)
representing unrealistic random graphs, (b) relying on specific
IEEE bus system topology [37], or (c) employing information
restricted to specific cities (e.g., [38], [39]). Existing random
graph models do not capture practical topological (spatial) and
temporal features and hence cannot be relied upon [40]. While
spatial features of IEEE bus test systems can be obtained via
different tools such as OpenDSS, the available bus test systems
do not offer various topological configurations for each system



size, which is needed for the generalization ability. Moreover,
the studies that are based on actual cities do not share the
spatial and temporal features of their systems due to non-
disclosure agreements and national security reasons [40].

B. Generative Spatio-temporal Model

Given the aforementioned limitations, there is a need for a
generative model that can establish many topological config-
urations of practical power systems with various scale sizes.
To develop a generative model that can be used to generate
different configurations of power grids, we resort to stochastic
geometry [40]. Next, we describe why and how stochastic
geometry is used to generate spatial features followed by the
temporal features for the different topological configurations.

1) Generating Spatial Features Using Stochastic Geometry:
Stochastic geometry is a powerful tool that takes into consider-
ation the physical constraints of connecting the power elements
together [41]. Also, it captures the spatial coupling and corre-
lations of the electrical elements [42]. Such advantages follow
from the fact that the stochastic geometric morphogenesis
of cities utilizing iterated Poisson tessellations is in match
to a high degree with the real world [43]. The stochastic
geometry model has been validated in [40] against real power
grids and IEEE test systems. Hence, stochastic geometry is
used herein to develop various topological configurations that
mimic real-world power grids. This allows us to generate
numerous samples of the spatial features (node distributions
and connectivities) that are used to develop the generalized
detector. Specifically, stochastic geometry is used as a tool
to generate Poisson lines representing roads in a region,
and distribute buses/power substations along these lines. This
allows the power grid model to be more realistic and practical
since electrical elements do not present a fixed pattern (e.g.,
a simple square-shaped grid) due to geographical, physical,
energy, and cost constraints [44]. To construct practical power
system topological configurations using stochastic geometry
based on [40], we carry out five steps: step 1: define a geo-
graphical area representing a region; step 2: generate Poisson
lines representing roads; step 3: distribute bus nodes on each
line; step 4: connect buses together; step 5: assign electrical
parameters. Next, we elaborate on each step.

Step 1: A geographical region (e.g., city) is defined and
modeled as a disk with radius R.

Step 2: To represent roads, | M| lines are generated inside
the disk from a set of points distributed according to a Poisson
distribution on a representation space following a Poisson line
process (PLP). Each line m is characterized by 0 < p,,, < 27
as the line direction, and 0 < v,,, < R as the line location.

Step 3: On each Poisson line m, |V|,, buses/power substa-
tions are created and distributed following a one-dimensional
homogeneous Poisson point process (HPPP) with density Ay, .
The buses in the system construct an HPPP with a density of

| M|

v =3 Ay, (1)
m=1

Step 4: Each bus and its neighbors are connected together
according to the physical paths using a potential near-geodesic

route and the shifted sum of exponential distributions of the
buses’ degree [41], which provides an accurate approximation
to common power distribution system structures. To reduce the
power losses and ensure power delivery, disconnected buses
are linked according to the shortest pathways among them.

Step 5: Electrical parameters are assigned by statistically
matching the generated values of the stochastic topology with
an actual power system or test system of the same size [37].

Since this is a stochastic process, repeating the same steps
while maintaining the same density allows us to create several
topological configurations of a given system size, whose
spatial features (nodal degree, degree centrality, eigenvalue
spread, etc.) match to a high degree a practical power system
of the same size. For example, Fig. 1 shows three topological
configurations for a system of 14 buses whose spatial features
will match to a high degree an IEEE 14-bus test system. The
advantage here is that while the IEEE 14-bus system presents
a single topological configuration, the stochastic geometry
process described herein enables us to create a large number of
topological configurations, which can be used while training
the GNN-based detection model to enhance the detector’s
generalization ability against any reconfiguration.

2) Temporal Features: For each power grid topology, the
temporal features (power injections and flows) are generated
by simulating the power flow within the power grid topology.
To do that, power flow analysis using Newton’s method is
carried out for each topology using MATLAB MATPOWER
toolbox [45]. The toolbox allows us to determine the voltages
and currents along with real and reactive power flows in the
system. We generate temporal features for each developed
configuration. The nodes (vertices) V and edges £ of a graph
G are labeled with features. The generated node data contains
real power demand (active power P; in MW) and reactive
power demand (Q; in MVAr). The edge data contains real
power injected at the “from” bus ¢ end (MW) and real power
injected at the “to” bus end (MW) denoted as active power
P;; flows between bus 7 and j. The edge data also comprises
reactive power injected at the “from” bus ¢ end (MVAr) and
reactive power injected at the “to” bus 5 end (MVAr) depicted
as reactive power ();; flows between bus i and j.

3) Topological Configurations: Using the aforementioned
methods, large spatio-temporal datasets can be generated for
power systems under normal operation and attack conditions,
which can be used to develop a generalized detection strategy.
We generate ten different topological configurations for three
power system sizes (ten configurations for a 14-bus system,
ten configurations for a 39-bus system, and ten configurations
for a 118-bus system). For each topology, we capture 96
power dynamics timestamps in a day (measurements every 15
minutes) over half a year, giving a total of 17, 520 timestamps.
By simulating the power flow across the system, we generate
benign data reflecting normal operation. Then, we inject false
data following the attack strategy described next (in Section
II-C) to generate malicious data. The obtained data is used to
train and test the proposed GAE model to generalize defense
mechanisms against unseen attacks and unseen topological
configuration. Henceforth, notations ey (£,4) and @yar (¢, 1)
denote the benign (true) and malicious (false) measurement
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Fig. 3. Sample P and Q of normal operation and general attack.

value during normal and abnormal operation, respectively, at
timestamp ¢ and bus .

C. Attack Data

We consider two FDIA types, namely, data replay attack and
general attack [46]. The difference between the measurements
and the corresponding manipulated data is kept below a certain
threshold value that can be deemed acceptable by the power
system to bypass the traditional bad data detector. For the
replay attack, due to the high data correlation between two
consecutive timestamps, the residual is kept at a smaller value,
making the attack stealthy. Similarly, for the general attack, the
parameters are selected such that the residual between the real
and the manipulated data is kept small enough, yet effective.

In the data replay attack, an attack sample (i.e., bus ¢ and
timestamp ¢) is selected randomly where the true measurement
value of a previous timestamp (¢ — 1) is repeated such that

wMAL(t> l) = wBEN(t -1, i)a 2)

where @y4.(¢,7) denotes a malicious sample at the current
timestamp t at bus ¢. Fig. 2 illustrates sample P and () data
from a 14-bus system at a given bus ¢ comparing normal
operation with a replay attack over a two-hour-period, where
a replay attack takes place at timestamp 4.

In the general attack, false data is being injected such that

Tyar(t, 1) = xeen(t,7) + (—1)Ba.'y.Range(wBEN(t,Z')), 3)

where (3 is a binary random variable, « is the attack magnitude,
and ~y is a uniform random variable between (0,1). The last
term (Range) denotes the range of the true measurements at
timestamp ¢ and bus 7. Since it is a measurement taken by
metering equipment, there could be associated uncertainties
described by a margin of error. To account for these uncer-
tainties, we define a range of +1% deviation from the true
measurement [47]. Fig. 3 illustrates sample P and @) data
from a 14-bus system at bus ¢ comparing normal operation
with a general attack over a two-hour period.

D. Detection Setting

We compare the performance of the investigated detectors
in two settings, namely, generalized and topology-specific
settings depending on the training nature of the models.
In all of the conducted experiments, the number of benign
and malicious samples is balanced with a 1:1 ratio. Since
supervised detectors use benign and malicious samples in the
training and testing phases, we use an equal number of benign
and malicious samples in both phases. Unsupervised detectors
use only benign samples for training, but are tested on an
equal number of benign and malicious samples. The number
of training and testing topologies for each detection setting is
described next.

1) Generalized Training: In the generalized setting, the
investigated models utilize the ten topologies of each system
size assembled as T' = [1,2,...,10] following a leave-one-
out method to identify the training and testing samples [48].
Specifically, for each bus system size (14, 39, and 118-bus
systems), we conduct eight different generalized experiments.
Each experiment has a training set X that consists of
seven labeled topologies, a validation set Xy,; containing
one labeled topology, and a test set X g; with the remaining
two unseen labeled topologies. We then report the average
detection performance over these experiments. Labeling cap-
tures the temporal node and edge features as well as the
classification of the system (normal operation or under attack).
For example, in the first experiment, the generalized models
are trained on samples from seven topologies I' = {1, 2, ..., 7},
validated on one topology I' = {8}, and tested on two unseen
topologies T' = {9, 10}.

2) Topology-Specific Training: In addition to the general-
ized experiments, for comparison reasons, we also examine the
detectors in a topology-specific setting. Specifically, we carry
out eight topology-specific experiments. In each experiment,
the investigated models are trained only on one topology (e.g.,
I' = {1}), validated on another one (e.g., I' = {2}), and tested
on two unseen topologies (e.g., I' = {3,4}).

III. GENERALIZED GAE-BASED DETECTOR

This section presents our topology-aware GNN generalized
detector. Specifically, we propose a GAE-based anomaly de-
tector that is generalized, which means that it is trained on
the graph representations of certain topologies and is able to
detect unseen FDIA types in different unseen topologies.
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A. GAE Model Architecture

The proposed GAE-based detector requires only benign
samples xypy from the normal operation measurements for
training [49] and it is tested on (used against) unseen types
of attacks in unseen topologies. The GAE-based detector
learns the graph representation of the normal operation data
throughout a data reconstruction process using an encoder
and decoder [50], as shown in Fig. 4. Next, we describe the
Chebyshev convolution operation as well as the components
of the proposed GAE model.

1) Chebyshev Convolution Operation: To capture spatial
aspects of the power system topology, it is essential to apply a
convolution operation to graph signals. Therefore, we propose
a GAE-based detector that performs a Chebyshev convolution
operation. Unlike classical signal processing, in the vertex
domain within graphs, an expressive translation operator does
not exist [6]. Thus, performing a convolution operation to
graph signals requires transforming them into the spectral
domain using graph Fourier transform, then convolving them
(Hadamard product) in the spectral domain, then transforming
the result back into the vertex domain using inverse graph
Fourier transform [51]. Typically, a graph signal is filtered by
a kernel function in the spectral domain by multiplying its
spectral components with the Fourier coefficients. However,
these filters are parameter-free, not spatially localized, and
present high computational complexity. To overcome this, the
filters are parameterized as a Chebyshev polynomial function
[52] computed recursively from the graph Laplacian operator,
which is a fundamental operator in spectral graph theory [6].

2) GAE Components: The proposed GAE model takes, as
input, the benign samples xgey from the different topologies
T with [P;, Q;] € R"*2? measurements. Specifically, the GAE
model consists of the following components.

a) Graph Encoder E: The input layer is followed by a
graph encoder E with L hidden encoding Chebyshev graph
convolution layers. Let ¢;, denote the number of channels (i.e.,
inputs to the graph convolution layers) in a hidden encoding
layer ;. Each [ has an input of X"*~! € R"*¢:-1 and output
of X € R™ <. Such layers capture the spatial features
within the graphs by applying the graph convolution operation,
adding bias, and employing a ReLU function to produce the
output tensor expressed as

X' = ReLU(8" xg X"~ + "), )

where 8" € RE*cu-1%c and b’ € R denote the Cheby-
shev coefficients with K order and bias of [z, respectively, and
*¢g 1s a graph convolution operator. The presence of bias along
with the ReLU activation function enhances the nonlinear
modeling capability of the detector [53].

b) Attention Layer L,: Following Lz, we place an at-
tention layer L, that allocates weights and scores for each
instance where higher importance is assigned to instances that
offer higher contribution toward obtaining the desired output
[54]. As illustrated in Fig. 4, L, receives X" and X", the
outputs of the last encoding and first decoding graph layers,
respectively. Attention is achieved via an alignment score

= (XM, X ®)

with alignment function £, where the weight of attention is a
Softmax of alignment scores as follows

exp()
Z|n| exp(k)

The multiplication of €2 and the weighted sum of the instances
produces a context vector X denoting the output of L,.

c¢) Latent Layer Ls: X La along with the reconstructed
output X from the graph decoder’s side are passed to the
latent layer Ls, where the concatenation S (X%, X) takes
place and passed to the graph decoder D.

d) Graph Decoder D: The latent layer is followed by a
graph decoder D with £, hidden decoding Chebyshev graph
convolution layers with ¢;, channels. The aforementioned
resultant concatenation presents the input to the proceeding
graph decoding layer [, with the output of X b e Rrxen
The following graph decoding layers take X b=l ¢ Rrxep-1
as input and output X b ¢ R™¥cw  The graph decoder is
responsible for reconstructing the original input of the network
where the reconstructed output X is produced.

Q= (6)

B. GAE Model Training

The training algorithm of the GAE model is summarized
in Algorithm 1. The GAE-based detector identifies abnor-
mal operation by assessing the deviation from the learned
normal patterns. High deviation indicates the presence of a
cyberattack. Defining when an anomaly occurs depends on
the reconstruction error ¢ during the reconstruction process.
Specifically, we define the graph encoder and decoder as
E = f3(X) and D = g3(X), respectively, where ® denotes
the GAE parameters that are determined such that

m(gn C(X,g92(fa(X))), X € X,

where C(X,gs(fa(X))) denotes a cost function (i.e., the
mean squared error (MSE)) that penalizes go(fe(X)) for
being dissimilar from X. In Algorithm 1, 0" and 0" denote
the free Chebyshev coefficients in the graph encoder and
decoder, respectively. b’ and b denote the bias in the graph
encoder and decoder, respectively. The training of the GAE
model aims to find the model parameters 8') and b'),
denoted by @, that optimize (7). The minimization of (7)
is attained through the iterative gradient descent algorithm
depicted in Algorithm 1 that assumes a stochastic gradient

(N



descent execution with learning rate n. V denotes the partial
derivative and | X 1z| denotes the number of training samples.
The training samples X from Xy are split into equally-sized
mini batches and fed into the model with 128 epochs.

Algorithm 1: Proposed GAE Model Training

1 Input Data: X
2 Initialization: Chebyshev coefficients 0'©) and bias
b'O Y1y, XP7!, and X
while not converged do

3

4 for each topology T" do

5 for each training sample X do

6 Feed forward:

7 Graph Encoder (E):

8 for hidden layers l; € L, do

9 | X" =ReLU(0" xg X"~ 4 bl¥)
10 end

11 Attention Layer (L,):

12 k=X X

ex K

13 Q= DMPT(XP)(N)

14 The multiplication of € and

15 instances’ weighted sum produces X
16 L, outputs X

17 Latent Layer (Lg):

18 (X, X)

19 Graph Decoder (D):

20 for hidden layers I, € L, do

21 | X" =ReLU(8"” xg X"~ + bl)
22 end

23 Back propagation:

24 Compute:

25 mqin C(X,96(fo(X)), X € X
26 Find the derivatives:

27 Vi, Cand V¢

28 end

29 Parameters update:

0l = gler — ﬁ ZT VGZHC
bl =b'o — ﬁ Yo Vi €

30 end
31 end

32 Output: Optimal parameters 6'© and bias b'©) V Iy

Following the cost function (7), the reconstruction error ¢ is
expected to be small for benign data and large for anomalies.
is used to indicate how familiar the model is with a given test
instance X € X 1gr; whenever it exceeds a certain threshold
1, an anomaly indicating an FDIA is detected. If { > ¢, X
is considered as X,. After training using Xz, we apply
the test set X sp. If the cost function, which computes the
MSE between X and X is greater than v, labels of y = 1
and y = 0 are assigned to a malicious and benign sample,
respectively.

IV. EXPERIMENTAL RESULTS

This section introduces the investigated benchmark
topology-aware and topology-unaware detectors. We then

present the hyperparameter search algorithm along with the
selected optimal hyperparameter accordingly. Then, we intro-
duce the performance metrics and provide the numerical anal-
ysis of the investigated detectors. We conclude the section by
examining the models in terms of the training time, scalability,
and number of topologies required for a generalization ability.

A. Benchmark detectors

We compare the performance of our proposed detector
against two main types of benchmark detectors, namely, a
topology-aware CGNN-based detector (based on [6]) and
classical ML-based detectors (based on [12] - [17]) that
are topology-unaware. Next, we introduce the CGNN-based
detector in detail since it presents a GNN model that is
topology-aware, which is the focus of this paper. Then, we
briefly list the topology-unaware classical ML-based detectors.

1) CGNN-based Detection: The CGNN-based detector [6]
is trained on data from the normal and malicious operations,
and then tested on seen types of FDIAs.

a) CGNN Model Architecture: As shown in Fig. 5, the
CGNN-based detector consists of an input layer representing
the different topologies T with [P;, Q;] € R™*? measurements
that could be either X ggy or X y4.. The input layer is followed
by Ly hidden Chebyshev graph convolution layers. Let ¢,
denote the number of channels in a hidden layer [, that has
as input X1 € R"*ev-1 and output of X" e R"X,
Each [y helps capture the spatial features within the graphs
by performing the graph convolution operation, adding bias,
and employing a ReLU function [6]. The ReLU function is
responsible for producing the output tensor X I of 1y such
that

X = ReLU(O" #g X714+ b™), ®)

where 8 € RE*ev—1xe and b € R denote the Cheby-
shev coefficients and bias of [y, respectively. The proceeding
dense layer determines the probability of having an attacked
sample, where the decision is presented in the output layer.
The dense layer takes the output X Lv e R7<ery of the last
hidden layer Ly and outputs the result of the following sigmoid
function

sigmoid(W v X Iv 4 phv), ©)

where W € R™ “Lv and b € R denote the feature
weights and bias, respectively. The presence of bias along with
ReLU and sigmod activation functions enhances the nonlinear
modeling capability of the detector [53].

b) CGNN Model Training: To train the CGNN model
and compute the free parameters, a cross-entropy loss function
is adopted, i.e.,

€)= Ty oA 1o8(d) + (1 =) log(1 =)}, (10)
TR XTR

where |X x| denotes the number of training samples and o
depicts the trainable parameters (01", bl”', WL", and bL").
y and gy represent the true and predicted label (i.e., benign
or malicious) of a given sample, respectively. The model is
trained using an iterative gradient descent-based optimization
algorithm, where the training samples X from X are split
into equally-sized mini batches and fed into the model.
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2) Classical ML-Based Benchmark Detectors: The investi-
gated benchmark classical ML-based detectors are topology-
unaware (i.e., do not exploit information about the topology
I'). The benchmark detectors listed below offer various char-
acteristics including supervised/unsupervised training natures,
shallow/deep structures, and static/dynamic mechanisms.

o Autoregressive integrated moving average (ARIMA) is
an unsupervised shallow dynamic model that is trained
on normal operation data to predict future patterns using
minimum prediction MSE. When a sample exceeds a
specific threshold ¢ during testing, it is marked as an
abnormal operation [55].

o FNN is a supervised deep static model trained on normal
and malicious operation data. It learns the patterns via
stacked hidden layers where neurons are fully-connected
and information flows in a feedforward manner [12].

o Long short-term memory (LSTM) is a supervised deep
dynamic RNN-variation model. It is trained on normal
and malicious data where information flows in recurrent
cycles to hold previous knowledge [56].

o CNN is a supervised deep model that extracts features
from the data by conducting convolutions [17].

o Autoencoder with attention (AEA) is an unsupervised
deep dynamic model that learns behavioral patterns of
normal operation data by reconstructing data using recur-
rent layers equipped with an attention mechanism [25].

B. Optimal Hyperparameters

To get the best possible performance out of the investi-
gated detectors (proposed and benchmarks), we perform a
sequential grid search on the models’ hyperparameters where
each hyperparameter is selected separately in sequential stages
[57]. The hyperparameter that offers the highest DR in the
validation phase against X, gets selected. The optimal
hyperparameter value p is selected from a predefined search
space P as follows. Number of layers £ = {2,3,4,5,6, 8},
number of units U = {4,8,16,32,64}, dropout rate D =
{0,0.2,0.4,0.5}, neighborhood order K = {2,3,4,5}, op-
timizer O = {SGD, Adam, Adamax, and Rmsprop}, and
activation function A = {Relu, Sigmoid, Elu, Tanh}. Table
IT lists the optimal hyperparameters for the investigated deep
and GNN models. For the autoencoder-based detectors (AEA
and GAE), the reported U is for the first hidden layer in the

TABLE II
OPTIMAL HYPERPARAMETERS OF THE INVESTIGATED DETECTORS.

Detector 0 14-bus 39-bus 118-bus
L 5 4 4
U 16 32 32
FNN D 0 0.2 0
O Adam SGD Adam
A Relu Relu Relu
L 3 2 3
U 16 16 32
LSTM D 0.2 0 0.2
O SGD Adam Adam
A Relu Relu Relu
L 4 4 4
U 32 32 32
CNN K 5 5 5
O Adam Adam Rmsprop
A Relu Relu Relu
L 6 4 8
U 32 32 32
AEA D 0 0 0.2
o Adam Adam SGD
A | Sigmoid Sigmoid Sigmoid
L 5 4 5
U 16 16 32
CGNN K 3 5 4
O Adam Rmsprop | Rmsprop
A Relu Relu Relu
L 6 6 6
U 32 64 64
GAE K 4 4 S
O | Rmsprop Adam Adam
A Relu Relu Relu

encoder. For example, a four-layer autoencoder with U = 32
would have (32,16) and (16,32) units in the two encoding
and decoding layers, respectively. For ARIMA, the optimal
values of the moving average and differencing degree turn out
to be 0 and 1, respectively, which are selected from the search
space of {0, 1, 2, 3}. The optimal detection threshold values
1 for the unsupervised ARIMA, AEA, and proposed GAE
model turn out to be 0.43, 0.52, and 0.54, respectively.

C. Performance Metrics

To compare the detection performance of the investigated
detectors, we adopt detection rate (DR = TP/(TP + FN)) to
determine the portion of correctly detected malicious samples,
false alarm rate (FAR = FP/(FP + TN) to determine the
portion of benign samples incorrectly marked as malicious,
and accuracy (ACC = (TP + TN)/(TP + TN + FP + FN))
to determine how well the model marks both sample types.
TP (correctly identified malicious samples) and TN (correctly
identified benign samples) denote true positive and true neg-
ative samples, respectively. FP (incorrectly identified benign
samples) and FN (incorrectly identified malicious samples)
denote false positive and false negative samples, respectively.

D. Numerical Results

Tables III and IV present the detection performance in
generalized and topology-specific settings, respectively. They



TABLE III
DETECTION PERFORMANCE OF GENERALIZED DETECTORS (%)

Bus System Size Detector Metric
DR | FAR | ACC
ARIMA | 646 | 432 | 634
FNN | 716 | 285 | 70.1
LSTM | 770 | 224 | 752
14-bus CNN | 803 | 169 | 799
AEA | 821 | 153 | 8Ll
CGNN | 914 | 63 | 904
Prg‘:’;ed 936 | 47 | 931
ARIMA | 66.1 | 41.6 | 652
FNN | 733 | 271 | 719
LSTM | 785 | 209 | 77.1
39-bus CNN | 822 | 153 | 809
AEA | 838 | 135 | 829
CGNN | 934 | 45 | 927
Pr(';‘:’;ed 957 | 27 | 950
ARIMA | 692 | 39.1 | 683
FNN | 77.1 | 239 | 753
LSTM | 825 | 178 | 806
118-bus CNN | 863 | 121 | 854
AEA | 872 | 104 | 864
CGNN | 976 | 12 | 973
Proposed | g9 1 | 03 | 987
GAE

report the detection performance of unsupervised detectors
(ARIMA, AEA, and GAE) against unseen FDIAs. However,
they report the performance when supervised detectors (FNN,
LSTM, CNN, and CGNN) are trained on benign and both
FDIA types (general and replay attacks presented in Section
[I-C). Thus, the reported performance for the supervised detec-
tors in Tables III and IV is based on seen FDIA types. Later in
Tables V and VI, we present the detection performance when
the supervised detectors encounter unseen FDIA types that are
not part of the training set.

1) Detection Performance in Generalized Settings: Table
III reports the average detection performance results of the
generalized experiments described in Section II-D1 where the
models are tested against unseen topological configurations
with various connectivity levels that are not part of the training
phase. According to the experimental results, as the system
size increases, the performance of the detectors improves. Such
an improvement is due to the increase in the amount of data
with larger systems with more nodes and edges and hence
more measurement readings to train on. Specifically, testing
the generalized detectors on the 39-bus system topologies
offers average DR improvements of 1.5 — 2.1% compared to
the 14-bus system. Furthermore, testing on the 118-bus system
topologies provides superior DRs by 4.6 — 6.2% compared to
the 14-bus system. Overall, the topology-aware generalized de-
tectors offer detection improvements of about 9 —38.8% com-
pared to generalized topology-unaware (classical ML models)

TABLE IV
DETECTION PERFORMANCE OF TOPOLOGY-SPECIFIC DETECTORS (%)

Bus System Size Detector Metric
DR | FAR | ACC
ARIMA | 530 | 543 | 523
FNN | 604 | 396 | 59
LSTM | 66.1 | 334 | 646
14-bus CNN | 707 | 267 | 703
AEA | 716 | 257 | 711
CGNN | 846 | 137 | 837
Prg‘:’éed 86.9 | 120 | 86.4
ARIMA | 539 | 53.6 | 53.1
FNN | 61.0 | 393 | 600
LSTM | 66.6 | 32.8 | 65.4
39-bus CNN | 716 | 259 | 713
AEA | 724 | 247 | 720
CGNN | 863 | 117 | 855
Proposed | oo 1 98 | 879
GAE
ARIMA | 562 | 527 | 54.6
FNN | 639 | 37.1 | 615
LSTM | 696 | 305 | 679
118-bus CNN | 747 | 236 | 740
AEA | 751 | 224 | 743
CGNN | 896 | 93 | 894
Proposed | o, 1 83 | 90.9
GAE

benchmark detectors. Such an improvement is due to capturing
the spatial features within the graphs by performing the graph
convolution operation. Specifically, the detection performance
improvements of the topology-aware detectors (CGNN and
GAE) compared to the topology-unaware (ARIMA, FNN,
LSTM, CNN, and AEA) detectors are listed as follows.

o In the 14-bus system, the CGNN-based detector offers
performance improvements of 9.3 — 26.8% in DR, 9 —
36.9% in FAR, and 9.3 — 27% in ACC. The GAE-based
detector offers further improvements of 11.5 — 29% in
DR, 10.6 — 38.5% in FAR, and 12 — 29.7% in ACC.

e In the 39-bus system, the CGNN-based detector offers
performance improvements of 9.6 — 27.3% in DR, 9 —
37.1% in FAR, and 9.8 —27.5% in ACC. The GAE-based
detector offers further improvements of 11.9 — 29.6% in
DR, 10.8 — 38.9% in FAR, and 12.1 — 29.8% in ACC.

o In the 118-bus system, the CGNN-based detector offers
performance improvements of 10.4 —28.4% in DR, 9.2 —
37.9% in FAR, and 10.9 —29% in ACC. The GAE-based
detector offers further improvements of 12 —30% in DR,
10.1 — 38.8% in FAR, and 12.3 — 30.4% in ACC.

2) Detection Performance in Topology-Specific Settings:
Table IV shows the average detection performance results of
the topology-specific experiments described in Section 1I-D2.
Based on the conducted experiments, as the system size
increases, the performance of the detectors slightly improves,
which is due to the slight increase in the amount of data



TABLE V
DETECTION PERFORMANCE OF GENERALIZED DETECTORS
AGAINST UNSEEN FDIAS (%)

Bus System . Unseen Attack
Size Detector Metric Replay | General Avg
DR 58.3 55.0 56.7
FNN FAR 41.6 44.5 43.1
ACC 56.6 53.8 55.2
DR 65.4 62.3 63.9
LSTM FAR 33.6 36.9 35.3
ACC 64.2 61.2 62.7
DR 69.8 66.5 68.2
14-bus CNN FAR 28.5 31.1 29.8
ACC 69.4 66.0 67.7
DR 83.0 79.7 81.4
CGNN FAR 15.7 18.5 17.1
ACC 81.8 78.8 80.3
Proposed DR 95.1 92.2 93.6
GAE FAR 4.0 5.4 4.7
ACC 94.5 91.7 93.1
DR 61.0 58.2 59.6
FNN FAR 40.6 43.7 42.2
ACC 59.1 56.0 57.6
DR 68.0 65.2 66.6
LSTM FAR 31.7 339 32.8
ACC 66.9 63.7 65.3
DR 72.8 69.4 71.1
39-bus CNN FAR 25.8 28.7 27.3
ACC 71.9 68.6 70.3
DR 86.2 82.6 84.4
CGNN FAR 12.7 16.2 14.5
ACC 85.6 82.7 34.2
Proposed DR 96.8 94.6 95.7
GAE FAR 2.2 32 2.7
ACC 95.9 94.0 95.0
DR 65.2 62.6 63.9
FNN FAR 349 38.7 36.8
ACC 64.1 60.8 62.5
DR 73.2 70.0 71.6
LSTM FAR 26.9 29.9 28.4
ACC 714 68.5 70.0
DR 774 74.5 76.0
118-bus CNN FAR 20.6 23.5 22.1
ACC 76.7 73.7 75.2
DR 90.8 87.9 89.4
CGNN FAR 8.7 12.0 104
ACC 91.2 87.8 89.5
Proposed DR 994 98.8 99.1
GAE FAR 0.2 0.4 0.3
ACC 99.2 98.3 98.7

(i.e., more measurement readings) in bigger systems, yet the
generalized detectors offer better improvements due to being
trained on more data from bigger systems topologies. Specif-
ically, testing the topology-specific detectors on the 39-bus
system topologies offers slight DR improvements of 0.5—1.8%
compared to the 14-bus system. Additionally, testing on the
118-bus system topologies provides improved DRs by 3—4.9%
compared to the 14-bus system. Overall, in a topology-specific
setting, the topology-aware detectors still offer stable perfor-
mance with DR improvements of 13 — 33.9%, 14 — 34.8%,
and 14.5 — 35.1% compared to topology-unaware topology-
specific benchmark detectors when tested on the 14, 39, and
118-bus systems, respectively.
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TABLE VI
DETECTION PERFORMANCE OF TOPOLOGY-SPECIFIC DETECTORS
AGAINST UNSEEN FDIAS (%)

Bus System . Unseen Attack
Size Detector Metric Replay | General Avg
DR 44.9 42.0 435
FNN FAR 553 58.4 56.9
ACC 43.7 41.1 42.4
DR 53.9 50.7 523
LSTM FAR 49.2 51.8 50.5
ACC 524 49.3 50.9
DR 58.9 56.6 57.8
14-bus CNN FAR 38.7 425 40.6
ACC 59.2 56.0 57.6
DR 72.6 69.6 71.1
CGNN FAR 30.6 32.9 31.8
ACC 72.7 69.7 71.2
Proposed DR 88.2 85.6 86.9
GAE FAR 12.9 11.1 12.0
ACC 87.6 85.2 86.4
DR 47.7 449 46.3
FNN FAR 53.7 56.3 55.0
ACC 46.1 44.0 45.1
DR 56.0 53.6 54.8
LSTM FAR 433 45.8 44.6
ACC 54.9 51.8 534
DR 63.0 59.9 61.5
39-bus CNN FAR 34.9 38.0 36.5
ACC 63.0 60.1 61.6
DR 76.5 73.7 75.1
CGNN FAR 22.0 25.5 23.8
ACC 76.1 72.8 74.5
Proposed DR 89.9 87.5 88.7
GAE FAR 10.4 9.2 9.8
ACC 89.0 86.9 87.9
DR 50.3 47.7 49.0
FNN FAR 50.1 53.9 52.0
ACC 48.4 45.1 46.8
DR 56.7 544 55.6
LSTM FAR 43.0 46.4 44.7
ACC 55.7 52.9 54.3
DR 63.2 60.7 62.0
118-bus CNN FAR 35.0 38.3 36.7
ACC 62.1 59.4 60.8
DR 81.1 78.4 79.8
CGNN FAR 18.4 21.7 20.1
ACC 81.1 71.7 79.4
Proposed DR 91.9 90.7 91.3
GAE FAR 7.9 8.7 8.3
ACC 91.6 90.2 90.9

From Tables IIl and IV, we interpret that the generalized
detectors offer superior detection performance compared to
the topology-specific detectors. Such superior performance is
because generalized detectors capture more data from different
topologies and hence have better capabilities of detecting at-
tacks from new topological reconfigurations, unlike topology-
specific detectors that are trained on a specific topological
configuration with less data. Specifically, when topology-
unaware benchmark detectors are tested in topology-specific
settings, the DRs deteriorate by 10.5 — 11.6%, 11.4 — 12.2%,
and 12.1 — 13%, in 14, 39, and 118-bus systems, respectively,
compared to generalized settings. Such high deterioration rates
are because topology-unaware detectors in topology-specific



settings lack the capability of capturing the spatial features
[6], [8] and the topological reconfigurations. However, the
topology-aware detectors still offer decent DRs in a topology-
specific setting that degrade only by 6.7 — 6.8%, 7 — 7.1%,
and 7.8 — 8%, in 14, 39, and 118-bus systems, respectively,
compared to a generalized setting since they still capture the
spatial features. In both, generalized and topology-specific
settings, the proposed GAE-based detector outperforms the
benchmark detectors, which is due to the advantages listed
next (in Section IV-D3).

3) Detection Performance Against Unseen FDIAs: Tables
IIT and IV reported the detection performance when supervised
detectors are trained on both FDIAs, which is not always a
valid assumption in practice since the detector may encounter
an attack strategy (zero-day attack) different from the ones that
it has been trained on [25], [26]. Therefore, to capture real-
life scenarios, we also report the performance of the supervised
detectors when trained on benign data as well as one attack
function while being tested on the other attack function as
an unseen attack. Tables V and VI report the performance
of the supervised generalized and topology-specific detectors,
respectively, (compared to the unsupervised GAE model) when
encountering unseen attacks. Specifically, the deterioration in
DR compared to detecting seen attacks is summarized next.

o According to Table V, generalized topology-unaware
detectors (FNN, LSTM, and CNN) deteriorate by 12.2 —
15%, 11.1 — 13.7%, and 10.4 — 13.2%, in the 14, 39,
and 118-bus system, respectively, compared to encoun-
tering seen attacks. Similarly, the generalized benchmark
topology-aware detector (CGNN) deteriorates by 10.1%,
9%, and 8.3%, in the 14, 39, and 118-bus systems,
respectively, compared to encountering seen attacks.

e According to Table VI, topology-specific topology-
unaware detectors (FNN, LSTM, and CNN) deteriorate
by 13 — 17%, 10.2 — 14.7%, and 12.8 — 14.9%, in the
14, 39, and 118-bus system, respectively, compared to
encountering seen attacks. Similarly, the CGNN-based
detector deteriorates by 13.5%, 11.2%, and 9.8%, in the
14, 39, and 118-bus systems, respectively, compared to
encountering seen attacks.

4) Remarks: Next, we point out some remarks.

a) Training Nature: Supervised detectors fail to fully
detect unseen attacks since such attacks are not part of their
training set and hence the models are unfamiliar with unseen
attack patterns [26]. However, unsupervised models need to
be trained only on benign behavior and hence they are able to
mark deviations as malicious behavior [25].

b) Classical and Graph Autoencoders: The unsupervised
autoencoder-based AEA and GAE models offer the best detec-
tion performance compared to the classical and graph-based
models, respectively. The main difference between a classical
stacked autoencoder (e.g., AEA) and a graph autoencoder
(e.g., GAE) is that GAEs adopt graph layers that perform the
Chebyshev convolution operation to capture the spatial aspects
of the power system topological configurations that classical
autoencoders fail to capture. Hence, while a classical SAE
works on two-dimensional (2D) data (value of measurement
and timestamp), a GAE operates on data that is represented
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by a graph and thus accounts for the measurement value,
timestamp, and the adjacency matrix describing the graph
connectivity. As such, a GAE is able to capture the spatial
relationships among measurement values at different nodes.
Extracting such aspects is crucial herein to offer a generalized
detection scheme that works well even in cases of seasonal
topological reconfiguration. Therefore, AEA and GAE are
considered topology-unaware and topology-aware detectors,
respectively, where the proposed GAE-based detector en-
hances the DR by 12— 16.2% compared to the classical AEA.
¢) Resisting FDIAs: In addition to the performance met-
rics reported in Tables III, IV, V, and VI, our detection
performance analysis in Sections IV.Dl and IV.D2 relied
primarily on DR to determine how well the detectors correctly
identify FDIAs. We can further verify that the proposed GAE-
based defense strategy can better resist FDIAs compared
to benchmark detectors by reporting the false negative rate
(miss rate (MR) = 100 - DR) that the detector offers. MR
determines the portion of malicious samples (FDIAs) that are
being incorrectly detected as benign. Using Tables V and VI,
in generalized settings against unseen attacks, the proposed
GAE-based detector offers MRs of 0.9 — 6.4% whereas the
best performing benchmark detector (CGNN) offers MRs of
10.6 — 18.6%. Thus, the proposed GAE-based detector offers
improved MR by 9.7 — 12.2% compared to the CGNN-based
detector. Lower MRs translates to the detector’s ability to resist
more malicious samples (FDIAs) although such samples are
not present in the training set of the proposed GAE model.
d) Advantages of GAE: Besides offering generalized
detection against FDIAs within unseen topologies, the reported
detection performance of the proposed GAE-based detector
is based on completely unseen malicious data. The detection
improvement that the proposed GAE detector offers is due to
the (a) generalized training nature that learns the power mea-
surements sequences from different topologies over prolonged
timestamps, (b) presence of Chebyshev graph convolution
layers helps capture the spatial aspect of the data since they
model the grid topologies using graphs, and (c) deep stacked
structure with attention mechanism, which helps extract the
complex patterns and learn distinctive features from the data.
Such characteristics lead to improved detection performance
compared to classical ML-based detection in addition to
offering linear scalability, as discussed next (in Section IV-E).

E. Model Analysis

We study three aspects related to the investigated detectors.
First, we present the time taken to train the models offline.
Second, we study the scalability of the models in terms of
the decision time and complexity. Third, we investigate the
optimal number of needed topologies to develop a generalized
FDIAs detector.

1) Offline Training Time: All models are trained offline
using an NVIDIA GeForce RTX 2070 hardware accelerator
utilizing Keras sequential API. The offline training process of
a topology-unaware detector takes around 2 —4 hours, whereas
it takes 4.5 — 6 hours to train a topology-aware detector. The
variation in training time is due to the amount of features to
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Fig. 7. DR of the topology-aware models as training topologies increases.

train on. Topology-aware models take relatively more time to
train since they capture more features (i.e., spatial features
of topological configurations). Thus, topology-aware detectors
offer superior detection performance at the expense of training
time. However, training time is not a pressing issue herein
since system operators may train the models on available
datasets offline periodically, not in real-time.

2) Model Scalability: Fig. 6 demonstrates the scalability of
the topology-aware detectors compared to AEA. We selected
AEA in this comparison since it presents the best performing
unsupervised topology-unaware benchmark detector against
unseen attacks (as shown in Tables III and IV). We study
scalability in terms of the real-time taken to make a deci-
sion (during online testing) on a sample as the system bus-
size increases. As the system size increases, the number of
trainable parameters also increases and the model becomes
more complex [6]. Fig. 6 shows that, unlike the classical AEA
model, the topology-aware models are linearly scalable as the
system size (complexity) increases. Unlike topology-unaware
detectors, topology-aware detectors capture spatial features
and hence increasing the system size offers more features to
capture, which helps boost the detection performance with a
slight linear increase in the decision time.

3) Number of Topologies: Fig. 7 illustrates the improve-
ment in DR as the number of topologies I' used to train
the generalized topology-aware models (CGNN and GAE)
increases. It can be shown that the reported DRs improve as
we increase the number of training topologies from 2 to 7.
After that, when the model is trained on eight topologies, the
DRs saturate, i.e., becomes similar to when training on seven
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topologies. Therefore, based on the conducted experiments,
due to the saturation nature of machine learning models as
sample size increases and to avoid overfitting [58], we train
the generalized models on seven topologies and validate on
one for optimal results. Then, we test on the remaining unseen
two topologies throughout the different experiments described
in Section II-D1.

V. CONCLUSION AND FUTURE WORK

This paper investigated the use of GNN-based (topology-
aware) FDIAs detectors compared to classical ML-based
(topology-unaware) ones in generalized and topology-specific
settings. The generalized models utilize datasets from dif-
ferent topological configurations of multiple system sizes.
The datasets are generated using a generative spatio-temporal
model employing stochastic geometry. Subsequently, we pro-
posed a GAE-based detector that is (a) topology-aware as it
captures spatio-temporal features of power systems through
Chebyshev graph convolution layers, (b) generalized as it is
trained on comprehensive graphs reflecting various realizations
of power system topologies, and (c) able to detect unseen
FDIAs as it presents an unsupervised anomaly detection. As a
result, the proposed GAE detector offered DRs of up to 99.1%
against unseen FDIAs in unseen topologies, reflecting superior
DR by 11.5 — 30% compared to existing ML-based detectors.
This paper focused on detecting FDIAs at the graph level (i.e.,
detecting the overall system state). In our future work, we will
focus on localizing FDIAs (i.e., detecting the attacked node)
and classifying different FDIA types. Detection, localization,
and classification of FDIAs will help mitigate such attacks in
smart power grids. We will also examine the performance of
detectors against coordinated cyber-physical attacks.
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