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ABSTRACT

Oftentimes human computer interactions (HCI) accessibility re-
search designs technology to support Deaf and disabled people
in their existing social contexts. I, instead, propose an approach
to accessible technology design that follows the disability justice
principle of collective access, envisioning hearing and nondisabled
people as key participants in making interactions accessible. Using
captioning as a case study, I explore ways that technology could
support accessible social norms, achieved by first paying close atten-
tion to the social, environmental, and technical factors that shape
access for d/Deaf and hard of hearing (DHH) captioning users. My
dissertation work will consist of four studies; 1) an exploration
of the factors that shape DHH people’s current experiences with
and future preferences for captioning tools, 2) codesigning features
to support accessible group communication with mixed groups of
DHH and hearing people, 3) understanding TikTok captioning prac-
tices and their impact on DHH users, and 4) exploring the factors
that influence professional captioners’ work.
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1 INTRODUCTION

Human Computer Interactions (HCI) accessibility research has
grown substantially as a field in recent decades [36], establishing
itself as a core aspect of HCI practice [68]. HCI accessibility has
also responded to critiques of over-medicalization [39] and has
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begun to publish research that engages disability studies and activist
thinking (e.g., [5, 6, 18, 50, 63]) as well as first-person accounts of
disabled researchers’ experiences (e.g., [18, 20, 23, 35, 65]). However,
often when building accessible technology, the focus is on how
technology could support Deaf and disabled people in their existing
social contexts. I contend that many of the problems that HCI
accessibility researchers build cutting-edge technology to address
become more tractable if paired with efforts to alter social norms.
My perspective is informed by current calls from the disability
justice movement to prioritize collective access, or viewing access
as a project all members of a group have a stake in creating [57].
Further, many in the Deaf community articulate a rejection of
hearing world norms (e.g., Deafhood [33], Deaf gain [4]), providing
impetus to imagine access outside of hearing and/or nondisabled
expectations. My work uses captioning as a case study to explore an
approach to accessible technology design that positions access as
something that nondisabled/hearing people have a responsibility to,
and envisions ways that technology could support the development
of accessible social norms. To move toward collective access and
group-based accessibility approaches, I argue we need to thoroughly
understand the ways that social and environmental factors work
alongside technical factors to determine the use and usability of
accessible technologies [40]. My dissertation research focuses on the
social, environmental, and technical factors that shape d/Deaf and
hard of hearing (DHH) people’s use of captioning and opportunities
for current and future captioning technologies to be designed in
ways that engage hearing people as active participants in crafting
collective communication access.

2 RELATED WORK

My work is informed and motivated by work spanning HCI, Deaf
studies, disability studies, and activist theorizing. Here I lay out
relevant work on collective access and captioning technology.

2.1 Collective Access

Recent thinking in academic disability studies and activism has
reconceptualized what access might look like and who is responsible
for doing the work it takes to make things accessible. The disability
justice movement, an activist movement that centers queer, trans,
BIPOC disabled people and couples disability politics with broader
social issues, has led the way in terms of reframing access as a
collective responsibility [69]. Collective access is one of the 10
principles of disability justice, which, in essence, is the idea that
“we can share responsibility for our access needs” [57] moves away
from solutions that primarily support individual independence and
toward interdependent approaches that question underlying ableist
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norms [43]. Interdependence, which is beginning to be integrated
into HCT accessibility work (e.g., [5, 35, 37]), stresses that everyone
relies upon others and can be relied upon [44, 45, 62]. This reframing
denaturalizes the idea that disabled people are uniquely dependent
on others and highlights disabled people’s competencies, creating
opportunities to view access as for communities, rather than only
serving disabled people [25]. I take up collective access as a primary
value of my work, and seek to understand what kinds of technology
emerge when designing for collective, rather than individual, access.

Deaf studies and Deaf cultural politics also inform my work. The
relationship between Deafness and disability is often complicated,
with many arguing that Deafness is more akin to membership in
a cultural-linguistic minority than a disability [34], though others
continue to investigate the motivation to separate Deaf identity
from disability [51, 52, 57]. Deaf studies scholars define audism as
systemic oppression on the basis of hearing ability, challenging
ways that hearing norms serve to oppress Deaf people [3]. Further-
more, the Deaf community has worked to build community identity
and values outside of expectations of the hearing world, such as
Deafhood [33] and Deaf Gain [4]. This informs my work by driving
my approach to technology design that seeks to alter hearing peo-
ple’s behavior and motivating me to be critically reflective around
how scientific research can be pervasively audist [15].

2.2 HCI and Captioning

HCT accessibility researchers have explored the design and use of
real-time captioning in a variety of manners. Much HCI captioning
research utilizes experimental methods to assess novel interven-
tions (e.g., [30, 47, 53]), leaving many opportunities to explore the
qualitative and social aspects of captioning use, and I draw inspira-
tion from Kawas et al. [26] and Wang and Piper’s work [61], two
deep, qualitative explorations of communication access. I briefly
overview prior work that explores: key problems in captioning
research, captioning use online, social contexts of captioning work,
and the role of hearing people in captioned conversations.

A key concern when designing captioning systems is limiting
visual dispersion, or the need to attend to multiple visuals at once,
and a wide range of approaches have been explored in prior work,
including using head mounted displays, integrating captions into
classroom lecture configurations, and annotating captions [1, 12,
21, 22,30, 31, 42, 46-48]. Other design efforts work to communicate
non-speech elements of conversation in captioning [16, 17, 59, 70].
An additional focus of recent captioning research is how to convey
error rates and uncertainty in automatic captioning [7-10, 48, 49,
53].

Most captioning tools have been developed for in-person conver-
sations, with a burgeoning body of work on online captioning use.
Kushalnagar and Vogler published teleconference best practices
for communication with DHH people [32], and Seita et al. have
explored methods for remote design activities with DHH captioning
users [56], but research has not yet explored the particular design
and interaction considerations for online captioning applications,
a more pressing context since COVID 19 altered work and learn-
ing practices. Other accessibility research has explored disabled
people’s teleconferencing experiences broadly, including DHH par-
ticipants, finding particular challenges around how audio-driven
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speaker identification and video-feed prioritization limited DHH
people’s ability to follow and contribute to a conversation [35, 58].

Captioning is most often studied in classroom or lab settings,
with limited focus on small group conversations. Many captioning
tools are designed for use during classroom lectures [2, 11, 12, 14, 27—
30, 60], which differs significantly from the unstructured communi-
cation dynamics present in small-group conversations. Exploratory
research has assessed the viability of phone-based automatic speech
recognition paired with typed responses for communication be-
tween Deaf and hearing participants [13, 38], with promising results.
Additionally, head-mounted displays have been assessed for use in
small-group conversation, finding that participants valued being
able to see captions in the same field of view as their communication
partner(s) [22, 47].

Most related to my work is an ongoing effort by Seita et al.
[53-56], who have been exploring how hearing people’s behavior
changes when using automatic captioning, behavioral impact on
DHH communication partners, and methods for codesigning cap-
tioning tools with DHH/hearing dyads. Seita et al’s work focuses
on specific behaviors and has been able to quantify the impact that
different behavioral variations, such as non-standard articulation or
rapid speech rate, can have on captioning and DHH caption users.
They primarily explore dyadic conversation in experimental con-
texts. My work is in-conversation with Seita et al.s work, providing
deep qualitative context to their experimental findings.

3 POSITIONALITY

I approach this work as a hearing person and work to center DHH
people’s perspectives on captioning because, while I believe hearing
people have a key role in communication access, any technology
ultimately has to be rooted in DHH people’s wants and needs. My
perspective on access has evolved greatly over the last three years
and is not solely academic, as I acquired a disabling chronic illness
in 2019.

4 CURRENT AND PROPOSED WORK

My dissertation will consist of four projects, two of which I have
completed and two that I propose here. Throughout all these
projects I am exploring how social and environmental factors im-
pact people’s use of captioning and look towards design guidelines
and future technologies that leverage captioning’s context of use to
make accessible communication a more communal responsibility.

4.1 Social, Environmental, and Technical

I began my work in this space with a combination interview and
design probe study focused on d/Deaf and hard of hearing caption-
ing users’ experiences of small-group captioned conversations and
their preferences for future captioning technologies. This work has
been published at CSCW 2021 [40]

Contrary to much of prior research’s focus on captioning in
relatively structured settings, such as classroom lectures and one-
on-one conversations, this research explored the myriad factors
that impact communication access during captioned small-group
conversations. It was guided by the research questions:

1. What social, environmental, and technical factors impact the
use and usefulness of captioning in small groups?
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2. What opportunities exist to design captions and caption
displays in ways that support more accessible group com-
munication practices?

To answer these questions, we recruited 15 DHH participants
with experience using real-time captioning during small group
conversations. Each participant completed a 90-minute combination
interview and design probe activity. The interview portion of the
study focused on how participants use captioning in their daily lives
and how the hearing people they communicate with help or hinder
effective captioning. Following the interview, we began a design
probe activity, focusing on the role of environmental configurations
on captioned conversations and potential for additional features
that could provide greater conversational context.

From this process, we identified themes in participants’ experi-
ences of small-group captioning. A key theme we identify is the
way that social dynamics can impact captioning use and perfor-
mance. Some participants described adaptive practices interlocutors
would take on designed to ensure accessible communication while
others explained how unwitting or actively inaccessible behaviors
exclude them from conversations, even when captioning is present.
Another main finding is that captioning is often poorly suited to
interactive conversations (as opposed to, for example, one-way lec-
tures), as factors such as lag, overlapping conversation, and a lack of
expressive capacity for signers can limit captioning users’ ability to
join in conversation. Finally, participants reflected on the way that
online conversation presented new access barriers (e.g., a lack of
spatial information about who is speaking), but also presented new
opportunities for conversation access (e.g., strong norms around
turn taking and omnipresent text channels for clarification).

We also identify design considerations around captioning dis-
plays and future features that could be integrated into captioning
tools. Though participants questioned if displaying captions for all
in-person conversation participants would hurt or help accessible
conversation dynamics, they were broadly enthusiastic about mak-
ing captioning available to all when meeting online. Participants
had varied reactions to adding features to captioning displays - they
were widely enthusiastic about speaker identification and overlap
alerts for their own use and considered that other people they were
interacting with may benefit from feedback as to their speech rate,
volume, and caption lag.

Synthesizing these findings, we highlight the need to account
for social, environmental, and technical factors on small group
captioning and envision a future of captioning tool design for group,
rather than solely DHH individuals’, use. The conclusions we draw
from our empirical findings serve as the basis for the argument that
I plan to make in my dissertation; that captioning technology must
be understood in its social and environmental context and can be
designed to target accessible group behavior.

4.2 Codesigning Online Captioning Tools with
Mixed Groups of Hearing and DHH People

The next project in my dissertation work builds on the findings in
my first paper to codesign captioning tools with mixed groups of
hearing and DHH people who have used captioning when meeting
together online. My team and I have completed all study sessions
and aim to submit this work to CHI 2023.
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Motivated by my prior work, we sought to understand how
mixed hearing and DHH groups approach using captioning together
and to codesign tools to support more accessible communication.
It is guided by the research questions:

1. How do mixed DHH and hearing groups think about, interact
with and react to captions during online conversations?

2. What kinds of and designs for real-time feedback during
online captioned conversation interest mixed groups of DHH
and hearing people?

To answer these questions, we recruited small groups (3-6 people)
of participants with experience communicating using captioning
online, requiring that at least one person identify as DHH and at
least one person identify as hearing. We recruited three groups that
fully met these criteria, totaling 13 participants (7 DHH, 6 hearing).
To triangulate our data, we also conducted the study with a group
(3 DHH, 1 hearing) with less experience communicating together
with captions, but with a valuable perspective on how to better
support signers.

Each group joined our research team for three consecutive study
sessions. In the first session participants began by playing a few
rounds of the game Twenty Questions using automatic captioning,
while researchers observed groups’ communication styles and man-
agement of potentially inaccurate or difficult-to-follow captions
(e.g., when speakers overlapped or ASR miscaptioned key words).
Researchers then conducted a group interview, focused on particu-
lar behaviors we observed and participants’ thoughts on captioning
broadly. This session ended with an introduction to the idea of
designing tools for group use and some brainstorming around what
kinds of information or features they might be interested in.

The second study session began by revisiting the idea of de-
signing features to use while having a captioned conversation on-
line, and participants reviewed what they had brainstormed in
the previous session, and added any new ideas. Then group mem-
bers sketched out their design ideas for features they were most
interested in. Each participant presented their sketch and other
group members reacted to their designs and provided feedback.
The group then discussed the range of presented ideas and selected
their favorites. Some groups (N=2) ended by collectively directing
a researcher acting as a “design” scribe to illustrate their top ideas.

After completing the second session, researchers created video
prototypes of each group’s top three features, illustrating each
feature individually and showing all three in context of a short
conversation. During the third study session, participants watched
each of the videos explaining their feature designs, followed by a
chance to comment and react. They then watched the longer video
placing those features into the context of conversation and reflected
on how they’d feel about using them. Following this, participants
then watched and assessed the short feature videos from each of
the other three groups participating in the study, focusing on how
other groups’ ideas may or may not be useful to them.

Our preliminary findings focus on group practices and design
considerations for future tools. Groups had different levels of plan-
ning around accessibility; some trusted that DHH members would
raise any access concerns while others established explicit con-
versation access approaches. Participants stressed the role of rela-
tionships in effective communication — when communicating with
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people unfamiliar with DHH conversation norms or in professional
contexts, they reported having fewer options to clarify or adapt
behavioral expectations. When identifying what made captioning
difficult to use, participants consistently highlighted overlapping
speech, inaccurate captions, a lack of speaker identification in most
automatic captioning tools, and more. Participants approached the
design of future tools with many shared values; minimizing visual
and cognitive overload, the necessity of user control and customiz-
ability, and using established, learnable interaction paradigms when
building new features. Several groups put forward the idea that
while technology cannot force people to change their behavior, it
could provide information and structure to guide people towards
more captioning-friendly norms.

This work contributes an empirical account of mixed hearing
ability groups’ use of captioning, a set of collaboratively designed
features and priorities for future captioning tools to be used by
DHH and hearing individuals alike, and design considerations for
captioning in online environments. I planned this study to explore
the core arguments of my dissertation work; exploring what groups
would be interested in using to support accessible communication
and how technology can leverage the specifics of the environment
(videoconferencing) and intervene in social factors that shape cap-
tioned conversations.

4.3 TikTok Captioning

For my next study, I will lead research into captioning practices on
the social video platform TikTok. While my prior work explored
real-time captioned conversations and possible interventions, this
work will examine social and environmental factors that shape
pre-generated captions and how collective access approaches could
shape how TikTok creators caption their content. This work is still
in planning stages but will begin in earnest later this summer. A
likely target timeline and venue for this work is submission as a
full paper to ASSETS 2023.

TikTok is a social media platform where users submit up to 10-
minute videos (though platform norms encourage shorter-form con-
tent). Prior to April 2021, it did not support integrated in-platform
captioning, though now allows users to autocaption (and, if desired,
correct captions) their videos [66]. Other approaches to captioning
on the platform include adding text overlays to the video, manually
timed to serve as captions and burned into the video. TikTok cre-
ators have developed stylized approaches to captioning (e.g., adding
emoji, placing captions in a way that conveys speaker identity).
They also integrate word substitutions and altered spellings, used
across the platform to avoid algorithmic consequences, into cap-
tions (e.g., captioning the word “lesbian” as “le$bian” or “le dollar
bean”) [71]. Many TikToks are uncaptioned, and TikToks often
contain both viral “sounds” and user-generated audio, and often
users don’t caption all audio streams.

To my knowledge, to date, captioning practices and prevalence
on TikTok have not been comprehensively described nor investi-
gated in terms of their impact on DHH platform users. With over
one billion monthly users [67], TikTok is a key public space that
hosts content that is widely inaccessible to DHH users. The first
step to being able to address this inaccessibility is to define and
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quantify TikTok captioning practices and determine their impact
on DHH users.

TikTok captioning practices merit targeted study, due to myriad
platform-specific considerations. TikTok’s unique level of user con-
trol has created emergent norms around the appearance, placement,
styling, and content of captions, a fascinating context in which to
explore captioning design. Because generating captions is currently
up to TikTok creators, not governed by the platform or third parties,
it also poses an interesting collective access problem — any migra-
tion toward more accessible norms must include action on the part
of majority-hearing creators. Further, TikTok as a platform disin-
centives accurate captions due to their aggressive censorship and
demonitization practices, which often target minoritized creators
(e.g., queer people [72], Black people [73]) or people discussing sen-
sitive topics (e.g., mental health crises [64], sexual health education
[19]). Therefore understanding and providing guidance for future
TikTok captioning practices must be firmly located in the context
of the environment that is the TikTok platform and social factors
that shape which conversations can be fully captioned without
consequence.

I propose three research questions to guide this work:

1. What trends and norms are present in TikTok captions?

2. How do varied approaches to captioning impact DHH TikTok
users?

3. How do TikTok creators think about captioning their videos?

I, along with a cross-institution team that I will lead, plan to run
a three phase study to investigate the answers to these questions.

To begin, we plan to systematically analyze a corpus of Tik-
Tok videos to quantify the prevalence of captioning, types and
frequency of caption substitutions and edits, variety of stylistic
elements added to captions, how non-standard speech (e.g., toddler
speak) and non-speech (e.g., dog barking) are captioned, and how
much of the audio in the video is captioned (e.g., only user-added
content or user content and viral “sounds”). I believe that quan-
titative analysis is the best approach to gain this information, as
systematic coding of a carefully selected sample will allow us to
empirically describe trends, data which has not yet been published
around TikTok captioning. Further, having determined which prac-
tices occur frequently across TikTok will provide focus for the next
stages of this project.

After gathering this empirical data, we plan to survey and inter-
view DHH TikTok users. We will circulate a survey around common
TikTok captioning practices, asking DHH captioning users to rate
them on a series of relevant metrics (e.g., impact on comprehension,
favorability). Interested survey-takers will be invited to participate
in an interview, which will focus on participants’ experiences using
TikTok, what makes a video particularly accessible or inaccessible
to them, their preferred captioning approaches, their perspectives
on algorithmic censorship and captioning, and other relevant topics.

In parallel with our engagement with DHH TikTok users, we
will also send out a survey to TikTok creators who have experience
captioning TikToks. This survey will focus on their captioning
process, their feelings about captioning TikToks, and inquire as to
which captioning approaches identified in our quantitative analysis
they have used. Depending on the state of the research at this point,
we may also interview TikTok creators.
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I envision the contributions of this work to be a quantification of
captioning practices on TikTok, empirical data around how various
choices impact DHH TikTok users, and recommendations for prac-
tice around TikTok captioning (and, more broadly, user-generated
captioning) informed by DHH users’ perspectives. Though this
study differs from my prior focus on how small group captioning
tools could be designed for real-time use, it is an exciting additional
context in which to explore my dissertation argument. Understand-
ing existing TikTok captioning practices, and the social and envi-
ronmental factors that shape TikTok creators’ choices and DHH
users’ preferences will provide the opportunity to explore what
collective responsibility for access can look like in this context.

4.4 Exploring the Practices of Professional
Captioners

After completing the TikTok study, the next aspect of captioning
I plan to explore is professional captioners’ experiences and per-
spectives on the factors that shape their work. I will also compare
professional captioners’ work to state-of-the-art automatic caption-
ing engines and survey DHH captioning users around the impact
of different captioning approaches. This complements my first two
projects by exploring how social behavior impacts real-time cap-
tioning and builds on my TikTok work focused on non-professional
captioning practices to also consider the factors that shape profes-
sional captioning. This work could be feasibly submitted to CHI,
CSCW, or ASSETS during the 2023-2024 academic year, depending
on other factors such as job search, teaching responsibilities, or
internships.

The current preferred and highest-quality real-time captioning
is human-generated, often referred to as Communication Access
Realtime Translation, or CART. CART captioners acquire profes-
sional certification, which benchmarks competency at the ability
to caption speech at 180 words per minute with 96% accuracy [74].
As the people responsible for generating captions, they have a
valuable and under-considered perspective around the factors that
make a conversation easy or difficult to caption. Additionally, while
qualitative analysis methods often stress that a text transcript is a
subjective and incomplete record of a conversation [41], within cap-
tioning research there is often an assumed ground-truth transcript
of a conversation that human and machine captioning is assessed
against [24]. Drawing from my experience working with captioners,
I hypothesize that there are myriad decisions and social inventions
that human captioners make which shape the text of what is ac-
tually captioned. Further, the set of decisions and considerations
that professional captioners make could be an immensely valuable
guide for the development of better automatic captioning. I propose
a study that explores professional captioners’ perspectives on and
approaches to captioning, assesses how those approaches compare
to current state-of-the-art automatic captioning, and identifies how
different approaches impact DHH captioning users’ experiences
viewing content.

This work will be guided by the following research questions:

1. How do social, environmental, and technical factors impact
CART writers’ experience of providing real-time captioning?
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2. What, if any, differences exist between individual CART writ-
ers’ captions and between human-generated and automatic
captions?

3. If present, what impact does variance in captioning style
have on DHH captioning users’ comprehension of and satis-
faction with captioned content?

To answer these questions I plan to run a three phase study:
interviews and captioning activities with CART writers, a compar-
ative analysis between CART writers’ and ASR engines’ captions,
and, if relevant, a survey of DHH captioning users’ perspectives on
differences between varied captioning approaches.

First, I propose running study sessions with professional CART
writers, consisting of an interview and captioning activity. The
semi-structured interviews will focus on CART writers’ experiences
working as captioners, the social dynamics that impact their work,
what makes for an easy or hard to caption conversation, the role
technology plays in their work, and ways they might intervene in
a conversation to be able to provide better captions. Following the
interview, I will request that the CART writers caption several (3-5)
short clips selected to include ambiguous or difficult-to-caption
scenarios (e.g., overlapping speakers, rapid speech). After each clip,
I will ask CART writers for reflections or reactions to the exercise.

After completing study sessions with all recruited CART writ-
ers, I propose using the state-of-the-art, popular automatic speech
recognition engines to caption the same set of clips used during
study sessions. Then I plan to compare all sets of captions to assess
similarities and differences. Likely metrics for this analysis include
Word Error Rate (WER), Automated Caption Evaluation (ACE) [24],
caption lag, and presence and accuracy of speaker identification.

The potential next stage of this work is dependent on the find-
ings in comparative analysis. If there is no significant difference
between individual CART writers, ASR engines, or human vs ma-
chine approaches to captioning, that would be an interesting finding
in and of itself, and likely would not motivate a follow up survey. I,
however, hypothesize that there will be relevant differences that
would be interesting to explore in terms of their impact on DHH
captioning users. In that case, I plan to identify representative exam-
ples of the captioning differences we found to be most salient. This
would serve as the basis for a survey wherein DHH participants
would view paired approaches to the same video clip and be asked
to rate each approach in terms of comprehension and favorability,
and to select which they preferred.

From this work, I envision contributing an empirical account of
the social, environmental, and technical factors that shape CART
writers’ work, a quantitative analysis of how different human and
machine captioning approaches result in similarities and differences
in the captions themselves, empirical data around DHH people’s
preferred approaches, and design considerations for future caption-
ing practices. I see this study as in line with the broader narrative
of my dissertation due to its exploration of the way that social and
environmental factors impact a service that is often considered
to be objective and its surfacing of how people’s behavior shapes
access. I'm still pondering how to make this study clearly focus on
collective access approaches, since CART writers are operating as
service providers rather than conversation participants. I suspect
their in depth knowledge of what shapes their ability to provide
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captions is a crucial insight to guide collective access recommenda-
tions, but would appreciate discussing how to emphasize collective
access in this study during the Doctoral Consortium.

5 CONCLUSION

In conclusion, my work explores how attention to the social and en-
vironmental aspects of captioning use can drive the development of
technology that supports collective access approaches to accessible
communication. I propose doing so via four projects, two of which
I've done and two that I will do in the fourth and fifth years of
my PhD. My work will contribute to the broader HCI accessibility
community in the following ways:

e Demonstrating the need to consider social, environmental,
and technical factors in concert when seeking to understand
captioning’s use and usefulness, explored with DHH people,
hearing people, and professional captioners

e Providing concrete design recommendations and priorities
for captioning tools to be used by groups having conversa-
tions, rather than solely for DHH captioning users

e Design considerations for online captioning tools

e An empirical account of captioning practices on TikTok, and,
more broadly, current user-generated captioning approaches

e Recommendations for best practices around user-generated
captioning, informed by DHH captioning users’ perspectives
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