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ABSTRACT

Which galaxies in the general population turn into active galactic nuclei (AGNs) is a keystone of galaxy formation and evolution.
Thanks to SRG/eROSITA’s contiguous 140 square degree pilot survey field, we constructed a large, complete, and unbiased soft X-ray
flux-limited (FX > 6.5 × 10−15 erg s−1 cm−2) AGN sample at low redshift, 0.05 < z < 0.55. Two summary statistics, the clustering
using spectra from SDSS-V and galaxy-galaxy lensing with imaging from HSC, are measured and interpreted with halo occupation
distribution and abundance matching models. Both models successfully account for the observations. We obtain an exceptionally
complete view of the AGN halo occupation distribution. The population of AGNs is broadly distributed among halos with a mean
mass of 3.9+2.0

−2.4 × 1012 M�. This corresponds to a large-scale halo bias of b(z = 0.34) = 0.99+0.08
−0.10. The central occupation has a large

transition parameter, σlog10(M) = 1.28±0.2. The satellite occupation distribution is characterized by a shallow slope, αsat = 0.73±0.38.
We find that AGNs in satellites are rare, with fsat < 20%. Most soft X-ray-selected AGNs are hosted by central galaxies in their
dark matter halo. A weak correlation between soft X-ray luminosity and large-scale halo bias is confirmed (3.3σ). We discuss the
implications of environmental-dependent AGN triggering. This study paves the way toward fully charting, in the coming decade, the
coevolution of X-ray AGNs, their host galaxies, and dark matter halos by combining eROSITA with SDSS-V, 4MOST, DESI, LSST,
and Euclid data.
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1. Introduction

Active galactic nuclei (AGNs) are a keystone in galaxy evolu-
tion. How they are triggered and fueled are essential questions,
and answering them will deepen our understanding of the coevo-
lution between galaxies, the gas surrounding them, and their
central supermassive black holes (SMBHs; see reviews from
Padovani et al. 2017; Eckert et al. 2021). This article focuses on
the large-scale environment of X-ray-selected AGNs, namely
the population of the dark matter halos that host them. X-ray
selection provides AGN samples with higher completeness and
purity than selections at different wavelengths (Hickox et al.
2009). As devised in simulations, this population is diverse
(Georgakakis et al. 2019; Comparat et al. 2019). To infer the
population of dark matter halos that host a sample of galaxies,
the best technique to date consists of interpreting the comple-
mentary signals from clustering and weak gravitational lens-
ing (see for example Comparat et al. 2013; More et al. 2015;
Coupon et al. 2015; Favole et al. 2016; Zhang et al. 2021).

Previous studies of the clustering of X-ray-selected AGNs
were limited by the total number of X-ray AGNs or a small
survey area. They typically measured the large-scale halo bias
of AGNs selected in different fashions (Gilli et al. 2009;
Cappelluti et al. 2010; Starikova et al. 2011; Koutoulidis
et al. 2013; 2018; Leauthaud et al. 2015; Viitanen et al. 2019;
Allevato et al. 2019). The autocorrelation of X-ray-selected
AGNs was studied locally (z ∼ 0.045) with 199 AGNs
in the Swift-BAT (Burst Alert Telescope) all-sky survey by
Cappelluti et al. (2010). They found these bright low redshift
AGNs to be hosted, on average, by dark matter halos of mass
1.6−2.5 × 1013 h−1 M�, corresponding to a large-scale halo bias
of 1.2± 0.1. At higher redshifts (z ∼ 1) with deep pencil beam
surveys (COSMOS observed with XMM and Chandra, Bootes,
and Chandra compilations) and larger numbers of AGNs (rang-
ing from 500 to 3100), Gilli et al. (2009), Starikova et al. (2011),
Koutoulidis et al. (2013), Plionis et al. (2018), Viitanen et al.
(2019), and Allevato et al. (2019) inferred a large-scale halo bias
of ∼2±0.2, corresponding to halo masses of 4−10×1012 h−1 M�.
In these studies, further splitting the samples as a function of
AGN type, luminosity, or host-galaxy properties is not very con-
clusive due to small statistics. There are hints of a correlation
with X-ray luminosity and an indication of a low satellite frac-
tion. The study of the angular autocorrelation of photometri-
cally selected AGNs, so with much larger samples, led to sim-
ilar large-scale halo bias and typical dark matter halo masses
(Myers et al. 2007; Donoso et al. 2014; Koutoulidis et al. 2018).
Finally, Leauthaud et al. (2015) studied the galaxy-galaxy lens-
ing signal around 382 X-ray-selected AGNs in the COSMOS
(Cosmic Evolution Survey) field (Scoville et al. 2007). They find
that the AGN host occupation is no different from that of galax-
ies. They explain the issue of quoting a mean for the halo mass
when, instead, complete halo occupation distributions (HODs)
should be discussed (see also Georgakakis et al. 2019 for an
extended discussion). Also, after controlling for stellar mass,
Yang et al. (2018a) found no clear dependence between the envi-
ronment and the sample-averaged SMBH accretion rate or the
AGN fraction, which indicates that environment-related physi-
cal mechanisms might not significantly affect SMBH growth.

Cross-correlations with a controlled galaxy population,
done to circumvent the low signal-to-noise ratio in the
autocorrelation functions, have recently been fruitful. Such
studies relate AGN populations to their host dark matter
halos (Krumpe et al. 2010, 2012, 2015, 2018, and in prep.;
Mendez et al. 2016; Mountrichas et al. 2019; Zhang et al. 2021).

They cross-correlated a similar number of X-ray-selected AGNs
(between 300 and 1500) with spectroscopic galaxy surveys:
2MASS (Two Micron All Sky Survey), SDSS (Sloan Digi-
tal Sky Survey), VIPERS (VIMOS Public Extragalactic Red-
shift Survey), and COSMOS (Skrutskie et al. 2006; York et al.
2000; Guzzo et al. 2014; Scoville et al. 2007). They obtain simi-
lar large-scale halo bias values as the autocorrelation studies and
investigate the correlation with host-galaxy properties, hinting
at possible correlations with stellar mass. This powerful tech-
nique works only with access to a well-studied galaxy sample
(Zehavi et al. 2011; Marulli et al. 2013). The limited signal-to-
noise impedes establishing a clear definitive picture of how X-
ray AGNs populate the cosmic web.

With the advent of eROSITA (extended ROentgen Survey
with an Imaging Telescope Array; Predehl et al. 2021), the num-
ber density of X-ray AGNs increased to more than a hundred per
square degree in the eROSITA Final Equatorial Depth Survey
(eFEDS; 140 deg2, ∼1400 ks; Brunner et al. 2022; Salvato et al.
2022). Accurate redshifts are required for precise clustering and
lensing analysis. The dedicated spectroscopic observations of
the X-ray sources detected in eFEDS (SDSS-IV and SDSS-V;
Abdurro’uf et al. 2022; Kollmeier et al. 2017; Merloni et al., in
prep.) enabled the accurate measurement of redshifts for about
11 thousand X-ray point sources in eFEDS (i.e., for ∼50% of the
sources). This number of X-ray AGNs with spectra is already
comparable to its predecessor follow-up of ROSAT (ROentgen
SATellite) point sources (Comparat et al. 2020a).

Outstanding weak-lensing data products are now available
over wide areas thanks to the Hyper Suprime-Cam Subaru
Strategic Program (HSC-SSP; Aihara et al. 2019). It measured
accurate galaxy shapes for more than 20 source galaxies per
square arcminute over vast areas (1400 deg2), which almost com-
pletely cover the eFEDS field (Mandelbaum et al. 2018a).

With these two outstanding observational advances, we mea-
sure the autocorrelation function and the galaxy-galaxy lens-
ing signal of X-ray-selected AGNs to study their underly-
ing dark matter halo distribution. We detail, in Sect. 2, the
construction of the X-ray AGN sample and the weak-lensing
data products used. We describe the method for measuring
the clustering and galaxy-galaxy lensing in Sect. 3. The HOD
and sub-halo abundance matching (SHAM) models used are
detailed in Sect. 4. Results are discussed in Sects. 5 and 6.
Throughout, we assume a flat Lambda cold dark matter cosmol-
ogy with H0 = 67.74 km s−1 Mpc−1 and Ωm(z = 0) = 0.3089
(Planck Collaboration VI 2020). The halo mass is defined as
200 times the background density. The halo mass function used
is that of Tinker et al. (2010). The uncertainties are 1σ unless
stated otherwise. Magnitudes are in the AB system (Oke & Gunn
1983). Throughout the article, we use the shorthand “AGNs” to
designate “X-ray-selected AGNs”.

2. Data

In this section we describe the X-ray observations (Sect. 2.1) and
the weak-lensing data products (Sect. 2.2).

2.1. eROSITA eFEDS

We used the public Early Data Release eROSITA point
source catalog of the eFEDS Performance Verification sur-
vey (Brunner et al. 2022). The catalog contains 20 191 primary
sources, over 140 deg2, detected with a likelihood greater
than 8 (ERO_DET_LIKE> 8) and with a reliable counterpart
(CTPquality ≥ 2) determined as described in Salvato et al. (2022).
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Fig. 1. Slice of the light cone sampled by the X-ray-selected eFEDS AGN sample in the redshift range 0.05 < z < 0.55 (blue crosses; Salvato et al.
2022). The surrounding large-scale structure is sampled by GAMA galaxies (gray points; Driver et al. 2022) and GAMA galaxy groups (green
squares; Robotham et al. 2011) as well as by eROSITA eFEDS clusters (red circles; Liu et al. 2022a).

The catalog is flux-limited to FX > 6.5 × 10−15 erg s−1 cm−2

in the soft X-ray (0.5−2 keV). Simulations are only at X-ray
wavelengths and not in the optical, so the impact of the deter-
mination of the counterpart is studied empirically in Sect. 4 of
Salvato et al. (2022). A study of the trade-off between purity
and completeness shows that counterparts with a threshold of
CTPquality ≥ 2 (p_any> 0.035) have a purity and completeness
both equal to 95%. A total of 2160 sources are classified as stars
either via astrometry, spectroscopy, X-ray, and optical/IR colors
or via a dedicated analysis as described in Schneider et al. (2022)
and were removed from the rest of the study.

As shown by simulations (Liu et al. 2022b; Seppi et al.
2022), faint clusters are contaminants of the point source catalog.
In eFEDS, 129 clusters are present in the point source catalog
(Bulbul et al. 2022). They are identified in Salvato et al. (2022)
with the flag CLUSTER_CLASS≥ 3 and are masked here.

After these cuts from the eFEDS point source catalog, we are
left with 17 902 AGN candidates over 140 deg2 (density of 127.9
per square degree). Figure 1 illustrates the light cone considered
in this analysis.

2.1.1. Masks

We had to propagate the masks applied to the source catalog to
the random catalog to estimate clustering. The random catalog
is a set of un-clustered data points that cover the same sky area
as the observations (see the description in Sect. 2.1.5). As the
masking radius for each detected source, we used its radius of
maximum signal-to-noise augmented by 40%. This radius was
determined while extracting the X-ray spectrum of each source
(Liu et al. 2022c); the details of this process are provided in
Appendix A.1.

The edges of the survey have a lower exposure time. We find
that trimming the survey edges by requiring a minimum expo-
sure time of 830 s minimizes the Kolmogorov–Smirnov test val-
ues (between random and data vectors) with a minimal area loss
(see Sect. 2.1.5). After applying the minimum exposure time cut,
we are left with 16 308 AGN candidates over 128 deg2, resulting
in a density of ∼127.4 deg−2.

2.1.2. Photometric redshifts

Photometric redshift estimation for galaxies that host AGNs
is complex (e.g., Salvato et al. 2019). In the eROSITA/eFEDS

case, Salvato et al. (2022) measured photometric redshifts to

have σNMAD = 1.48 × median
(
|zspec−zphot |

1+zspec

)
∼ 0.05 and a fraction

of outliers, with |zspec−zphot |

1+zspec
> 0.15, on the order of 20%. At the

bright end (r < 21.5), we find that σNMAD decreases to ∼0.03,
while the outlier fraction remains the same, 20%.

With the help of the simulation from Comparat et al. (2019),
we find that the clustering measured using a photometric red-
shift with such a dispersion and fraction of outliers would result
in losing between one-third and one-half of the amplitude of
the clustering signal. So we did not use the photometric red-
shift to measure clustering statistics; instead, we focused on the
subsample of 10 680 AGNs with spectroscopic observations (see
Sect. 2.1.3).

2.1.3. Spectroscopic redshifts

The eFEDS field was observed with the SDSS infrastructure
(Gunn et al. 2006; Smee et al. 2013) in March–April 2020 with
both BOSS (Baryon Oscillation Spectroscopic Survey) spectro-
graphs (1000 fibers per plate; SDSS-IV; Blanton et al. 2017)
and in March–April 2021 with a single BOSS spectrograph
(500 fibers per plate; SDSS-V; Kollmeier et al. 2017; Merloni
et al., in prep.). A total of 31 plates were observed (see
the section entitled “SPIDERS” of Abdurro’uf et al. 2022),
and the spectra are part of the SDSS Data Release (DR)18
(Almeida et al. 2023). The total area covered by SDSS-IV and
V spectroscopic observations is 133.77 deg2 (95% of the eFEDS
area). The obtained spectroscopic redshift completeness depends
on (i) the position in the sky and (ii) the optical magnitude of the
source. We considered the z-band AB magnitude measured as in
the legacy survey DR8 (Dey et al. 2019) and based on observa-
tions made with DECam (Flaugher et al. 2015). Although pho-
tometric redshifts are not accurate enough for clustering stud-
ies, they are of sufficient quality to compare the distribution of
magnitudes and fluxes in broad redshift bins. Overall, we find
that at a z-band magnitude of 21.25 (19.0), the completeness
is 50% (90%). We find that, up to redshift ∼0.55, the spectro-
scopic sample is a fair subsample (as a function of optical mag-
nitude and X-ray flux) of the entire population. Since SDSS-V
observations are limited to z-band magnitudes brighter than 21.5,
beyond a redshift of 0.55 we are missing a significant frac-
tion of the AGNs that are optically faint X-ray-selected AGNs
(see Fig. 2).
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Fig. 2. Spectroscopic completeness as a function of r-band magnitude
vs. redshift (top) and soft X-ray luminosity (0.5−2 keV) vs. redshift
(bottom). The completeness coverage is homogeneous below a redshift
of 0.6. At higher redshifts, completeness at the faint end impacts the
sample significantly.

We estimated the spectroscopic completeness in ∼3.5 deg2

equal area pixels (half the size of an SDSS plate, ∼7 deg2). The
minimum (maximum) completeness measured in a pixel is 13%
(69%). The relative variations in the spectroscopic redshift dis-
tribution as a function of completeness are within the expected
fluctuations for pixels with completeness levels above 40%. So,
we discarded areas with completeness lower than 40%. This
removed about 20 deg2 of the area located at the edge of the
eFEDS field (most of it overlaps with the low-exposure regions).

2.1.4. AGN sample

In summary, to measure the clustering, we created an AGN
sample that covered redshifts between 0.05 and 0.55, where
the spectroscopic sample is not biased compared to the par-
ent photo-z sample. We obtained a sample of 1992 AGNs with
spectroscopic redshift covering 122.3 deg2. Figure 1 illustrates
how the AGNs considered in this analysis sample the large-scale
structure observed with galaxies and groups from the GAMA
(Galaxy and Mass Assembly) survey and eROSITA eFEDS clus-
ters. Table 1 summarizes the main properties of the considered

Table 1. Properties of the sample.

Property Min Mean Max Std

Redshift 0.05 0.34 0.55 0.13
Soft LX 40.49 42.91 45.12 0.65
gAB 15.16 20.1 23.13 1.41
rAB 14.26 19.23 22.39 1.35
zAB 13.62 18.57 21.82 1.32

Notes. The minimum, mean, maximum, and standard deviation of the
redshift, the soft-band X-ray luminosity, and the g, r, and z magnitudes
are from the legacy survey (Dey et al. 2019).

sample. The mean redshift of the sample is 0.34, with a standard
deviation of 0.13. The sample’s mean X-ray luminosity in the
soft 0.5−2 keV band is 42.91. The distribution around the mean
is broad and has a standard deviation of 0.65.

Among the 1992 AGNs studied here, 1648 (82.7%)
have their spectroscopic redshifts measurements from SDSS
observations, and 270 (13.5%) from GAMA observations
(Liske et al. 2015). The other spectroscopic redshifts origi-
nate from: WiggleZ Dark Energy Survey (46; Drinkwater et al.
2018), LAMOST (Large sky Area Multi-Object Fiber Spec-
troscopic Telescope) DR5 v3 (8; Luo et al. 2015), 2SLAQ
(2dF-SDSS LRG and QSO Survey; 7; Cannon et al. 2006),
2MASS (5; Skrutskie et al. 2006), HSC SSP (Hyper Suprime-
Cam Subaru Strategic Program; 3; Oguri et al. 2018), 6dFGS
(Six-degree Field Galaxy Survey; 2; Jones et al. 2009), HYPER-
LEDA (HYPER Lyon-Meudon Extragalactic Database; 1;
Paturel et al. 2003), Véron-Cetty & Véron (2010, 1), and
RCSEDv2 (Reference Catalog of Spectral Energy Distributions;
1; Chilingarian et al. 2021).

We verified that the edges of the selection do not impact the
clustering and lensing summary statistics: by moving the redshift
cut from 0.05 to 0.1 and from 0.55 to 0.5 and by adding a min-
imum luminosity threshold of 41.5. Given the negligible impact
of the verification on the summary statistics, we did not cut the
sample further.

Additional splitting the sample in soft X-ray luminosity-
limited samples (or following a visual inspection of the opti-
cal spectra) significantly decreases the signal-to-noise in the
measurements, and HOD model parameters become uncon-
strained. Larger numbers of AGNs with spectroscopic redshifts
are required to investigate the trends with parameters that define
the sample.

2.1.5. Random catalog

To measure clustering, one compares the set of observed points
to a group of points with no clustering but all other aspects
equal (window function, redshift distribution). In this section,
we explain how the set of random points is constructed.

We drew a set of random points with a large uniform den-
sity of ∼81 000 deg−2 on the sky (about 11.5 million points on
eFEDS). We first trimmed it to precisely follow the edges of the
survey. We then followed the methodology of Georgakakis et al.
(2008) to down-sample the uniform random catalog with the sen-
sitivity map (see details in Appendix A.2). Heuristically, this
step applies the X-ray flux limit and its variations across the
field to the set of random points. The total number of random
points remaining after down-sampling, masking (see the pre-
vious section), and trimming (low exposure time region) is
3 713 726. The density of random points, ∼30 000 deg−2, is more
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than 200 times larger than that of the data points (127.4 deg−2),
which is largely sufficient.

We down-sampled the random catalog to follow the spectro-
scopic redshift completeness map and its dependency on right
ascension and declination. We cut areas where spectroscopic
completeness is lower than 40%. As the relative variation in the
redshift distribution is independent of the completeness (see the
previous section), we shuffled the set of observed redshifts and
assigned them to the random points, regardless of the complete-
ness level.

2.2. HSC-SSP weak-lensing data

We used the HSC S19A weak-lensing products based on
the HSC-SSP accumulated i-band imaging data from 2014 to
2019. The original HSC-SSP S19A wide-layer data cover about
512 deg2, and it reduces to 433.48 deg2 after the full-color full-
depth selection. With the i-band magnitude cut of 24.5, the
observed number density reached up to 22.9 arcmin−2. The deep
imaging data enable a comprehensive redshift coverage ranging
from 0 to 3, and the calibrated bias residual shows no depen-
dence on the redshift. We refer the readers to the year 3 shape
catalog paper by Li et al. (2022) for more details.

We briefly describe the photometric redshift accuracy, the
year 3 shape catalog, and the measurements of the shear esti-
mator in the following subsections.

2.2.1. Photometry and photometric redshifts

Good photometry is a precondition for the measurement of pho-
tometric redshifts. The performance of the HSC photometry was
tested in two ways. The first was an internal test that com-
pared the point spread function (PSF) magnitude to the Kron
magnitude for a bright star sample (i < 21.5) in the Wide
XMM-LSS (X-ray Multi-Mirror satellite Large-Scale Structure
Survey) field. The standard deviation of the difference (PsfMag-
KronMag) achieved is better than 1%, independently of the fil-
ters and fields. In addition, the difference between the CModel
magnitude and PSF magnitude is below 0.2%. For the external
test, Pan-STARRS-1 (PS1) stars brighter than r-band 20 mag are
used (Chambers et al. 2016). The scatter level is also at about the
1% level, indicating good photometric performance.

The photometric redshifts used in this work are dNNz
(Nishizawa et al., in prep.). The accuracy of the photomet-
ric redshifts is quantified by a set of metrics, namely the
bias defined as ∆z = (zphot − zref)/(1 + zref), the dispersion
σzphot = 1.48 × MAD(δz) (MAD is the median absolute devi-
ation), the outlier rate foutlier = N(∆z) > 0.15/Ntotal, and the
loss function L(∆z) = 1 − 1/(1 + (∆z/γ)2) with γ = 0.15.
The photometric and public spectroscopic surveys that overlap
with HSC-SSP provide a wealth of data for photometric red-
shift calibration (e.g., Lilly et al. 2009; Bradshaw et al. 2013;
McLure et al. 2013; Skelton et al. 2014; Silverman et al. 2015;
Momcheva et al. 2016; Driver et al. 2022). There are about
170 thousand spectroscopic redshifts (spec-z) and 37 thousand
high-quality g/prism-z that we used as zref . The dNNz method
achieves an accuracy of ∆z = 10−4 bias, a dispersion σzphot =
3%, and an outlier rate smaller than foutlier ≤ 10%.

2.2.2. Shape catalog

The HSC galaxy sample was selected following a series of basic
flag cuts, such as i_detect_isprimary, i_extendedness_
value, and i_sdsscentroid_flag. The detailed descriptions

are listed in Table 2 of Li et al. (2022). The shapes of galaxies
were measured via a re-Gaussianization method Hirata & Seljak
(2003; reGauss, which has been merged with GalSim,
Rowe et al. 2015), and the PSF effects were corrected during
the measurement process. HSC covers six discrete fields, named
after overlapping regions from previous surveys: XMM, HEC-
TOMAP, WIDE12H, GAMA09H, GAMA15H, and VVDS. The
eFEDS region overlaps with GAMA09H. We note that the
HSC region GAMA09H covers a larger area than the original
GAMA09H field and completely encompasses the eFEDS field.

The final shape catalog contains the two components of the
ellipticity:

(e1, e2) =
1 − (b/a)2

1 + (b/a)2 (cos 2φ, sin 2φ), (1)

where b/a is the ratio between the minor axis and major axis,
and φ is the position angle of the major axis with respect to the
sky coordinates. The shear distortion, γi, is then related to the ei
(i = 1, 2) such that

γi =
1

2R
〈ei〉(i = 1, 2), (2)

where R is the response of the galaxy ellipticity to a small
distortion defined in Kaiser et al. (1995) and Bernstein & Jarvis
(2002). The response was calculated from the calibrated parame-
ters erms and σe based on simulations (Mandelbaum et al. 2018b;
Li et al. 2022) as follows

R = 1 −

∑
i wie2

rms,i∑
i wi

· (3)

The weighting term in Eq. (3), wi, is composed of the per-
component error from the simulation due to the photon noise,
σe;i, and the rms of galaxy shape distribution, erms;i, wi =
1/(σ2

e;i + e2
rms;i).

The reGauss algorithm suffers from several estimation
biases, for example model bias, noise bias, and selection bias,
which can be classified into multiplicative bias, mi, and additive
bias, ci (i = 1, 2), such that

γi = (1 + mi)γtrue
i + ci. (4)

The final shear estimator was obtained with Eq. (5). It does not
incorporate the geometry factor Σcrit described in Sect. 3.2:

〈γi〉 =

∑
j wiei; j

2R(1 + 〈mi〉)
∑

j w j
−
〈ci〉

1 + 〈m〉
· (5)

Both multiplicative and additive biases are calibrated based on
the simulations mentioned above. The two biases were then
assigned to each galaxy as a function of S/N and resolution
R2. Additionally, there is selection bias as well as weight bias.
The overall bias was quantified as the residuals for both mul-
tiplicative bias, δm, and additive bias, δa, both of which can
reach below the 1% level for the HSC-SSP Y3 shape catalog
(Li et al. 2022).

3. Summary statistics

Galaxy clustering and gravitational lensing probe the galaxy
and matter over-density field’s auto- and cross-correlations as
a function of scale via a biasing function (Tegmark & Peebles
1998; Tegmark & Bromley 1999; Dekel & Lahav 1999). These
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Fig. 3. Projected clustering measurement of the X-ray flux-limited
eFEDS AGN sample in the redshift range 0.05 < z < 0.55 (black).
The prediction from the 18 eFEDS simulations appears in yellow. The
best-fit model (jointly with weak-lensing observations) is in red.

measurements are well suited to constrain the biasing func-
tion, also more generically named the galaxy-halo connection
(Sheth & Tormen 1999; Wechsler & Tinker 2018). With the data
described above, we computed two summary statistics: the
AGN-AGN autocorrelation (clustering; Sect. 3.1) and galaxy-
galaxy lensing with the AGN population as the lenses (Sect. 3.2).

3.1. Clustering measurement

We used the Landy & Szalay (1993) estimator to measure
the projected two-point correlation function, labeled wp(rp)
(for a detailed definition, see, e.g., Davis & Peebles 1983). To
count pairs and integrate along the line of sight, we used the
corrfunc software (Sinha & Garrison 2020). For the integra-
tion, we used πmax = 40 h−1 Mpc. We carried out measurements
with shorter and longer πmax and found that with 40, we would
obtain the largest signal-to-noise in the clustering measurement.

We randomly down-sampled the catalog of random points
for the clustering measurement to have 20 times the number
of AGNs. To have consistent 3D positions between the optical
spectra and the X-ray sources, we computed the clustering using
the position on the sky of the optical counterparts (Salvato et al.
2022); we did not use the positions of the X-ray sources. The
projected correlation function obtained is shown in Fig. 3 (black
error bars). The clustering measurement’s uncertainty was esti-
mated using the diagonal component of the covariance matrix
obtained with 18 eFEDS simulated catalogs (Liu et al. 2022b).
These simulated eFEDS observations are based on the empiri-
cal models of the X-ray cosmic web from Comparat et al. (2019,
2020b). The yellow shaded area in Fig. 3 shows the prediction
from the 18 mocks. We find that the forecast is faithful to the
observations.

Following Driver & Robotham (2010), we estimated the cos-
mic variance in this field to be 1%, which we added as a constant
systematic uncertainty at all scales to the clustering measure-
ment. We note that it is small compared to the statistical uncer-
tainties. Using the eFEDS simulations, we find that clustering
summary statistics are significantly biased low for separations

rp > 40 h−1 Mpc. This is due to the finite volume observed. So,
we excluded from the fitting procedure clustering measurements
with a separation larger than 40 h−1 Mpc. The total signal-to-
noise in the clustering measurement is 17.7, split into 11 radial
bins. We sampled the separation range with five bins per decade
evenly log-spaced (0.2 dex steps) between 0.25 (10−0.6) and 39.8
(100.6) h−1 Mpc.

The fiber collision radius in SDSS is 62 arcsec
(∼0.25 h−1 Mpc at the mean redshift of the sample). The
eROSITA PSF is 30 arcsec, so X-ray-selected AGN pairs with
a separation smaller than one arcminute are hardly detected.
Moreover, since the AGN sample considered here is sparse
(120 deg−2 ∼ 0.03 arc min−2) and spread over a long line of
sight, AGN close pairs are small in number. Using the mock
catalogs limited to redshifts 0.05 < z < 0.55, we estimate the
number of expected pairs with an angular separation smaller
than 62 arcsec to typically be a handful (i.e., fewer than ten).
Only half have physical separations smaller than 40 h−1 Mpc.
So, the number of missed pairs due to fiber collisions is negligi-
ble. In our case, we thus consider that fiber collisions are not an
issue, and we defined our lowest separation bin at 0.25 h−1 Mpc.

3.2. Galaxy-galaxy lensing measurement

The galaxy-galaxy lensing measurement is a cross-correlation
between positions of foreground lenses (AGNs in our case)
and shapes of background galaxies acting as sources (HSC
galaxies; see the reviews Bartelmann & Schneider 2001;
Refregier 2003). This measurement directly traces the galaxy
halo connection (e.g., Mandelbaum et al. 2005; Seljak et al.
2005). Numerous studies have used galaxy-galaxy lensing
(sometimes combined with galaxy clustering) to trace the
galaxy-halo connection in general (Leauthaud et al. 2011;
Coupon et al. 2015; Zu & Mandelbaum 2015; Dvornik et al.
2018; Zacharegkas et al. 2022).

We combined the X-ray point sources from the eFEDS
region and the HSC shape catalog to compute the galaxy-galaxy
lensing using each source galaxy and its probability distribution
function as a function of redshift (p(z)). The physical interpreta-
tion of the galaxy-galaxy lensing signal is the difference between
the average density inside a certain projected radius, R, and the
average density at that same radius, so an excess surface density
(ESD; ∆Σ), that is

∆Σ(R) = Σ̄(≤R) − Σ(R). (6)

We followed the measurement procedure described in
Miyatake et al. (2019) and Luo et al. (2022), that

∆Σ(R) =
1

2R(R)

∑Nl
l wl

∑Ns
s wlset,ls[〈Σ−1

cr 〉]
−1

[1 + K(R)]
∑Nl

l wl
∑Ns

s wls
· (7)

In the above ESD estimator,R(R) is the response of the shape
estimator, which, for this work, takes a value of 0.84. The wls is
the weight for each lens-source galaxy pair, and wl is a weight
assigned to each lens galaxy. We used wl = 1, meaning there
are no particular requirements on redshift, stellar mass, or other
properties for the lens catalog. The et,ls is the tangential compo-
nent of the source galaxy shape with respect to the lens. The fac-
tor K(R) accounts for the multiplicative bias calibrated based on
a suite of simulations developed in Mandelbaum et al. (2018b)
and Li et al. (2022).

Two blinding schemes are provided for systematic sanity
tests, the low- and the high-accuracy blinding scheme. We used
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Fig. 4. Galaxy-galaxy lensing measurement. The excess surface mass
density measurement with HSC S19A data uses as lenses the X-ray flux-
limited eFEDS AGN sample in the redshift range 0.05 < z < 0.55
(black). The best-fit model (jointly with clustering measurements) is
shown in red.

the former, in which a value of δm is added to the original cali-
brated additive bias, m, where ei = (1 + mi)ei + ci (i = 1, 2). In
the low-accuracy scheme, only δm1 is added and encrypted for
each user of the shape catalog. It is then decrypted and removed
by subtracting the δm1 term.

We applied an extra selection function for each lens-source
pair following Medezinski et al. (2018) so that the accumulated
probability of the P(z) satisfies

P(zs ≥ zl + 0.2) =

∫ ∞

zl+0.2
p(z)dz ≥ 0.98. (8)

Figure 4 shows the obtained galaxy-galaxy lensing measure-
ments (black) as well as the best-fit HOD model (red). Measure-
ments with a separation smaller than 20 h−1 Mpc were included
in the fitting procedure. The total signal-to-noise in the lensing
measurement is 46, split into 15 radial bins. We sampled the
separation range with 5.5 bins per decade in evenly log-spaced
(0.18 dex) steps between 0.025 (10−1.6) and 8.3 (100.9) h−1 Mpc.
The measurement extends to separations that are one-tenth of
the size of the clustering measurement. We measured the same
using the public HSC one-year S16A (KIDS DR4) lensing prod-
ucts. They are consistent but have a lower total signal-to-noise
of 21.4 (6.5) compared to 46.

4. Models

We interpreted the clustering and lensing summary statistics
using models of halo occupation statistics (Cooray & Sheth
2002; Guo et al. 2010). There are three flavors of models: HOD
Berlind & Weinberg (2002), Kravtsov et al. (2004), Zheng et al.
(2005, 2007), SHAM (Conroy et al. 2006; Trujillo-Gomez et al.
2011; Klypin et al. 2013), and emulators of the large-scale struc-
ture of the Universe (e.g., DarkEmulator; Nishimichi et al.
2019; Nishizawa et al. 2020). The HOD and SHAM models
reproduce measurements of the galaxy clustering as a function
of luminosity and color (Zehavi et al. 2011; Marulli et al. 2013).
The exploration and parametrization of the assembly bias in

such models is still a matter of debate (Contreras et al. 2021;
Xu et al. 2021). Emulators enable a precise prediction of the
cross-correlation between halos and the dark matter. However,
due to the finite resolution of the simulations they build upon,
they are currently limited to predicting statistics at the high mass
end only (Nishimichi et al. 2019). So, we first adjusted the HOD
model parameters to the measurements obtained in the previous
section (see Sect. 4.1). Then, we compared measurements to the
prediction of the SHAM model from Comparat et al. (2019; see
our Sect. 4.2).

4.1. Halo occupation distribution model

As a baseline, we used the HOD model formulated by
More et al. (2015). It is described by the two equations below, in
which 〈NC〉 (〈NS 〉) gives the average occupation of a dark matter
halo of mass M by a central (satellite) galaxy:

〈NC〉(M, θ) =
fA
2

(
1 + erf

(
(log10(M) − Mmin)

σlog10 M

))
(9)

〈NS 〉(M, θ) = 〈NC〉(M, θ)
(

M − 10Msat−1

10Msat

)αsat

. (10)

The model has five parameters θ = (Mmin, σlog10 M , αsat,
Msat,M∗12). Only a fraction of distinct halos host a central galaxy
with an AGN. The fA parameter, as introduced by Miyaji et al.
(2011, Eq. (24)), can be interpreted as the duty cycle of halo cen-
ters being an AGN. In this study, since the correlation function
measurements do not depend on the normalization of the occu-
pation distribution, we arbitrarily set fA to 1.

To avoid sampling un-physical values of Msat, the parameter
passed to the fitting routine is Msat−Mmin with the boundaries
specified in Table 2. To fit for the ∆Σ measurement at small sep-
arations and benefit from the signal present, we needed to add a
prediction for a point-like mass term that represents the baryonic
lensing mass of the AGN host galaxies. We added the parameter
M∗12 as follows:

∆Σ∗(r) =
10M∗12+12

πr2 · (11)

The posterior of this parameter represents the mean bary-
onic lensing mass of the galaxies that host AGNs. This mass is
related to stellar mass (inferred with stellar population synthesis
models) but will also encompass gas in and around the galaxy.
This baryonic lensing mass can be considered the upper limit of
the mean stellar mass of galaxies that host AGNs.

In total, we fit for five parameters on the two measurements,
∆Σ (wp(rp)), which have S/N = 46 (17.7) in 15 (11) radial bins.
The parameters were sampled with a flat prior (in linear space)
within broad boundaries, as specified in Table 2.

4.2. Sub-halo abundance matching models

The Comparat et al. (2019, 2020a) empirical AGN model statis-
tically links the dark matter halos to the probability of hosting
an AGN and its spectral energy distribution. By construction, it
follows the X-ray luminosity function from Aird et al. (2015).
Importantly for interpretation, the assignment is done regardless
of the environment in which the halos exist. The model has two
parameters: the fraction of AGNs in satellites sub-halos and the
scatter in the abundance matching relation between stellar mass
and hard X-ray luminosity.
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Table 2. HOD parameters obtained (median of the posterior) by jointly
fitting the autocorrelation function and the galaxy-galaxy lensing of the
X-ray flux-limited AGN sample.

Parameters Min Max 0.05 < z < 0.55

Mmin 8.0 15.0 13.06± 0.44
σlog10 M 0.05 1.5 1.28± 0.2
αsat 0.1 1.5 0.73± 0.38
Msat − Mmin −3.0 2.45 1.46± 0.52
M∗12 −4.0 0.1 −0.96± 0.45
Evidence (logZ) −39.88± 0.14

Deduced parameters
b(z = z̄) = 0.991+0.078

−0.096
b(z = 0.1) = 0.915+0.065

−0.08
fsat < 20.6%

4-parameter fit, σlog10 M = 1.3

Mmin 13.09± 0.19
αsat 0.75± 0.39
Msat − Mmin 1.56± 0.46
M∗12 −0.97± 0.46
Evidence (logZ) −38.6± 0.12

Deduced parameters
b(z = z̄) = 1.001+0.075

−0.094
b(z = 0.1) = 0.918+0.065

−0.076
fsat < 16.8%

4-parameter fit, σlog10 M = 1.0

Mmin 12.47± 0.26
αsat 0.75± 0.39
Msat − Mmin 1.84± 0.53
M∗12 −1.0± 0.5
Evidence (logZ) −40.34± 0.11

Deduced parameters
b(z = z̄) = 0.996+0.067

−0.097
b(z = 0.1) = 0.919+0.059

−0.081
fsat < 66.4%

Notes. The uncertainties quoted are 1σ (15.9−84.1 percentiles). Priors
are flat in linear space.

We show the direct wr(rp) prediction from the mock catalogs
of Liu et al. (2022b) in Fig. 3. It is consistent with observations.
It was obtained with fsat = 10% (fraction of AGNs that are satel-
lites) and σ = 1 (scatter in the abundance matching procedure
between hard X-ray luminosity and stellar mass). These param-
eters were chosen by hand by Comparat et al. (2019, 2020b). At
that time (before this study), such parameters resulted in reason-
able predictions.

Creating a complete SHAM-base mock catalog is time-
consuming (order of a few CPU hours) and thus impractical
for fitting purposes. Furthermore, with current light cones con-
structed with replications, predicting the galaxy-galaxy lens-
ing signal is tedious as the dark matter particles are not
kept. So, instead of predicting summary statistics as mea-
sured as a function of the SHAM parameters, we directly pre-
dicted the HOD curves as a function of fsat and σ. Thus,
we sampled a small and finite number of ( fsat, σ) combina-
tions and created individual mock catalogs to predict the HOD
curves.

5. Results

We discuss here the results of the fitting procedure and the com-
parison between models. In Sects. 5.1 and 5.2 we discuss the
results obtained with the HOD and SHAM models, respectively.
For the first time, we measure with relatively small uncertainties
the complete HOD of a low redshift flux-limited X-ray-selected
sample of AGNs. We obtain a global view of the distribution of
halos that host X-ray AGNs.

5.1. HOD results

We fit the parameters of the HOD model with a nested sampling
method, ultranest (Buchner 2021). The resulting parameters
are given in Table 2. The constraints on the HOD parameters
(when fitting each summary statistic individually or both jointly)
are shown in Fig. 5. It illustrates the complementary nature of
the two measurements. The comparison between the joint best-
fit model and the clustering measurements and lensing measure-
ments are shown in Figs. 3 and 4. The models are meaningful,
they account for the observations.

The five parameters are meaningful, although not precisely
constrained by the joint fit of both summary statistics. For
the central halos, Mmin takes a median posterior value of
13.06± 0.44, and the width of the error function is found at
σlog10 M = 1.3 ± 0.2. There is a low 1σ level tension between
the constraints on these parameters obtained by each summary
statistic (see Fig. 5). Due to the higher signal-to-noise on the
lensing statistic, the combined best-fit values are closer to the
individual best-fit value on the lensing statistic. For the satellites,
the slope is fit best at αsat = 0.73±0.38, and the transition occurs
in halos 10 to 100 times more massive than the typical halo:
Msat−Mmin = 1.46±0.52. Both summary statistics point to these
parameter values (Fig. 5). The typical baryonic lensing mass of
galaxies that host these AGNs is M∗12 = −0.96 ± 0.45. This sets
an upper limit to the mean stellar mass of galaxies that host
AGNs of ∼1011 M�. The 1σ boundaries encompass 3.9 × 1010

and 3.1 × 1011 M�, which is in fair agreement with expectations
from the AGN host stellar mass function (Bongiorno et al. 2016;
Yang et al. 2018b). This parameter is not degenerate with oth-
ers and is constrained only by the lensing measurements at small
separations.

We noted a degeneracy between Mmin and σlog10 M , which we
investigated. We decreased the number of parameters by fixing
σlog10 M to 1.3 (similar to the best-fit value) and 1 (to force a less
broad halo distribution and a sharper transition). We obtained a
set of best-fit parameters (see Table 2) that are compatible with
the five-parameter fit. When fixing σlog10 M to 1.3, we obtained
Mmin13.09 ± 0.19, a value similar to the five-parameter fit but
with half the uncertainty. Results for other parameters remain
unchanged. When fixing σlog10 M to 1, Mmin is logically forced to
lower values, to ∼12.5, to be able to fit the overall signal. The
HOD posterior is close to that of the five-parameter fit (see the
black and orange contours in Fig. 6).

We obtain a global view of the distribution of halos that
X-ray AGNs (see Fig. 6). The four-parameter best-fit model is
within the 1σ uncertainty of the five-parameter best-fit model.
Due to the degeneracy between Mmin and σlog10 M , the four-
parameter fit HOD with σlog10 M = 1 is skewed toward lower
masses compared to the five-parameter fit. With the HOD model,
we derive an average halo mass hosting a central (central or
satellite) AGN of 3.93+2.03

−2.44×1012 M� (4.95+2.63
−1.99×1012 M�). These

values are comparable to the findings of Rodríguez-Torres et al.
(2017). We find the distribution of halo masses to be broad.
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Fig. 5. Constraints obtained on the HOD parameters when fitting only the clustering measurement (yellow), only the lensing measurement (purple),
or both jointly (blue). Contours show 1 and 2σ constraints. Most of the constraining power comes from galaxy-galaxy lensing.

We thus confirm that quoting a typical halo mass will be
extremely sensitive to the definition of what “typical” means (see
the discussion in Leauthaud et al. 2015).

The direct HOD predictions from mock catalogs from
Leauthaud et al. (2015), Georgakakis et al. (2019), and Comparat
et al. (2019) are shown in the right panel of Fig. 6. They
are within the fitted contours obtained. The mocks from
Leauthaud et al. (2015) and Georgakakis et al. (2019) have a
lower σlog10 M value (sharper transition) and are thus more in
line with the four-parameter fit. The mock from Comparat et al.
(2019) has a higher σlog10 M value and is comparable to the five-
parameter fit (see more discussion in the SHAM section below).
The normalization of 〈N(M)〉 can be added as a parameter and
possibly constrained by jointly fitting the clustering and lensing

summary statistics with the stellar mass (or luminosity) function
of galaxies that host X-ray AGNs. However, measuring reliable
host-galaxy stellar masses in the case of type 1 AGNs is com-
plex (Ciesla et al. 2015; Zou et al. 2022) and is left for future
studies.

The large-scale halo bias inferred is given in Table 2 and
shown in Fig. 7. At the mean redshift (0.34), it takes a value of
b(z̄ = 0.34) = 0.99+0.08

−0.10, which extrapolated to redshift z = 0.1
becomes b(z = 0.1) = 0.92+0.07

−0.08. The deduced large-scale halo
bias is the same if we fit the HOD model with four or five param-
eters (see Table 2). Krumpe et al. (2015) measured the bias of
X-ray-selected AGNs in a similar redshift range but for intrinsi-
cally more luminous AGNs. With our analysis, we add a new bias
measurement at lower soft X-ray luminosity: 8.1 × 1042 erg s−1.
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Fig. 6. Inferred HOD (solid) split into central (dashes) and satellite (dots) for the four- and five-parameter HOD fits (orange and black). The
four-parameter best-fit model is within the 1σ uncertainty of the five-parameter best-fit model. Due to the degeneracy between Mmin and σlog10 M ,
the four-parameter fit HOD with σlog10 M = 1 is skewed toward lower masses compared to the five-parameter fit. The direct predictions from the
Leauthaud et al. (2015), Georgakakis et al. (2019), and Comparat et al. (2019) mock catalogs are shown in the right panel. They are within the
fitted contours obtained. The mocks from Leauthaud et al. (2015) and Georgakakis et al. (2019) have a lower σlog10 M value (sharper transition)
and are thus more in line with the four-parameter fit. The mock from Comparat et al. (2019) has a higher σlog10 M value and is comparable to the
five-parameter fit.

We confirm the weak positive correlation between bias and soft
X-ray luminosity found by Krumpe et al. (2015, see the bottom
panel of our Fig. 7). We fit a linear relationship between the quan-
tities and obtain b = (0.48±0.14) LX +(−19.68±6.17). The slope
value obtained is 3.3σ (0.48/0.14 = 3.3) away from 0.

Other X-ray-selected AGN clustering studies were either
at lower redshift (Cappelluti et al. 2010) or higher redshift
(Gilli et al. 2009; Starikova et al. 2011; Koutoulidis et al. 2013;
Viitanen et al. 2019; Allevato et al. 2019) and always covered
higher luminosities. This new study is complementary to them.

5.2. Halo abundance matching results

The model has two parameters: the fraction of satellite AGNs
and the scatter in the relation between stellar mass and X-ray
luminosity. The predicted curves extend to halo masses of
1011.5 M� (and not lower) due to the resolution of the simula-
tion used. Both parameters impact the shape and amplitude of
the clustering signal and the HOD. Figure 8 shows the predicted
HOD curves for a subset of the parameter space explored. In the
top-left panel, the satellite fraction is fixed to 10%, and the σ
parameter varies. The lower the σ, the sharper the transition is.
The σ parameter from SHAM is related to the σlog10 M parameter
from the HOD model. Mock catalogs with higherσ have a distri-
bution of dark matter halos more extended toward lower masses.
In the top-right panel, σ is fixed to 0.8, and the fsat varies. The
higher the fsat, the steeper the slope of the satellite occupation
curve (the larger the α parameter). The fsat parameter is related
to both the αsat and the Msat HOD parameters.

We computed a distance, denoted d, between each predicted
HOD curve (NSHAM(M)) and the 50th percentile of the inferred
HOD model as follows,

d = ΣM=15.5
M=11.5

[
NSHAM(M, fsat, σ) − N50%

HOD(M)
]2[

N84.1%
HOD (M) − N15.9%

HOD (M)
]2 . (12)

Figure 8 (bottom panels) shows the distances as a function of
σ and fsat. We find that mock catalogs constructed with param-
eters satisfying σ < 2 − fsat/10 predict HODs well within the
contours of the five-parameter best-fit HOD inferred from the
observations (Fig. 8, bottom-left panel). Parameter combinations
such as σ > 2− fsat/10 are less preferred (top-right corner of the
bottom-left panel). The d is minimized forσ = 0.8 and fsat = 4%
(see the star in the figure). The six smallest distances are indi-
cated with empty circles. When comparing to the four-parameter
best-fit HOD contours (Fig. 8, bottom-right panel), parameters
within σ < 2.4 − fsat/10 and σ > 0.5 are acceptable. Here we
find that solutions with low σ are less preferred. In that case,
d is minimized for σ = 1.2, and fsat = 4 (see the star in the
figure). The six smallest distances are indicated with empty cir-
cles. In both cases (comparing either to the four-parameter of the
five-parameter HOD fit), the best solutions point toward low fsat
values.

Mocks with both high σ and high fsat differ significantly
from the observations and are ruled out.

6. Summary and discussion

This article provides a complete picture of how soft X-ray AGNs
populate the cosmic web (Fig. 1). This achievement is possi-
ble thanks to two factors: (i) the combination of the eROSITA
eFEDS X-ray survey with its dedicated SDSS spectroscopic
follow-up and with the HSC S19A lensing products, and (ii)
the complementary nature of the two fitted summary statistics
(Figs. 3 and 4). We obtain meaningful HOD constraints for an
X-ray-selected AGN sample (Figs. 5 and 6). We interpreted the
summary statistics with state-of-the-art HOD and SHAM models
(Sect. 5). We provide evidence supporting the idea that the mass
distribution of halos that host X-ray-selected AGN is broad,
as hinted at by previous studies. Both models point to a shal-
lower satellite slope than for galaxy surveys, meaning that the
satellite fraction for X-ray-selected AGN is low, similar to the
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Fig. 7. Inferred large-scale halo bias as a function of redshift (top panel)
and luminosity (bottom panel) compared to Krumpe et al. (2015, red-
shift range 0.16−0.36). We confirm the trend with soft X-ray luminosity
and obtain a best fit of y = (0.482±0.143)x+(−19.684±6.173) between
the soft X-ray luminosity and the large-scale halo bias.

findings of Miyaji et al. (2011). Interestingly, we find a relatively
large σlog10 M that is likely related to the width of the specific
accretion rate distribution. Contrasting our results with those of
Krumpe et al. (2015), the large-scale halo bias of X-ray-selected
AGNs appears to correlate (3.3σ significance) with soft-band
X-ray luminosity (Fig. 7). We compared the results with pre-
dictions from SHAM models and can rule out a portion of the
parameter space (Fig. 8).

6.1. On the σ and σlog10M parameters

The σ parameter in the SHAM model is the scatter in the
abundance matching relation between the stellar mass of the
galaxy hosting the AGN and the AGN hard X-ray luminosity
(2−10 keV). The probability distribution function of the specific
accretion rate resulting from a broad range of stellar masses
of galaxies (that host AGNs) is close to a power law (with

slope −1) in the range 31.5 < log10(λSAR) < 33.5 (see Fig. 5 of
Comparat et al. 2019). The distribution obtained deviates from
the power law at high accretion rates. Indeed, the scatter induces
an exponential cutoff. The distribution at the faint end of the
function would require higher-resolution simulations to be pop-
ulated. The HOD results obtained here are compatible with those
of SHAM models if σ ∈ [0.8, 1.2] and incompatible for low val-
ues of σ < 0.5 (for the four-parameter HOD fit) or high values
(for the five-parameter HOD fit). Indeed, low values of σ induce
a steeper probability distribution function of the specific accre-
tion rate and are excluded by observations (Georgakakis et al.
2017). In the opposite regime, large values of σ induce a shallow
(tending to flat) probability distribution function of the specific
accretion rate when considering the entire population. In a sense,
the σ SHAM parameter is related to how broad the distribution
of the specific accretion rate and its slope is.

The σlog10 M parameter characterizes how broad the host
halo distribution is. It is related to the diversity of host galax-
ies and their stellar mass via the stellar-to-halo mass relation
(Moster et al. 2013; Behroozi et al. 2013). The relatively high
σlog10 M ∼ 1.3 parameter obtained indicates that the host halo
mass distribution and, thus, the host stellar mass distribution
are both broad. This is consistent with studies of the AGN
host-galaxy stellar mass function (Bongiorno et al. 2016). So, it
seems that both models point to the same general interpretation:
the distribution of host-galaxy stellar mass and that of the spe-
cific accretion rate are “broad”, which strengthens the validity of
direct observations of these distributions (Bongiorno et al. 2016;
Georgakakis et al. 2017), even if they might be subject to sys-
tematic effects in the measurement of the stellar mass of type 1
AGNs (Ciesla et al. 2015).

With the innermost lensing measurements, we measure the
baryonic lensing mass for this sample (M∗12) to be within 4×1010

and 3 × 1011 M�. From the mock catalog, we predict a broad
stellar mass distribution of AGN host galaxies with a median of
4 × 1010 M� and a large standard deviation of 0.6 dex. There-
fore, the SHAM method predicted a stellar mass smaller than
the HOD-inferred baryonic lensing mass; we find that interpre-
tations from the two models are consistent.

6.2. On the satellite occupation

As suggested in Leauthaud et al. (2015), the combination of
clustering and lensing best constrains satellite occupation statis-
tics. Compared to previous studies, here we take a signifi-
cant step forward. Satellite fractions inferred from clustering
studies are limited by the precision of redshift in the pres-
ence of broad-line AGNs, and for example Shen et al. (2013)
or Rodríguez-Torres et al. (2017) could not constrain it. Lens-
ing studies were limited by small numbers of X-ray-selected
AGNs (Leauthaud et al. 2015) and showed large uncertainties
in the satellite occupation statistics. By combining eFEDS with
HSC, we find a preference for low satellite fractions (HOD upper
limit is fsat < 20% and SHAM best fits are with fsat < 12%).
The HOD result shows a preference for a shallow satellite slope
(∼0.75) that is smaller than that measured for galaxy samples
(α ∼ 1−1.1 and fsat of 40% for galaxies with a stellar mass of
3 × 1010 M�; Zehavi et al. 2011; Zu & Mandelbaum 2015).

The low satellite fraction could, in part, be due to the
soft X-ray selection of the AGN. Indeed, satellite AGNs
could be obscured and only detectable in hard X-ray
or the infrared (Kocevski et al. 2015; Krumpe et al. 2018).
Krumpe et al. (2018) compared the cross-correlation functions
of Swift-BAT AGNs with 2MASS redshift survey galaxies
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Fig. 8. SHAM predictions plotted with the fitted HOD model 1σ contour of the four- and five-parameter HOD fit results. In the top-left panel, the
satellite fraction is fixed to 10%, and the σ parameter is varied. In the top-right panel, σ is fixed to 0.8, and the fsat is varied. In the bottom-left
(bottom-right) panel, shown as a function of σ and fsat, is the distance between the HOD predicted by SHAM models and the five-parameter
(four-parameter) HOD inferred from the observations. The dashed black line in the bottom-left panel corresponds to σ = 2 − fsat/10. When
compared to the five-parameter HOD fit, the bottom-left half, below the σ < 2 − fsat/10 line of the parameter space, is preferred. Compared to the
four-parameter HOD fit (bottom-right panel), the bottom-left half is also preferred. The dashed line represents σ = 2.4− fsat/10. The star identifies
the lowest distance model. Empty circles identify the six lowest distance models.

and their HODs. Since the Swift-BAT AGN sample is hard
(14−195 keV) X-ray-selected, it contains a larger fraction of
type 2 obscured AGNs than eROSITA-based samples. They find
clear suppression of the one-halo term in type 1 AGN cross-
correlation functions compared to type 2. The HOD analysis
shows α ∼ 1 for the type 2 AGN HOD, while that of the type 1
AGN was α . 0.6. Powell et al. (2018) obtained similar results.
A possible scenario causing the low α is the suppression of sub-
halo mergers in high velocity encounters in high mass halos
(Altamirano-Dévora et al. 2016; Oogi et al. 2020).

At low redshift, previous dynamical analyses of clusters
(Mhalo > 1014 M�) have shown that luminous X-ray-selected
AGNs are preferentially in-falling onto clusters and that the
cluster environment suppresses their X-ray activity (e.g.,
Haines et al. 2012; Ehlert et al. 2013, 2014). More recent
studies of AGN abundance as a function of cluster-centric radius

involving larger numbers of clusters confirmed this pic-
ture up to a redshift of 1 (Koulouridis et al. 2018;
Koulouridis & Bartalucci 2019; Mishra & Dai 2020). This
activity may in part be due to ram pressure feeding and
stripping (Poggianti et al. 2017a,b; Peluso et al. 2022) or to
close pair interaction of galaxy mergers (Koulouridis et al.
2013; Ehlert et al. 2015). Pimbblet et al. (2013) reached similar
conclusions using optically selected AGNs. An alternative
interpretation of the apparent shallow slope is therefore
that the satellite HOD slope is not shallow but rather the
satellite distribution profile within the dark matter halo does
not follow the mass density (Navarro-Frenk-White) profile
assumed in the HOD modeling. If the satellite distribution
is suppressed toward the outer (inner) part of the halo, the
ordinary HOD modeling would result in low (high) fitted α.
Indeed, it would appear as if the satellites were suppressed
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in high-mass halos with large virial radii. However, one
should be cautious as such interpretations are still a matter of
debate.

Petter et al. (2023) also find a low satellite fraction (between
5 and 20%) at redshift 1.4. But the luminous AGN fraction in
clusters was found to evolve (increase) rapidly with redshift
(Martini et al. 2013; Mishra & Dai 2020). We still lack a clear
picture of how AGNs are satellites of galaxy clusters. Upcoming
large samples of X-ray-selected clusters and AGNs with spec-
troscopic redshifts are key to settling this issue (Merloni et al.
2019; Finoguenov et al. 2019).

6.3. Triggering mechanism for soft X-ray AGNs in the cosmic
web

The general SHAM scheme applied to populate mock cata-
logs with AGNs satisfactorily accounts for the observations.
One important assumption made in the SHAM model is that
the assignment of an AGN to a galaxy is independent of the
environment: it ignores the properties of the neighboring halos.
It implies that, to the first order, the larger-scale environment,
beyond the galaxy host halo, is not the primary driver to
turn on the AGN. Instead, the local environment (within the
virial radius) – that is, the circumgalactic medium, the inter-
stellar medium, and the stellar populations – are likely more
decisive parameters. This is in agreement with the findings
of Yang et al. (2018a), Allevato et al. (2019), and Siudek et al.
(2023). It emphasizes internal processes and their role as AGN
triggers, for example, disc instabilities (e.g., Bournaud et al.
2011) or the presence of bars (e.g., Ohta et al. 2007).

The fact that the satellite slope is shallower than that of
galaxies with equivalent stellar masses means that the in-fall of
a satellite on a larger structure makes it less likely to host an
AGN; it is increasingly unlikely the larger the structure is. This
likely illustrates that the gas stripping from satellite galaxies in
deep potential wells suppresses AGNs. It is compatible with the
environment quenching mechanism described by Peng et al.
(2010, 2012).

6.4. Outlook

The eROSITA eFEDS observations constitute about 1% of the
full eROSITA All-Sky Survey (eRASS). This study paves the
way toward charting the coevolution of X-ray AGNs and their
host galaxies and dark matter halos.

In the coming decade, by combining eROSITA with
SDSS-V, 4MOST, and DESI (Dark Energy Spectroscopic
Instrument) spectroscopic redshifts (Kollmeier et al. 2017;
Merloni et al. 2019; DESI Collaboration 2016) and with LSST
(Vera C. Rubin Observatory 10-year Legacy Survey of Space
and Time) and Euclid lensing products, one will be able to carry
out a similar analysis over a larger area and on an extended red-
shift range, up to z = 1. Between eFEDS (120 deg2, z < 0.55)
and future analyses (13 000 deg2, z < 1), the comoving volume
will increase by a factor of 450, and HOD parameters should
be inferred to the percent level. We will accurately measure the
HODs as a function of host-galaxy properties and AGN proper-
ties with the aim of characterizing possible correlations between
HOD parameters and host-galaxy, AGN, and environmental
properties. With that, one should be able to unravel the role of
AGNs in shaping the galaxy population and its hot circumgalac-
tic medium (Hopkins et al. 2006; Comparat et al. 2022).

Complementary to HOD analysis are the direct or par-
tial correlations with host galaxy properties (see reviews from

Brandt & Yang 2022; Brandt & Alexander 2015). In recent
years, spectral energy distribution fitting has become dramat-
ically better at retrieving unbiased galaxy stellar parameters
of galaxies that host AGNs (e.g., Mountrichas et al. 2021;
Yang et al. 2022; Zou et al. 2022; Buchner et al., in prep.). The
upcoming Rubin Observatory LSST survey1 (Ivezić et al. 2019)
will provide deep multi-band imaging to be used to determine
host galaxy properties. In addition, the future Euclid2 imaging
space mission (Laureijs et al. 2011) will enable accurate mor-
phological measurements of AGN hosts on a significant frac-
tion of the extragalactic sky. Together they will allow the physics
of the connection between AGNs, host galaxy morphology, and
stellar properties to be charted (e.g., Yang et al. 2019; Ni et al.
2019) and provide further insight into the ecology of the cosmic
web of X-ray AGNs.

Acknowledgements. W.L. acknowledges the support from the National Key
R&D Program of China (2021YFC2203100), the 111 Project for “Observational
and Theoretical Research on Dark Matter and Dark Energy” (B23042), NSFC
(NO. 11833005, 12192224) as well as the Fundamental Research Funds for the
Central Universities (WK3440000006). M.K. is supported by the DFG grant KR
3338/4-1. T.M. is supported by UNAM-DGAPA PAPIIT 111319, 114423, and
CONACyT Ciencias Básica 252531. This work is based on data from eROSITA,
the soft X-ray instrument aboard SRG, a joint Russian-German science mis-
sion supported by the Russian Space Agency (Roskosmos), in the interests
of the Russian Academy of Sciences represented by its Space Research Insti-
tute (IKI), and the Deutsches Zentrum für Luft- und Raumfahrt (DLR). The
SRG spacecraft was built by Lavochkin Association (NPOL) and its subcon-
tractors, and is operated by NPOL with support from the Max Planck Insti-
tute for Extraterrestrial Physics (MPE). The development and construction of
the eROSITA X-ray instrument was led by MPE, with contributions from the
Dr. Karl Remeis Observatory Bamberg & ECAP (FAU Erlangen-Nuernberg),
the University of Hamburg Observatory, the Leibniz Institute for Astrophysics
Potsdam (AIP), and the Institute for Astronomy and Astrophysics of the Uni-
versity of Tübingen, with the support of DLR and the Max Planck Society. The
Argelander Institute for Astronomy of the University of Bonn and the Ludwig
Maximilians Universität Munich also participated in the science preparation
for eROSITA. The eROSITA data shown here were processed using the
eSASS/NRTA software system developed by the German eROSITA consortium.
The Hyper Suprime-Cam (HSC) collaboration includes the astronomical com-
munities of Japan and Taiwan, and Princeton University. The HSC instrumen-
tation and software were developed by the National Astronomical Observatory
of Japan (NAOJ), the Kavli Institute for the Physics and Mathematics of the
Universe (Kavli IPMU), the University of Tokyo, the High Energy Accelera-
tor Research Organization (KEK), the Academia Sinica Institute for Astron-
omy and Astrophysics in Taiwan (ASIAA), and Princeton University. Funding
was contributed by the FIRST program from the Japanese Cabinet Office, the
Ministry of Education, Culture, Sports, Science and Technology (MEXT), the
Japan Society for the Promotion of Science (JSPS), Japan Science and Technol-
ogy Agency (JST), the Toray Science Foundation, NAOJ, Kavli IPMU, KEK,
ASIAA, and Princeton University. This paper makes use of software developed
for Vera C. Rubin Observatory. We thank the Rubin Observatory for making their
code available as free software at http://pipelines.lsst.io. This paper is
based on data collected at the Subaru Telescope and retrieved from the HSC data
archive system, which is operated by the Subaru Telescope and Astronomy Data
Center (ADC) at NAOJ. Data analysis was in part carried out with the coop-
eration of Center for Computational Astrophysics (CfCA), NAOJ. We are hon-
ored and grateful for the opportunity of observing the Universe from Maunakea,
which has the cultural, historical and natural significance in Hawaii. Funding
for the Sloan Digital Sky Survey V has been provided by the Alfred P. Sloan
Foundation, the Heising-Simons Foundation, the National Science Foundation,
and the Participating Institutions. SDSS acknowledges support and resources
from the Center for High-Performance Computing at the University of Utah.
The SDSS website is www.sdss5.org. SDSS is managed by the Astrophysi-
cal Research Consortium for the Participating Institutions of the SDSS Collab-
oration, including the Carnegie Institution for Science, Chilean National Time
Allocation Committee (CNTAC) ratified researchers, the Gotham Participation
Group, Harvard University, Heidelberg University, The Johns Hopkins Uni-
versity, L’École polytechnique fédérale de Lausanne (EPFL), Leibniz-Institut
für Astrophysik Potsdam (AIP), Max-Planck-Institut für Astronomie (MPIA
Heidelberg), Max-Planck-Institut für Extraterrestrische Physik (MPE), Nanjing
University, National Astronomical Observatories of China (NAOC), New

1 https://www.lsst.org
2 https://www.cosmos.esa.int/web/euclid

A122, page 13 of 17

http://pipelines.lsst.io
www.sdss5.org
https://www.lsst.org
https://www.cosmos.esa.int/web/euclid


Comparat, J., et al.: A&A 673, A122 (2023)

Mexico State University, The Ohio State University, Pennsylvania State Uni-
versity, Smithsonian Astrophysical Observatory, Space Telescope Science Insti-
tute (STScI), the Stellar Astrophysics Participation Group, Universidad Nacional
Autónoma de México, University of Arizona, University of Colorado Boulder,
University of Illinois at Urbana-Champaign, University of Toronto, University
of Utah, University of Virginia, Yale University, and Yunnan University. Fund-
ing for the Sloan Digital Sky Survey IV has been provided by the Alfred P. Sloan
Foundation, the US Department of Energy Office of Science, and the Participat-
ing Institutions. SDSS acknowledges support and resources from the Center for
High-Performance Computing at the University of Utah. The SDSS website is
www.sdss.org. SDSS is managed by the Astrophysical Research Consortium
for the Participating Institutions of the SDSS Collaboration including the Brazil-
ian Participation Group, the Carnegie Institution for Science, Carnegie Mellon
University, Center for Astrophysics | Harvard & Smithsonian (CfA), the Chilean
Participation Group, the French Participation Group, Instituto de Astrofísica de
Canarias, The Johns Hopkins University, Kavli Institute for the Physics and
Mathematics of the Universe (IPMU)/University of Tokyo, the Korean Participa-
tion Group, Lawrence Berkeley National Laboratory, Leibniz Institut für Astro-
physik Potsdam (AIP), Max-Planck-Institut für Astronomie (MPIA Heidelberg),
Max-Planck-Institut für Astrophysik (MPA Garching), Max-Planck-Institut für
Extraterrestrische Physik (MPE), National Astronomical Observatories of China,
New Mexico State University, New York University, University of Notre Dame,
Observatório Nacional/MCTI, The Ohio State University, Pennsylvania State
University, Shanghai Astronomical Observatory, United Kingdom Participation
Group, Universidad Nacional Autónoma de México, University of Arizona, Uni-
versity of Colorado Boulder, University of Oxford, University of Portsmouth,
University of Utah, University of Virginia, University of Washington, University
of Wisconsin, Vanderbilt University, and Yale University.

References
Abdurro’uf, Accetta, K., Aerts, C., et al. 2022, ApJS, 259, 35
Aihara, H., AlSayyad, Y., Ando, M., et al. 2019, PASJ, 71, 114
Aird, J., Coil, A. L., Georgakakis, A., et al. 2015, MNRAS, 451, 1892
Allevato, V., Viitanen, A., Finoguenov, A., et al. 2019, A&A, 632, A88
Almeida, A., Anderson, S. F., Argudo-Fernández, M., et al. 2023, AAS J., sub-

mitted [arXiv:2301.07688]
Altamirano-Dévora, L., Miyaji, T., Aceves, H., et al. 2016, Rev. Mex. Astron.

Astrofis., 52, 11
Bartelmann, M., & Schneider, P. 2001, Phys. Rep., 340, 291
Behroozi, P., Wechsler, R., & Wu, H.-Y. 2013, ApJ, 762, 109
Berlind, A. A., & Weinberg, D. H. 2002, ApJ, 575, 587
Bernstein, G. M., & Jarvis, M. 2002, AJ, 123, 583
Blanton, M. R., Bershady, M. A., Abolfathi, B., et al. 2017, AJ, 154, 28
Bongiorno, A., Schulze, A., Merloni, A., et al. 2016, A&A, 588, A78
Bournaud, F., Dekel, A., Teyssier, R., et al. 2011, ApJ, 741, L33
Bradshaw, E. J., Almaini, O., Hartley, W. G., et al. 2013, MNRAS, 433, 194
Brandt, W. N., & Alexander, D. M. 2015, A&ARv, 23, 1
Brandt, W. N., & Yang, G. 2022, in Handbook of X-ray and Gamma-ray

Astrophysics, eds. C. Bambi & A. Santangelo (Springer Living Reference
Work), 78

Brunner, H., Liu, T., Lamer, G., et al. 2022, A&A, 661, A1
Buchner, J. 2021, J. Open Source Softw., 6, 3001
Bulbul, E., Liu, A., Pasini, T., et al. 2022, A&A, 661, A10
Cannon, R., Drinkwater, M., Edge, A., et al. 2006, MNRAS, 372, 425
Cappelluti, N., Ajello, M., Burlon, D., et al. 2010, ApJ, 716, L209
Chambers, K. C., Magnier, E. A., Metcalfe, N., et al. 2016, ArXiv e-prints

[arXiv:1612.05560]
Chilingarian, I., Borisov, S., Goradzhanov, V., et al. 2021, ArXiv e-prints

[arXiv:2112.04866]
Ciesla, L., Charmandaris, V., Georgakakis, A., et al. 2015, A&A, 576, A10
Comparat, J., Jullo, E., Kneib, J.-P., et al. 2013, MNRAS, 433, 1146
Comparat, J., Merloni, A., Salvato, M., et al. 2019, MNRAS, 487, 2005
Comparat, J., Merloni, A., Dwelly, T., et al. 2020a, A&A, 636, A97
Comparat, J., Eckert, D., Finoguenov, A., et al. 2020b, Open J. Astrophys., 3, 13
Comparat, J., Truong, N., Merloni, A., et al. 2022, A&A, 666, A156
Conroy, C., Wechsler, R. H., & Kravtsov, A. V. 2006, ApJ, 647, 201
Contreras, S., Angulo, R. E., & Zennaro, M. 2021, MNRAS, 504, 5205
Cooray, A., & Sheth, R. 2002, Phys. Rep., 372, 1
Coupon, J., Arnouts, S., van Waerbeke, L., et al. 2015, MNRAS, 449, 1352
Davis, M., & Peebles, P. J. E. 1983, ApJ, 267, 465
Dekel, A., & Lahav, O. 1999, ApJ, 520, 24
DESI Collaboration (Aghamousa, A., et al.) 2016, ArXiv e-prints

[arXiv:1611.00036]
Dey, A., Schlegel, D. J., Lang, D., et al. 2019, AJ, 157, 168
Donoso, E., Yan, L., Stern, D., & Assef, R. J. 2014, ApJ, 789, 44
Drinkwater, M. J., Byrne, Z. J., Blake, C., et al. 2018, MNRAS, 474, 4151

Driver, S. P., & Robotham, A. S. G. 2010, MNRAS, 407, 2131
Driver, S. P., Bellstedt, S., Robotham, A. S. G., et al. 2022, MNRAS, 513, 439
Dvornik, A., Hoekstra, H., Kuijken, K., et al. 2018, MNRAS, 479, 1240
Eckert, D., Gaspari, M., Gastaldello, F., Le Brun, A. M. C., & O’Sullivan, E.

2021, Universe, 7, 142
Ehlert, S., Allen, S. W., Brandt, W. N., et al. 2013, MNRAS, 428, 3509
Ehlert, S., von der Linden, A., Allen, S. W., et al. 2014, MNRAS, 437, 1942
Ehlert, S., Allen, S. W., Brandt, W. N., et al. 2015, MNRAS, 446, 2709
Favole, G., Comparat, J., Prada, F., et al. 2016, MNRAS, 461, 3421
Finoguenov, A., Merloni, A., Comparat, J., et al. 2019, The Messenger, 175, 39
Flaugher, B., Diehl, H. T., Honscheid, K., et al. 2015, AJ, 150, 150
Georgakakis, A., Nandra, K., Laird, E. S., Aird, J., & Trichas, M. 2008, MNRAS,

388, 1205
Georgakakis, A., Aird, J., Schulze, A., et al. 2017, MNRAS, 471, 1976
Georgakakis, A., Comparat, J., Merloni, A., et al. 2019, MNRAS, 487, 275
Gilli, R., Zamorani, G., Miyaji, T., et al. 2009, A&A, 494, 33
Gunn, J. E., Siegmund, W. A., Mannery, E. J., et al. 2006, AJ, 131, 2332
Guo, Q., White, S., Li, C., & Boylan-Kolchin, M. 2010, MNRAS, 404, 1111
Guzzo, L., Scodeggio, M., Garilli, B., et al. 2014, A&A, 566, A108
Haines, C. P., Pereira, M. J., Sanderson, A. J. R., et al. 2012, ApJ, 754, 97
Hickox, R. C., Jones, C., Forman, W. R., et al. 2009, ApJ, 696, 891
Hirata, C., & Seljak, U. 2003, MNRAS, 343, 459
Hopkins, P. F., Hernquist, L., Cox, T. J., et al. 2006, ApJS, 163, 1
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Appendix A: X-ray data analysis

A.1. X-ray mask

We used the region files created by eSASS/srctool to create
X-ray masks for point sources and extended sources (Liu et al.
2022c,a). Each source has its signal-to-noise ratio measured as
a function of radius (circular apertures). An optimal radius for
source extraction was found by maximizing the signal-to-noise
ratio given the local background surface brightness. We clipped
it to a minimum radius of 10′′ (MINIMUM_SOURCE_RADIUS
parameter) and a maximum radius of the 99% energy enclosed
fraction radius of the PSF. We used this maximum signal-to-
noise radius as a starting point to determine the area to be masked
around sources.

We measured the cross-correlation as a function of scale
between events (0.2−2.3 keV) and sources in the catalog. We
measured it for bins of the number of counts measured per source
in the detection band. The cross-correlation becomes constant
above a particular angular scale, which corresponds to a con-
servative masking radius of a source (with a given number of
counts), that is, its average imprint on the sky (see Fig. A.1,
top panels). For each cross-correlation curve, we measured the
radius at which its value is between 1.25 and two times that of
the constant values measured at large separations. This brack-
ets the masking radius within the black vertical error bars shown
in Fig. A.1 (bottom panels). We find that this cross-correlation
masking radius for point sources is, on average, 40 percent (20
for extended sources) larger than the eSASS/srctool radius of
maximum signal-to-noise (see Fig. A.1, bottom panels). The src-
tool mask is likely not conservative enough for our purpose.
For instance, the detection of a point source just beyond the
eSASS/srctool masking radius of another point source will
be subject to biases due to the residual events measured via
the cross-correlation. Though, if we followed the average mask-
ing radius suggested by the cross-correlation (Fig. A.1, bottom
panels), the large scatter in the relation between the maximum
signal-to-noise radius and the total number of counts would be
missed. So, to have a conservative mask that closely follows the
data, we multiplied the masking radii from eSASS/srctool by
a factor of 1.4 (this is more conservative than required for the
extended sources, but it simplifies the procedure). That way, the
masking radius will reach, on average, the line obtained from
the cross-correlation. Doing so ensures no remaining correlation
between the set of events outside the mask and the source cata-

log. We conservatively masked both point sources and extended
sources individually.

After applying the mask, we are left with 17,523 AGN can-
didates. Using the fraction of random points (see Sect. 2.1.5)
that fall in the masks, we estimated the area of the observed
X-ray sky effectively occupied by sources. In all, sources occupy
9.805 deg2 out of 141.97 deg2. Stars occupy 0.988 deg2, AGNs
6.914 deg2, and extended sources 2.057 deg2.

A.2. Random catalog

We used the sensitivity map produced by the eROSITA pipeline
Brunner et al. (eSASS, apetool 2022) with a parameter Pthres =
e−8 = 0.00033 (the Poisson probability threshold, below which
an excess of counts is considered a source), corresponding
to a detection likelihood of 8. It is a pixelated fits image of
size [0, 9000) × [0, 18000) that contains the sensitivity limit (in
counts). Each random point falls in a pixel of this map, and we
attached the corresponding count limit, Clim

X , to the random num-
ber. We drew a large set of redshift and X-ray fluxes ( fX , z) from
the AGN X-ray luminosity function projection to assign to each
random point (Aird et al. 2015; Comparat et al. 2019). It is sam-
pled down to 2 × 10−15 erg cm−2 s−1, a flux value at which the
area curve is smaller than 0.5 deg2. We converted the flux into an
expected number of counts,

CT expected = fx × ECF × EEF × texp + CT background, (A.1)

where the energy conversion factor is ECF = 1.164 × 1012. The
encircled energy fraction was set to EEF = 0.65. The exposure
time, texp, was obtained with the exposure map. The CT background

was obtained from the background map. We drew a random Pois-
son variable, Rv, for each CT expected. If this value exceeds the
count limit, Rv > Clim

X , the point is accepted in the random sam-
ple. We removed the shallower areas at the edge of the field
through a minimum exposure time threshold to minimize the
maximum offset between the normalized cumulative distribution
of the data sample and the random sample. We find that an 830-
second threshold minimizes the KS test values at 0.19% for right
ascension and 0.81% for declination. It removes ∼ 10 deg2. It is
sufficiently accurate to estimate clustering on the photometric
sample. After masking extended sources and stars and trimming
the low exposure time region, the total number of random points
remaining is 3,713,726.
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Fig. A.1. Cross-correlation between sources and events as a function of angular separation for extended (EXT, top-left panel) and point-like (PS,
top-right panel) X-ray sources. The lower panels show the masking radius vs. log10 of the counts measured. The average masking radius obtained
with the cross-correlation is shown with the black line. The masking radius obtained with eSASS/srctool for individual sources is systematically
lower than the black line. Its best-fit polynomial (dashed blue line) is multiplied by 1.2 (extended sources) or 1.4 (point sources) to align with the
black line.
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