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Frequency Response
and Transfer Functions
of Large Self-Similar Networks
Large-scale dynamical systems, no matter whether possessing interconnected appearan-
ces, are frequently modeled as networks. For instance, graphs, multi-agent systems, and
materials’ intricate behaviors are often treated as networked dynamical systems. How-
ever, only a few studies have approached the problem in the frequency domain, mostly
due to the complexity of evaluating their frequency response. That gap is filled by this
paper, which proposes algorithms computing a general class of self-similar networks’
frequency response and transfer functions, no matter they are finite or infinite, damaged
or undamaged. In addition, this paper shows that for infinite self-similar networks, even
when they are damaged, fractional-order and irrational dynamics naturally come into
sight. Most importantly, this paper illustrates that for a network under different operating
conditions, its frequency response would form a set of neighboring plants, which sets the
basis of applying robust control methods to dynamic networks.
[DOI: 10.1115/1.4054645]

1 Introduction

Networked dynamical systems are ubiquitous, the study of
which mainly arises from the following three aspects: graphs,
multi-agent systems and materials’ intricate behaviors. The study
about graphs is often linked with graph theory, whose starting
point is usually credited to Euler’s solution to the K€onigsberg
Bridge Problem [1]. According to a detailed review [2], the pri-
mary goal of this field is to understand the structure and function
of complex networks, where the empirical studies of the former,
the structure of real-life networks, are the outset of this research
area. Those networks include social networks [3], information net-
works like the World Wide Web [4], technological networks like
cellular networks [5], and biological networks [6]. The focus of
those empirical studies at first was to quantify a number of statisti-
cal properties of networks being important for their function,
which gradually unveiled that many statistical properties are com-
monly shared by networks from different domains. That observa-
tion of nonrandomness among networks from various origins later
led to a number of abstract mathematical models, such as random
graphs [7], Markov graphs [8], small-world models [9], and mod-
els of network growth [10]. The ongoing focus of this research
domain mostly shifts to explanations of processes occurring on
networks via those mathematical models, for example, search and
navigation processes, and network transmission and epidemiology
[11].

As for the researchers in robotics, the most heavily investigated
topic about networked dynamical systems is multi-agent systems.
The objective for this discipline is to design a strategy for two or
more agents to achieve a global task in a cooperative manner [12].
One example global task is consensus problems where the states
of all robots are asked to converge to the same value [13]. Multi-
agent systems have at least two outstanding advantages over
single-agent systems. First, multi-agent systems are more robust
in the sense that if a few agents fail, the other agents could quickly
adapt the situation to continue finishing the global task. Second,
multi-agent systems can cover a much larger physical area simul-
taneously, or equivalently, execute an involved task in a tempo-
rally parallel manner. The above two benefits result in a wide

spectrum of applications, such as search and rescue [14], distrib-
uted map merging [15], collective transport [16], clock synchroni-
zation [17], sensor fusion [18], localization [19], distributed
support vector machine [20], and distributed air-conditioning opti-
mization [21]. The continuing emphases include incorporation
between network topologies and agent dynamics, rigid formations
in three-dimensional space, and fully autonomous and distributed
multi-agent systems.

Approximating intricate dynamical systems by using networks
also attracts significant attention, which, however, can be easily
neglected by researchers concentrating on networks since those
systems usually do not possess networked appearances. For
instance, a long electrical transmission line can be estimated by an
electrical network where electrical properties like resistance are
lumped at each section [22], which is often used to model railway
track circuits with the purpose of detecting whether a certain por-
tion of a track is occupied [23–25]. A closely related equivalent is
the representation of a multistory building as a shear-frame struc-
ture where a pair of parallel spring and damper connecting two
neighboring masses resembles the shearing motion between two
adjacent floors, which is often employed in structural vibration
control [26–29]. Another class of applications falling into this
classification is about reproducing materials’ complicated behav-
ior through large-scale networks. For a wide range of composite
materials, one prominent phenomenon is that the magnitude of
their overall admittance is always in a power-law scaling relation
with the frequency under the alternating current field within an
intermediate frequency region, which is called the universal
dielectric response, proposed by Jonscher [30,31]. To date, there
is no agreement on the origins of such response. However, it is
possible to reproduce that phenomenon by using random
resistor–capacitor networks and show that the ratio of quantities
between resistors and capacitors determines the slope of that
power-law relation [32–34]. Interestingly, the same fact is also
observed from random biphasic mechanical truss networks, which
are constituted by springs with two different constants [35].

Some examples of using frequency-domain methods for
dynamic networks include [36] which models and simulates
power systems in the frequency domain. The paper [37] models
multi-agent systems composed of distributed controllers in the fre-
quency domain. The study [38] designs and analyzes a resilient
consensus controller for multi-agent systems in the frequency
domain. However, in contrast to plentiful works on dynamic net-
works from various disciplines aforementioned, the number of
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studies which apply frequency-domain methods to dynamic net-
works in literature is low. Moreover, those existing works often
focus on a specific network, and none of them has considered
modeling a general class of dynamic networks from the perspec-
tive of the frequency-domain, mostly due to the complexity of
computing their frequency response. Therefore, there is a gap
between available frequency-domain tools and the fact that those
tools are rarely applied to large-scale networks. That gap is filled
by this paper, which shows that problem is tractable once self-
similarities are leveraged and that the resultant outcomes have
potential to be further employed in dynamic networks’ simulation,
health monitoring and control. One mathematical novelty of this
work is it provides specific examples, that is infinite dynamic net-
works, where fractional and irrational transfer functions naturally
come to light. That offers possibilities for understanding the phys-
ical meaning of fractional-order derivatives and implicit operators
in the future.

Fractional and irrational dynamics naturally emerge from com-
plex systems and systems with memory. For instance, a previous
paper from the second author [39] models unidirectional vibra-
tions as fractional systems through infinite mechanical networks.
Fractional-order controllers are implemented on irrational large-
scale systems in Ref. [40]. The work [41] proposes general ways
of approximating fractional dynamics to model power law type
long memory behavior. The paper [42] studies Newton’s second
law where the external force has a memory effect through frac-
tional integrations. The fact that infinite self-similar networks’
transfer functions are very likely to be fractional or irrational as
shown by this paper adds another example.

Specifically, this paper proposes four algorithms computing the
dynamics of a general class of networked dynamical systems in
the following four situations:

(1) Frequency response for finite networks,
(2) Transfer functions for finite networks,
(3) Frequency response for infinite networks, and
(4) Transfer functions for infinite networks.

Here, a transfer function refers to the analytical expression of
G(s) which describes a system’s behavior through the ratio of the
output signal to its input signal in the frequency domain. Its corre-
sponding frequency response is obtained by sampling G(s) at a
sequence of angular frequencies x, i.e., GðjxÞ.

The rest of this paper is structured as follows. Section 2 lists
assumptions for that general class of networks to which the mod-
eling methods in this paper are applicable. In addition, it also
delineates the preliminaries such as notation used in this paper.
Section 3 discusses recurrence formulas, which are the core of all
modeling algorithms. Section 4 talks about the two algorithms
regarding finite networks. Section 5 briefly introduces how to
evaluate infinite networks’ dynamics in a special case, which is
also a foundation of calculating all infinite networks’ frequency
response and transfer functions in this paper as showcased by Sec.
6. Section 7 discusses the impact of knowing dynamic networks’
frequency response and transfer functions from three aspects.
Finally, Sec. 8 suggests future works and concludes this paper.

2 Assumptions and Preliminaries

For a network to be qualified for the approach proposed in this
paper, it must satisfy the following assumptions.

(A-1) The network is one-dimensional.
(A-2) The network is self-similar. That is, its topology is invariant

throughout all generations.
(A-3) All components within the network are connected either in

series or in parallel.
(A-4) All components are linear and time-invariant, such as

dampers, capacitors, or transfer function blocks.
(A-5) For infinite networks only: The network has a finite number

of damaged components.

(A-6) For infinite networks only: The network’s undamaged
transfer function can be obtained.

Note that the first four assumptions from (A-1) to (A-4) are for
both finite and infinite networks, whereas the last two assumptions
(A-5) and (A-6) are for infinite networks only. The scope of this
paper is limited to single-input, single-output, linear, time-
invariant dynamical networks, which is the main reason behind
the assumptions (A-1) and (A-4). Both assumptions (A-2) and
(A-3) are related to whether we can deduce a dynamical network’s
recurrence formula, which is the key part of our modeling method
as introduced in Sec. 3. The assumptions (A-5) and (A-6) charac-
terize the infinite networks to which the proposed method can be
applied. As explained in Secs. 5 and 6, if either of those two
assumptions fails, the proposed method cannot be employed to
compute that infinite network’s transfer function or frequency
response.

The definition of a damaged network and an undamaged net-
work is established as follows: For instance, there is a network
consisting of five springs and five dampers, denoted as k1 to k5
and b1 to b5. Each type of component has its undamaged constant,
indicated by the undamaged spring constant k and the undamaged
damper constant b. Then, when that network is undamaged, all
components’ constants are same as their corresponding undam-
aged ones, i.e., 8i ¼ 1;…; 5, ki¼ k, and bi¼ b. Otherwise, that
network is damaged, in which situation a pair of two lists ðl; eÞ is
employed to represent a specific damage case. The letter l is the
list of damaged components, and e is the corresponding damage
amounts. For example

ðl; eÞ ¼ ð½k1; b2�; ½0:3; 0:4�Þ

designates the damage case where k1 ¼ 0:3k and b2 ¼ 0:4b, while
all the other springs and dampers have unchanged stiffness and
damping constants. Note that, in fact, ðl; eÞ can also denote the
undamaged case. In all modeling algorithms in this paper, the
undamaged case is indicated by empty lists l and e.

The nomenclature of frequency response and transfer function
used in this paper is listed as follows:

G(s) is a general transfer function in Laplace variable s.
GðjxÞ is the corresponding frequency response sampled at a
sequence of angular frequencies x.
GrðsÞ is the recurrence formula for a self-similar network intro-
duced in Sec. 3.
GsiðsÞ is the transfer function for the ith subnetwork inside a
self-similar network also introduced in Sec. 3.
G1ðsÞ is the transfer function when a network only has one gen-
eration first used in Sec. 4.
Gg;ðl;eÞð�Þ is designated for a specific configuration of a network.
The positive integer g denotes the number of generations inside
a network. When that network is infinitely large, g ¼ 1. The
pair of two lists ðl; eÞ indicates a particular damage case. When
that network is undamaged, ðl; eÞ is simply replaced by ø.

Next, the three example networks, which are used throughout
this paper, are introduced to showcase that a vast range of net-
worked dynamical systems could leverage the methods proposed
in this dissertation. The first example is the mechanical tree net-
work as shown in Fig. 1, which has been used to model the relaxa-
tion of the aortic valve [43] and materials’ viscoelastic behaviors
[44] in literature. In any numerical computations in this disserta-
tion, the undamaged constants are assumed to be k ¼ 2N=m and
b ¼ 1Ns=m. The dynamics of interest is the ratio of its length X1;1

to the force exerted at x1;1, F, in the frequency domain.
The second example is the electrical ladder network as shown

in Fig. 2, which is used to approximate electrical transmission
lines in literature [22–25]. Its counterpart constructed by mechani-
cal components is also utilized to approximate structures like
buildings and bridges [26–29]. The undamaged constants are
r1 ¼ 10X; r2 ¼ 1kX, and c ¼ 100lF. When undamaged,
8i 2 Z

þ; ri;1 ¼ r1; ri;2 ¼ r2, and ci¼ c. The dynamics of interest
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is the input impedance Vin=Iin in the frequency domain. Note that
in order to save some space, we ignore series inductance in this
paper. An example with series inductance can be found in the first
author’s dissertation [45], where it is also found that our result
converges to the result given by the telegrapher equations as the
length of subnetworks decreases.

The third example is the mechanical ladder network as shown
in Fig. 3. The significance of this example is that it includes non-
zero masses and proportional-integral-derivative controller
blocks, which is designed purposefully to exhibit the methods pro-
posed in this paper have potentials to impact physical systems
such as multi-agent structures. In fact, this example can be viewed
as a line of vehicles moving together in the same direction where
the separation between every two neighboring cars is maintained
by a proportional-integral-derivative controller. In addition, every
vehicle follows the speed of the leading vehicle (mlast) through a
damper-like controller. All masses are assumed to be 1 kg. More-
over, the undamaged constants are kp ¼ 10N=m; ki ¼ 0:5N=ms;
kd ¼ 2N � s=m, and b ¼ 1 � Ns=m. The dynamics of interest is the
ratio of the entire line’s length X to the disturbance at the m1, F, in
the frequency domain.

It is worth noting that the dynamics of interest are all at the
ends in the aforementioned three examples. In fact, frequency
response and transfer functions between any two nodes inside a
dynamic network obeying the assumptions (A-1) to (A-6) can be
obtained by the modeling algorithms illustrated in this paper. Fur-
thermore, the methods proposed in this paper do not depend on
the value of those assumed undamaged constants.

3 Recurrence Formula

In this paper, a recurrence formula for a self-similar network is
defined as a frequency-domain equation relating its overall
dynamics to its subnetworks’ dynamics. As we shall see later,
recurrence formulas form the core of all four modeling algorithms
proposed in this paper. The construction of recurrence formulas is
exemplified through the aforementioned three examples. The key
idea is to derive a network’s transfer function assuming that all of
its subnetworks’ transfer functions are known.

For the mechanical tree network in Fig. 1, the transfer functions
of two subnetworks are assumed to be available. That is

Gs1 sð Þ ¼ X2;1 sð Þ
F1 sð Þ

Gs2 sð Þ ¼ X2;2 sð Þ
F2 sð Þ

where F1ðsÞ þ F2ðsÞ ¼ FðsÞ. The corresponding illustration is
shown in Fig. 4. When the first generation is taken into account,
the forces F1ðsÞ and F2ðsÞ have their specific representations,
which are

F1ðsÞ ¼ k1;1ðX1;1ðsÞ � X2;1ðsÞÞ
F2ðsÞ ¼ b1;1sðX1;1ðsÞ � X2;2ðsÞÞ

The above two equations lead to that

X1;1 sð Þ
F1 sð Þ ¼ 1

k1;1
þ Gs1 sð Þ

X1;1 sð Þ
F2 sð Þ ¼ 1

b1;1s
þ Gs2 sð Þ

Then

X1;1 sð Þ
F sð Þ ¼ X1;1 sð Þ

F1 sð Þ þ F2 sð Þ

¼ 1

1

1

k1;1
þ Gs1 sð Þ

þ 1

1

b1;1s
þ Gs2 sð Þ

Note that X1;1ðsÞ=FðsÞ represents the dynamics of the entire
mechanical tree network. As a result, the recurrence formula for
the mechanical tree network is

Gr sð Þ ¼ 1

1

1

k1;1
þ Gs1 sð Þ

þ 1

1

b1;1s
þ Gs2 sð Þ

¼ k1;1b1;1sGs1Gs2 þ k1;1Gs1 þ b1;1sGs2 þ 1

k1;1b1;1s Gs1 þ Gs2ð Þ þ k1;1 þ b1;1s
(1)

Fig. 1 Mechanical tree network

Fig. 2 Electrical ladder network

Fig. 3 Mechanical ladder network
Fig. 4 A simplified version of the mechanical tree network in
Fig. 1 used to derive its recurrence formula
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Note that Eq. (1) actually directly follows the series and parallel
connecting rules of idealized mechanical components since no
masses are involved.

For the electrical ladder network in Fig. 2, the input impedance
of its subnetwork is assumed to be known, which is indicated by

Gs1 sð Þ ¼ V1 sð Þ
I1 sð Þ

The illustration of that is shown in Fig. 5. The derivation of its
recurrence formula is similar to that of the mechanical tree net-
work’s. Therefore, that is omitted here. The result is directly led
by the series and parallel connection rules of idealized electrical
components (or, by the concept of equivalent impedance), i.e.,

Gr sð Þ ¼ Vin sð Þ
Iin sð Þ ¼ r1;1 þ

1

1

r1;2
þ c1sþ

1

Gs1 sð Þ

¼ r1;1r1;2c1sþ r1;1 þ r1;2ð ÞGs1 sð Þ þ r1;1r1;2

r1;2c1sþ 1ð ÞGs1 sð Þ þ r1;2
(2)

For the mechanical ladder network in Fig. 3, the dynamics of
the subnetwork is again assumed to be known, where

Gs1 sð Þ ¼ Xs sð Þ
Fs sð Þ

as shown in Fig. 6. Similar to the mechanical tree network, when
the first generation is taken into account, the force FsðsÞ is deter-
mined by the controller block PID1. Hence

Gs1 sð Þ ¼ Xs sð Þ

kp1 þ
ki1

s
þ kd1s

� �

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

K1 sð Þ

X1 sð Þ
¼ Xs sð Þ

K1 sð ÞX1 sð Þ

Next, assume that mlast is always moving at a constant speed. That
can be achieved when the disturbance f(t) has negligible impacts
on mlast, e.g., f(t) is small, or the mechanical ladder network pos-
sesses many generations, or mlast has an external controller to
maintain its constant speed. From Newton’s second law of
motion, at m1

m1s
2ðX1ðsÞ þ XsðsÞÞ
¼ FðsÞ � K1ðsÞX1ðsÞ � b1sðX1ðsÞ þ XsðsÞÞ

which leads to

ðm1s
2 þ b1sþ K1ðsÞÞX1ðsÞ þ ðm1s

2 þ b1sÞXsðsÞ ¼ FðsÞ

Because XsðsÞ ¼ Gs1ðsÞK1ðsÞX1ðsÞ, we then have the following
two equations:

m1s
2 þ b1s

� �

Gs1K1 þ 1ð Þ þ K1

� �

X1 sð Þ ¼ F sð Þ

m1s
2 þ b1sð Þ Gs1K1 þ 1ð Þ þ K1

Gs1K1

Xs sð Þ ¼ F sð Þ

Finally, the recurrence formula of the mechanical ladder network
is given by

Gr sð Þ ¼ X sð Þ
F sð Þ ¼

X1 sð Þ þ Xs sð Þ
F sð Þ

¼ Gs1 sð ÞK1 sð Þ þ 1

m1s2 þ b1sð Þ Gs1 sð ÞK1 sð Þ þ 1ð Þ þ K1 sð Þ (3)

4 Finite Networks

In this section, the two algorithms of computing frequency
response and transfer functions for finite self-similar networked
dynamical systems are presented. Then, in Sec. 4.3, the correct-
ness of the results is verified.

The main idea is simply using a network’s recurrence formula
from the first generation repeatedly until the last one. However,
the tricky part is correctly substituting the corresponding compo-
nents’ constants into their respective iterations. Therefore, the
algorithms in this paper leverage a recursive process to assure that
aspect of correctness.

4.1 Frequency Response. The algorithm to compute the fre-
quency response of a self-similar finite dynamic network is listed
in Algorithm 1.

Algorithm 1 Pseudo-code of computing finite networks’ fre-
quency response. It computes the frequency response G at the
angular frequency w for a finite network with nG number of gener-
ations given its damage case (l,e) and the undamaged constants
undCst.

1: function G¼freqFin(l,e,undCst,w,nG)

2: s¼1j*w;
3: [l1,e1,lS,eS]¼partition(l,e);
4: g1Cst¼getG1Cst(l1,e1,undCst);
5: if nG ¼¼ 1 then
6: G¼G1(g1Cst,s);
7: else
8: nG¼nG-1;
9: for idx from 1 to nS do
10: GS[idx]¼freqFin(lS[idx],eS[idx],
11: undCst,w,nG);
12: end for
13: G¼Gr(g1Cst,GS,s);
14: end if

The algorithm starts with the partition() function, which
splits the damage case of the entire network (l,e) into two
groups. The first group is the damage case at the first generation
(l1,e1). The other group contains all damage cases for subnet-
works, where the damage case (lS[idx],eS[idx]) is with
respect to the idx-th subnetwork. As a concrete example, for the
mechanical tree network in Fig. 1, suppose its damage case is

Fig. 5 A simplified version of the electrical ladder network in
Fig. 2 used to derive its recurrence formula

Fig. 6 A simplified version of the mechanical ladder network
in Fig. 3 used to derive its recurrence formula
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ðl;eÞ ¼ ð½k1;1; b2;1; k3;2; b3;3�; ½0:1; 0:2; 0:3; 0:4�Þ

Then, the partition() function returns the following results:

ðl1;e1Þ ¼ ð½k1;1�; ½0:1�Þ
ðlS½1�;eS½1�Þ ¼ ð½b1;1; k2;2�; ½0:2; 0:3�Þ
ðlS½2�;eS½2�Þ ¼ ð½b2;1�; ½0:4�Þ

Note that the indices of the components in lS are with respect to
their corresponding subnetworks. That is the reason why b2;1 in l

is converted to b1;1 in lS [1]. Then, the damage case at the first
generation (l1,e1) is used to compute the values of constants at
the first generation g1Cst by the getG1Cst() function. For the
above example, g1Cst includes that

k1;1 ¼ 0:1 k ¼ 0:2N=m and b1;1 ¼ b ¼ 1N � s=m

Then, the algorithm breaks into two parts determined by the cri-
terion if the network has only one generation, i.e., nG ¼ 1. If so,
the result is directly returned by the G1() function given the con-
stants at the first generation. It is worth noting that case is also the
base case of the entire recursive procedure. The computations in
the G1() function can be easily derived. For the mechanical tree
network, it is

G1 sð Þ ¼ 1

k1;1 þ b1;1s
(4)

For the electrical ladder network, it is

G1 sð Þ ¼ r1;1 þ
1

1

r1;2
þ c1s

¼ r1;1r1;2c1sþ r1;1 þ r1;2

r1;2c1sþ 1
(5)

For the mechanical ladder network, it is

G1 sð Þ ¼ 1

m1s2 þ b1sþ K1 sð Þ (6)

If the network has more than one generation, i.e., nG > 1, the
algorithm recursively calls itself for each of its subnetworks to
compute their frequency responses. Those frequency responses
are then used to compute the final result, that is the frequency
response of the entire network, through those recurrence formulas
implemented in the Gr() function.

Note that Algorithm 1 is less likely to cause mistakes as
opposed to manually inserting the values of components’ con-
stants within a large network at every iteration of computation. As
long as Algorithm 1 is coded correctly, that type of error would
not occur. Another advantage of Algorithm 1 is its adaptability. It
can deal with all finite dynamic networks satisfying the assump-
tions from (A-1) to (A-4) in Sec. 2.

The frequency response of the three examples under some spe-
cific situations acquired by Algorithm 1 is shown in Figs. 7–9.
Note that Algorithm 1 is also able to compute frequency response
of an undamaged finite network, in which case the input argu-
ments l and e should be two empty lists.

4.2 Transfer Functions. This section proposes an algorithm
for computing transfer functions of finite dynamic networks that
satisfy the assumptions (A-1) to (A-4) in Sec. 2. The recursive
structure of the algorithm in this section is same as that of Algo-
rithm 1. The difference is that the algorithm in this section does
not depend on angular frequencies w, and it purely operates on the
coefficients of transfer functions. That is guaranteed by the equiv-
alence between polynomial multiplications and tensor convolu-
tions. Therefore, in what follows, that equivalence is reviewed
first.

4.2.1 Equivalence Between Polynomial Multiplication and
Tensor Convolution. Here, only vector convolutions and matrix
convolutions are reviewed, since they cover all three examples
appearing in this paper. However, note that the equivalence is
actually satisfied for all finite dimensional tensors.

� In the case of vector convolution, C ¼ A � B is defined as

CðkÞ ¼
X

p

AðpÞBðk � pþ 1Þ

where p runs over all values that lead to legal subscripts of A(p)
and Bðk � pþ 1Þ. For two univariate polynomials

Fig. 7 Frequency response for two 15-generation mechanical
tree networks. The blue curve is for the undamaged case,
G15;ø(jx). The red dashed curve is for a damage case,
G

15;(l;e)(jx), where (l,e)5 (½k2;1; k2;2;b3;1�; ½0:1;0:2;0:3�).

Fig. 9 Frequency response for two 15-generation mechanical
ladder networks. The blue curve is for the undamaged case,
G15;ø(jx). The red dashed curve is for a damage case,
G

15;(l;e)(jx), where (l ;e)5 (½kp2; ki2; kd2�; ½0:1;0:1;0:1�).

Fig. 8 Input impedance for two 15-generation electrical ladder
networks. The solid curve is for the undamaged case, G15;ø(jx).
The dashed curve is for a damage case, G

15;(l ;e)(jx), where
(l ;e)5 (½r2;2�; ½0:1�).
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aðxÞ ¼ a1x
nA�1 þ a2x

nA�2 þ � � � þ anA
bðxÞ ¼ b1x

nB�1 þ b2x
nB�2 þ � � � þ bnB

their coefficient vectors are defined as

A ¼ ½ a1 a2 � � � anA �
B ¼ ½ b1 b2 � � � bnB �

It can be shown that the vector convolution of A and B,
C ¼ A � B, is the coefficient vector of the corresponding univari-
ate polynomial multiplication

cðxÞ ¼ aðxÞbðxÞ

� In the case of matrix convolution, C ¼ A � B, is defined as

Cðj; kÞ ¼
X

p

X

q

Aðp; qÞBðj� pþ 1; k � qþ 1Þ

where p and q run over all values that lead to legal subscripts of
A(p, q) and Bðj� pþ 1; k � qþ 1Þ. For two bivariate
polynomials

aðx; yÞ ¼ a1;1x
nA�1y0 þ � � � þ a1;nAx

0ynA�1

þ a2;2x
nA�2y0 þ � � � þ a2;nAx

0ynA�2

þ � � � þ anA;nAx
0y0

bðx; yÞ ¼ b1;1x
nB�1y0 þ � � � þ b1;nBx

0ynB�1

þ b2;2x
nB�2y0 þ � � � þ b2;nBx

0ynB�2

þ � � � þ bnB;nBx
0y0

their coefficient matrices are defined as

A ¼

a1;1 a1;2 � � � a1;nA�1 a1;nA

0 a2;2 � � � a2;nA�1 a2;nA

0 0 � � � a3;nA�1 a3;nA

� �
.
.

.
� �

0 0 � � � 0 anA ;nA

2

6
6
6
6
6
6
6
6
6
6
4

3

7
7
7
7
7
7
7
7
7
7
5

B ¼

b1;1 b1;2 � � � b1;nB�1 b1;nB

0 b2;2 � � � b2;nB�1 b2;nB

0 0 � � � b3;nB�1 b3;nB

� �
.
.

.
� �

0 0 � � � 0 bnB ;nB

2

6
6
6
6
6
6
6
6
6
6
4

3

7
7
7
7
7
7
7
7
7
7
5

It can be shown that the matrix convolution of A and B,
C ¼ A � B, is the coefficient matrix of the corresponding bivariate
polynomial multiplication

cðx; yÞ ¼ aðx; yÞbðx; yÞ

Additionally, a related new operator for additions between two
coefficient vectors and matrices is defined here. The operator �
can be applied between two coefficient vectors or matrices with
different dimensions. The result of that should be consistent with
the addition between two univariate or bivariate polynomials.
Two examples are provided as follows.

� In the case of between two coefficient vectors

½ a1 a2 a3 �� ½ b1 b2 � ¼ ½ a1 a2 þ b1 a3 þ b2 � (7)

� In the case of between two coefficient matrices

a1;1 a1;2

0 a2;2

" #

�

b1;1 b1;2 b1;3

0 b2;2 b2;3

0 0 b3;3

2

6
6
4

3

7
7
5

¼
b1;1 b1;2 b1;3

0 a1;1 þ b2;2 a1;2 þ b2;3

0 0 a2;2 þ b3;3

2

6
6
4

3

7
7
5

(8)

4.2.2 Algorithm for Transfer Functions. The computation of
finite networks’ transfer functions is based on the observation as
follows. Recall that the computation of a finite network’s fre-
quency response repeatedly uses its recurrence formula GrðsÞ
starting with the transfer function when it only has one generation,
G1ðsÞ. Moreover, note that both GrðsÞ and G1ðsÞ are rational
expressions where the numerator and denominator of both are pol-
ynomials in the Laplace variable s. Therefore, the result of com-
bining them together, that is a finite network’s transfer function, is
also a rational expression of s. Hence, the coefficient vectors of
both its numerator and denominator can be obtained directly,
which leads to the analytical expression of a finite network’s
transfer function.

For the mechanical tree example, its one-generation transfer
function G1ðsÞ in Eq. (4) can be converted to two coefficient vec-
tors for the numerator and denominator, cN1 and cD1, where

cN1 ¼ ½ 1 �
cD1 ¼ ½ b1;1 k1;1 �

Define the transfer functions of two subnetworks as

Gs1 sð Þ ¼ Ns1 sð Þ
Ds1 sð Þ ; and Gs2 sð Þ ¼ Ns2 sð Þ

Ds2 sð Þ

Substituting them into the recurrence formula in Eq. (1) leads to

GrðsÞ ¼
k1;1b1;1sNs1Ns2 þ k1;1Ns1Ds2 þ b1;1sNs2Ds1 þ Ds1Ds2

k1;1b1;1s Ns1Ds2 þ Ns2Ds1ð Þ þ k1;1 þ b1;1sð ÞDs1Ds2

Therefore, if the coefficient vectors for the two subnetworks are
defined as cNs1; cDs1; cNs2, and cDs2, then, its recurrence formula
GrðsÞ in Eq. (1) can be converted to the following two equations
which only operate on the coefficients:

cNr ¼ ½ k1;1b1;1 0 � � cNs1 � cNs2�½ k1;1 � � cNs1 � cDs2
�½ b1;1 0 � � cNs2 � cDs1�cDs1 � cDs2 (9)

cDr ¼ ½ k1;1b1;1 0 � � ðcNs1 � cDs2�cNs2 � cDs1Þ
�½ b1;1 k1;1 � � cDs1 � cDs2 (10)

where the operator � means vector convolutions, and � is defined
as the addition between two coefficient vectors according to
Eq. (7).

Similar procedures can be applied to the other two examples.
For the electrical ladder network, its one-generation transfer func-
tion G1ðsÞ in Eq. (5) can be converted to

cN1 ¼ ½ r1;1r1;2c1 r1;1 þ r1;2 �
cD1 ¼ ½ r1;2c1 1 �

and its recurrence formula GrðsÞ in Eq. (2) can be converted to

cNr ¼ ½ r1;1r1;2c1 r1;1 þ r1;2 � � cNs1 � r1;1r1;2cDs1 (11)

081007-6 / Vol. 144, AUGUST 2022 Transactions of the ASME

D
o
w

n
lo

a
d
e
d
 fro

m
 h

ttp
://a

s
m

e
d
ig

ita
lc

o
lle

c
tio

n
.a

s
m

e
.o

rg
/d

y
n
a
m

ic
s
y
s
te

m
s
/a

rtic
le

-p
d
f/1

4
4
/8

/0
8
1
0
0
7
/6

8
8
8
1
1
8
/d

s
_
1
4
4
_
0
8
_
0
8
1
0
0
7
.p

d
f b

y
 U

n
iv

e
rs

ity
 O

f N
o
tre

 D
a
m

e
 u

s
e
r o

n
 1

3
 J

u
ly

 2
0
2
3



cDr ¼ ½ r1;2c1 1 � � cNs1 � r1;2cDs1 (12)

For the mechanical ladder network, its one-generation transfer
function G1ðsÞ in Eq. (6) can be converted to

cN1 ¼ ½ 1 0 �
cD1 ¼ ½m1 b1 þ kd1 kp1 ki1 �

and its recurrence formula GrðsÞ in Eq. (3) can be converted to

cNr ¼ ½ kd1 kp1 ki1 � � cNs1 � ½ 1 0 � � cDs1
cDr ¼ ½m1 b1 0 � � ½ kd1 kp1 ki1 � � cNs1

� ½m1 b1 þ kd1 kp1 ki1 � � cDs1

Finally, the pseudo-code of computing finite networks’ transfer
functions is listed in Algorithm 2.

Algorithm 2 Pseudo-code of computing finite networks’ trans-
fer function. It computes the coefficient vectors cN and cD of an
nG-generation network’s transfer function given its damage case
(l,e) and the undamaged constants undCst.

1: function [cN,cD]¼tranFin(l,e,undCst, nG)
2: [l1,e1,lS,eS]¼partition(l,e);
3: g1Cst¼getG1Cst(l1,e1,undCst);
4: if nG =¼ 1 then
5: [cN,cD]¼C1(g1Cst);
6: else
7: nG¼nG-1;
8: for idx from 1 to nS do
9: [cNS[idx],cDS[idx]]

10: ¼tranFin(lS[idx],eS[idx],undCst,nG);
11: end for
12: [cN,cD]¼Cr(g1Cst,cNS,cDS);
13: [cN,cD]¼simplify(cN,cD);
14: end if

The structure is same as its counterpart for frequency response in
Algorithm 1. The main difference is that Algorithm 2 is independ-
ent of angular frequencies w, and it returns the coefficient vectors
cN and cD of a transfer function G(s). The G1() function in
Algorithm 1 is replaced by the C1() function in Algorithm 2
which returns cN1 and cD1. The Gr() function in Algorithm 1 is
replaced by the Cr() function in Algorithm 2 whose implementa-
tion is given by the expressions for cNr and cDr . In addition, there
exists a new function called simplify() in Algorithm 2, which
reduces the resultant coefficient vectors from the Cr() function.
For example, the order of two coefficient vectors can be lowered
by the same amount, like

cN ¼ ½ 1 2 0 � and cD ¼ ½ 3 4 0 0 �

being simplified to

cN ¼ ½ 1 2 � and cD ¼ ½ 3 4 0 �

Another possible simplification is that all elements in both cN and
cD can be divided by the same number, such as

cN ¼ ½ 2 4 � and cD ¼ ½ 6 8 �

being simplified to

cN ¼ ½ 1 2 � and cD ¼ ½ 3 4 �

The results for the three examples in some specific situations
are presented as follows: For a two-generation mechanical tree
network whose damage case is ðl; eÞ ¼ ð½k2;1; k2;2�; ½0:1; 0:2�Þ, its
transfer function is

G2; l;eð Þ sð Þ ¼ 2s2 þ 4:8sþ 0:88

s3 þ 6:6s2 þ 2:48sþ 0:16
(13)

For a four-generation electrical ladder network whose damage
case is

ðl; eÞ ¼ ð½r2;2; r3;2�; ½0:1; 0:1�Þ

the analytical expression of its input impedance is

G4;ðl;eÞðsÞ ¼
s4 þ 7220s3 þ 1:6� 107s2 þ 1:2� 1010sþ 1:6� 1012

0:1s4 þ 622s3 þ 1:1� 106s2 þ 5� 108sþ 2:4� 1010

(14)

For a two-generation mechanical ladder network whose damage
case is

ðl; eÞ ¼ ð½kp2; ki2; kd2�; ½0:1; 0:1; 0:1�Þ

its transfer function is

G2; l;eð Þ sð Þ ¼ s4 þ 3:2s3 þ 11s2 þ 0:55s

s6 þ 6:2s5 þ 26:6s4 þ 26:05s3 þ 11:25s2 þ sþ 0:025

(15)

Same as Algorithm 1, it is worth emphasizing that Algorithm 2
is able to compute transfer function of an undamaged finite net-
work, in which case the input arguments l and e should be two
empty lists. Note that Algorithm 2 is always computationally effi-
cient compared to Algorithm 1 no matter the network is damaged
or not. However, Algorithm 2 is more likely numerically overflow
because the magnitude of coefficients grows fast as the number of
generation increases as can be seen in Eqs. (13)–(15).

4.3 Correctness Check. The correctness of the results
obtained by the two algorithms in Secs. 4.1 and 4.2 is checked
here. That confirmation is twofold. First, a frequency response
obtained from Algorithm 1 should be consistent with its transfer
function obtained from Algorithm 2. The comparison is cast
between a frequency response GðjxÞ from Algorithm 1 and a sam-
pling of its transfer function G(s) from Algorithm 2 at a sequence
of frequencies. That consistency is displayed by Figs. 10–12. Note
that the frequency ranges in Figs. 10–12 are all chosen so that the
corresponding frequency response is within the transient region.

The second confirmation is whether the frequency response and
transfer functions obtained by Algorithms 1 and 2 are consistent
with their time-domain response. On the one hand, the time-
domain response of a network is obtained by the lsim() func-
tion in MATLAB given its transfer function from Algorithm 2 and
an input signal u(t). On the other hand, that time-domain response

Fig. 10 The consistency between a finite mechanical tree net-
work’s transfer function in Eq. (13) and its corresponding fre-
quency response from Algorithm 1
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can also be obtained by the numerical integration of the differen-
tial equations describing that network’s dynamics given the same
input signal u(t).

For the mechanical tree network in Fig. 1 with two generations,
the following equations of force balance can be formulated:

f ¼ k1;1ðx1;1 � x2;1Þ þ b1;1ð _x1;1 � _x2;2Þ
k1;1ðx1;1 � x2;1Þ ¼ k2;1x2;1 þ b2;1 _x2;1

b1;1ð _x1;1 � _x2;2Þ ¼ k2;2x2;2 þ b2;2 _x2;2

which result in a system of equations

b1;1 0 �b1;1

0 b2;1 0

b1;1 0 �b1;1 � b2;2

2

6
4

3

7
5

_x1;1

_x2;1

_x2;2

" #

|fflffl{zfflffl}

_x

¼
f � k1;1ðx1;1 � x2;1Þ

k1;1ðx1;1 � x2;1Þ � k2;1x2;1

k2;2x2;2

2

6
4

3

7
5

Then, the time-domain response is obtained by using the
ode45() function in MATLAB to integrate _x solved from the above
system of equations. The input signal is a logistic function
f ðtÞ ¼ 1=ð1þ e�50ðt�0:2ÞÞ. The consistency between the above
result and the one given by the lsim() with the transfer function
in Eq. (13) for the same input f(t) is shown in Fig. 13, which con-
firms the correctness from the perspective of time-domain
response. Note that we have tested various error tolerances and
different integration solvers such as ode15s() and ode23(),
but no qualitative differences can be found.

For the electrical ladder network in Fig. 2 with four genera-
tions, the following system of differential equations results is
derived from Kirchhoff’s circuit laws:

_v1 ¼
1

c1
iin �

v1

r1;2
� v1 � v2

r2;1

� �

_v2 ¼
1

c2

v1 � v2

r2;1
� v2

r2;2
� v2 � v3

r3;1

� �

_v3 ¼
1

c3

v2 � v3

r3;1
� v3

r3;2
� v3 � v4

r4;1

� �

_v4 ¼
1

c4

v3 � v4

r4;1
� v4

r4;2

� �

The numerical integration of the above system of differential
equations is performed by the ode45() function given the input
signal iinðtÞ ¼ 1=ð1þ e�50ðt�0:2ÞÞ. Once v1ðtÞ is obtained from the
integration, vinðtÞ can also be computed from vinðtÞ ¼ v1ðtÞ
þr1;1iinðtÞ. That is compared with the result given by the lsim()
on the transfer function in Eq. (14), which is plotted in Fig. 14.

For the mechanical ladder network in Fig. 3 with two
generations, the following equations of motion can be acquired by
Newton’s second law:

m1€x1 ¼ f � kp1ðx1 � x2Þ � ki1

ðt

0

ðx1 � x2Þds

�kd1ð _x1 � _x2Þ � b1 _x1

m2€x2 ¼ kp1ðx1 � x2Þ þ ki1

ðt

0

ðx1 � x2Þds

þkd1ð _x1 � _x2Þ � kp2x2 � ki2

ðt

0

x2ds

�kd2 _x2 � b2 _x2

Fig. 12 The consistency between a finite mechanical ladder
network’s transfer function in Eq. (15) and its corresponding
frequency response from Algorithm 1

Fig. 14 Two ways of obtaining a finite electrical ladder net-
work’s time-domain response vin(t) give the same result, which
confirms the correctness of the transfer function in Eq. (14)

Fig. 11 The consistency between a finite electrical ladder net-
work’s transfer function in Eq. (14) and its corresponding fre-
quency response from Algorithm 1 Fig. 13 Two ways of obtaining a finite mechanical tree net-

work’s time-domain response x1;1(t) give the same result, which
confirms the correctness of the transfer function in Eq. (13)
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Note that x1 and x2 are the absolute displacements of m1 and m2

which are different from those in Fig. 6. The above two equations
of motion can be organized into a matrix form, where

m1 0

0 m2

h i

|fflfflfflfflffl{zfflfflfflfflffl}

M

€x1

€x2

h i

|ffl{zffl}

€X

þ kd1 þ b1 �kd1

�kd1 kd1 þ kd2 þ b2

h i

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

B

_x1

_x2

h i

|ffl{zffl}

_X

þ kp1 �kp1

�kp1 kp1 þ kp2

h i

|fflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflffl}

K

x1

x2

h i

|ffl{zffl}

X

¼
f � ki1

ðt

0

x1 � x2ð Þds

ki1

ðt

0

x1 � x2ð Þds� ki2

ðt

0

x2ds

2

6
4

3

7
5

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

U

If we define that Q ¼ ½X> _X
> �>, the corresponding system of

first-order differential equations is given by

_Q ¼
	
I 0
0 M


�1	
0 I

�K �B




Qþ
	
I 0
0 M


�1	
0
U




which can then be numerically integrated given the input signal
f ðtÞ ¼ 1=ð1þ e�50ðt�0:2ÞÞ. Because U contains the integrations of
state variables, ode45() in not employed this time. Instead, a
Riemann sum with constant time steps is performed. The resultant
length of the entire two-generation mechanical ladder network,
x1ðtÞ, is compared with the result given by the lsim() on the
transfer function in Eq. (15), which is plotted in Fig. 15.

5 Undamaged Infinite Networks’ Transfer Functions

For an infinite network that satisfies the assumptions (A-1) to
(A-6) in Sec. 2, its transfer function when undamaged is a crucial
part of finding other transfer functions in more general cases. In
fact, that plays the same role as those one-generation transfer
functions G1ðsÞ do for finite networks in Algorithms 1 and 2.
Therefore, how to compute them is reviewed in this section. Note
that the method to evaluate them is from existing work in litera-
ture, e.g., Refs. [46–48], rather than this work. However, it is still
repeated here for the purpose of completeness.

One observation is that when a self-similar infinite network is
undamaged, its transfer function is same as its subnetworks’, i.e.,
GsiðsÞ ¼ G1;øðsÞ for all i. Specifically, for an infinite mechanical
tree network, when undamaged, the following relation can be
established from its recurrence formula in Eq. (1)

G1;ø sð Þ ¼
kbsG2

1;ø sð Þ þ bsþ kð ÞG1;ø sð Þ þ 1

2kbsG1;ø sð Þ þ k þ bs

Note that k1;1 ¼ k and b1;1 ¼ b in the case of no damages. The
above equation leads to

kbsG2
1;øðsÞ ¼ 1

which results in that the undamaged transfer function for an infi-
nite mechanical tree network is

G1;ø sð Þ ¼ 1
ffiffiffiffiffiffiffi
kbs

p (16)

The other candidate result �1=
ffiffiffiffiffiffiffi
kbs

p
is not suitable because it is

actually a nonminimum-phase system, which is physically impos-
sible for a mechanical tree network in Fig. 1. That can be observed
from the fact that, when undamaged, finite mechanical trees’

transfer functions converge to 1=
ffiffiffiffiffiffiffi
kbs

p
instead of the other one as

the number of generations grows (see Fig. 16).
Similar procedures can be applied to the other two examples.

For an infinite electrical ladder network, when undamaged, its
recurrence formula leads to the following equation:

G1;ø sð Þ ¼ r1r2csþ r1 þ r2ð ÞG1;ø sð Þ þ r1r2

r2csþ 1ð ÞG1;ø sð Þ þ r2

where r1;1 ¼ r1; r1;2 ¼ r2, and c1 ¼ c when undamaged. That fur-
ther leads to a quadratic equation in G1;øðsÞ

ðr2csþ 1ÞG2
1;øðsÞ � ðr1r2csþ r1ÞG1;øðsÞ � r1r2 ¼ 0

Therefore, the undamaged transfer function of infinite electrical
ladder network is

G1;ø sð Þ ¼
sþ 1

r2c
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

s2 þ 2r1 þ 4r2

r1r2c
sþ r1 þ 4r2

r1r
2
2c

2

s

2

r1
sþ 2

r1r2c

(17)

The other candidate is also eliminated for the same reason, i.e., it
is not the limiting point of convergence. That can be observed in
Fig. 17.

For an infinite mechanical ladder network, when undamaged,
its recurrence formula results in

G1;ø sð Þ ¼ G1;ø sð ÞK sð Þ þ 1

ms2 þ bsð Þ G1;ø sð ÞK sð Þ þ 1ð Þ þ K sð Þ

where KðsÞ ¼ kp þ ki=sþ kds. The equation leads to another
quadratic equation in G1;øðsÞ

Fig. 16 Finite mechanical tree networks’ undamaged transfer
functions Gg;ø(s) converge to the infinite mechanical tree net-
work’s undamaged transfer function G‘;ø(s) in Eq. (16) as
gfi‘. The other candidate 21/

ffiffiffiffiffiffiffiffiffi

kbs
p

is not the limiting point of
convergence, so it is not suitable.

Fig. 15 Two ways of obtaining a finite mechanical ladder net-
work’s time-domain response x1(t) give the same result, which
confirms the correctness of the transfer function in Eq. (15)
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½mkds3 þ ðmkp þ bkdÞs2 þ ðmki þ bkpÞsþ bki�G2
1;øðsÞ

þðms2 þ bsÞG1;øðsÞ � 1 ¼ 0

Therefore, the undamaged transfer function of infinite mechanical
ladder network is

G1;ø sð Þ ¼ �ms2 � bsþ A sð Þ
2 mkds3 þ mkp þ bkdð Þs2 þ mki þ bkpð Þsþ bki
� 


(18)

where

A sð Þ ¼ ½m2s4 þ 2mbþ 4mkdð Þs3

þ b2 þ 4mkp þ 4bkd
� �

s2 þ 4 mki þ bkpð Þsþ 4bki�
1
2

Again, the other candidate is eliminated for the same reason, and
the convergence of finite mechanical ladder networks’ undamaged
transfer functions to the infinite one is shown in Fig. 18.

Section 6 shows how those undamaged transfer functions are
employed to compute other transfer functions of infinite networks
in more general cases.

6 General Infinite Networks

In this section, two algorithms to compute frequency response
and transfer functions of infinite self-similar dynamic networks
are presented, especially when they are damaged. The basic idea
is similar to its counterpart for finite networks in Sec. 4. However,

some indispensable changes are made to adapt for infinite
networks.

6.1 Frequency Response. Recall that when evaluating fre-
quency response for a finite network, the entire procedure starts
with its one-generation transfer function G1ðsÞ and employs its
recurrence formula GrðsÞ in iterations until its total number of
generations is achieved. That does not fit the case of infinite net-
works, as the number of iterations would become infinite. To
overcome that difficulty, the assumption (A-5) in Sec. 2 is set
which requires that an infinite network has a finite number of
damaged components. For an infinite network fulfilling that
assumption, it has to contain a deepest generation after which all
subnetworks are undamaged. Then, that deepest generation is the
starting point of the entire computation; thus, undamaged transfer
functions for infinite networks G1;øðsÞ play the same role as one-
generation transfer functions for finite networks G1ðsÞ in the entire
modeling procedure. By doing that, the number of iterations is
limited to a finite number for infinite networks.

As a simple example, assume that an infinite mechanical tree
network in Fig. 1 has a damage case ðl; eÞ ¼ ð½k1;1�; ½0:1�Þ. Then,
both subnetworks after the second generation are undamaged.
Since the network is infinitely large, both of them have the same
transfer functions as in Eq. (16). That would be the starting point
of the computation. In fact, the frequency response of that infinite
mechanical tree network can be evaluated by only using the recur-
rence formula in Eq. (1) once. That is

G1; l;eð Þ jxð Þ¼
k1;1b1;1jxG

2
1;ø jxð Þþ k1;1þb1;1jxð ÞG1;ø jxð Þþ1

2k1;1b1;1jxG1;ø jxð Þþk1;1þb1;1jx

where k1;1 ¼ 0:1k; b1;1 ¼ b, and G1;øðjxÞ ¼ 1=
ffiffiffiffiffiffiffiffiffiffi
kbjx

p
.

In general, the pseudo-code for computing frequency response
of infinite networks that satisfy the assumptions (A-1) to (A-6) in
Sec. 2 is listed in Algorithm 3, which is same as Algorithm 1
except for the base case.

Algorithm 3 Pseudo-code of computing infinite networks’ fre-
quency response. It computes the frequency response G at the
angular frequency w for an infinite network given its damage case
(l,e) and the undamaged constants undCst.

1: function G¼freqInf(l,e,undCst,w)

2: s¼i*w;
3: if isEmpty(l) then
4: G¼GUnd(undCst,s);
5: else
6: [l1,e1,lS,eS]¼partition(l,e);
7: for idx from 1 to nS do
8: GS[idx]¼freqInf(lS[idx],eS[idx],undCst,w);
9: end for
10: g1Cst¼getG1Cst(l1,e1,undCst);
11: G¼Gr(g1Cst,GS,s);
12: end if

For finite networks in Algorithm 1, the base case is determined
by the criterion if the network has only one generation. Here, for
infinite networks in Algorithm 3, the base case is determined by
the criterion if the network is undamaged, which is characterized
by an empty list of damaged components l. The computation of
the base case is also replaced by the GUnd() function, which
implements undamaged transfer functions for infinite networks
G1;øðsÞ, such as those in Sec. 5. The resultant frequency response
for the three examples networks under some specific damage
cases are shown in Figs. 19–21, where the convergence of finite
networks’ frequency response to infinite networks’ under the
same damage cases is also plotted to verify the correctness of the
results.

Fig. 18 Finite mechanical ladder networks’ undamaged trans-
fer functions Gg;ø(s) converge to the infinite mechanical ladder
network’s undamaged transfer function G‘;ø(s) in Eq. (18) as
gfi‘. The other candidate is not the limiting point of conver-
gence, so it is not suitable.

Fig. 17 Finite electrical ladder networks’ undamaged transfer
functions Gg;ø(s) converge to the infinite electrical ladder net-
work’s undamaged transfer function G‘;ø(s) in Eq. (17) as
gfi‘. The other candidate is not the limiting point of conver-
gence, so it is not suitable.
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6.2 Transfer Functions. Recall that to compute finite net-
works’ transfer functions, the coefficient vectors of one-
generation transfer functions G1ðsÞ are extracted, and recurrence
formulas GrðsÞ are also revised accordingly. Since the role of
G1ðsÞ is replaced by undamaged transfer functions of infinite net-
works G1;øðsÞ here, it seems straightforward to extract coefficient
vectors of G1;øðsÞ as well. However, some adaptations have to be
made because G1;øðsÞ’s are no longer rational expressions as
shown in Eqs. (16)–(18). Instead of extracting coefficients of s
directly, in the case of infinite networks, those of some expres-
sions in s, denoted by /iðsÞ, are pulled out.

Specifically, for infinite mechanical tree network, the numerator
and denominator of its undamaged transfer function

G1;ø sð Þ ¼ 1
ffiffiffiffiffiffiffi
kbs

p

can be viewed as two polynomials with respect to the variable
/1ðsÞ ¼

ffiffi
s

p
. Then, the coefficient vectors of its undamaged trans-

fer functions are

cN1;ø ¼ ½ 1 �
cD1;ø ¼ ½

ffiffiffiffiffi

kb
p

0 �

Moreover, because its recurrence formula GrðsÞ is still a rational
expression, the numerator and denominator of damaged transfer
functions of infinite mechanical tree networks, obtained by repeat-
edly applying GrðsÞ starting with G1;øðsÞ, are also polynomials
with respect to /1ðsÞ ¼

ffiffi
s

p
.

The reason for that is the operations in a rational expression are
all basic mathematical operations. None of them could dissolve

that /1ðsÞ ¼
ffiffi
s

p
into a univariate polynomial of s unless all expo-

nents are even. Hence, /1ðsÞ ¼
ffiffi
s

p
must exist in the numerator

and denominator of damaged transfer functions of infinite
mechanical tree networks. Luckily, in this case, the variable s is
the square of /1ðsÞ ¼

ffiffi
s

p
, so the numerator and denominator can

be viewed as univariate polynomials with respect to
ffiffi
s

p
. General

speaking, as demonstrated in the other two examples later, that
relation is not obeyed. As a result, those transfer functions’
numerator and denominator have to be regarded as multivariate
polynomials with respect to both s and /iðsÞ.

Therefore, in this case, the mechanical tree network’s recur-
rence formula GrðsÞ in Eq. (1) can be revised as

cNr ¼ ½ k1;1b1;1 0 0 � � cNs1 � cNs2
�½ k1;1 � � cNs1 � cDs2
�½ b1;1 0 0 � � cNs2 � cDs1�cDs1 � cDs2

(19)

cDr ¼ ½ k1;1b1;1 0 0 � � ðcNs1 � cDs2�cNs2 � cDs1Þ
�½ b1;1 0 k1;1 � � cDs1 � cDs2

(20)

which only operate on coefficients and are independent of fre-
quency x. In Eqs. (19) and (20), cNs1; cDs1; cNs2, and cDs2 are the
coefficient vectors of both subnetworks with respect to the vari-
able /1ðsÞ ¼

ffiffi
s

p
. In addition, � is the vector convolution operator,

and � is a new vector addition operator defined in Sec. 4.2.1. Be
careful that Eqs. (19) and (20) are different from their counterparts
for finite mechanical tree networks in Eqs. (9) and (10) because
the variable of polynomials for finite mechanical tree networks is
s, while that for infinite mechanical tree networks is /1ðsÞ ¼

ffiffi
s

p
.

For infinite electrical ladder network, its undamaged transfer
function is

G1;ø sð Þ ¼
sþ 1

r2c
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

s2 þ 2r1 þ 4r2

r1r2c
sþ r1 þ 4r2

r1r
2
2c

2

s

2

r1
sþ 2

r1r2c

which is more complicated compared to the mechanical tree net-
work because it contains an irrational expression of s. In this case,
the numerator and denominator are regarded as two bivariate pol-
ynomials whose two variables are

/1 sð Þ ¼ s and /2 sð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

s2 þ 2r1 þ 4r2

r1r2c
sþ r1 þ 4r2

r1r
2
2c

2

s

According to the definition of coefficient matrices for bivariate
polynomials in Sec. 4.2.1, the coefficient matrices for infinite
electrical ladder network’s undamaged transfer function are

Fig. 20 Frequency response for electrical ladder networks in
Fig. 2 when the damage case is (l,e)5 (½r2;2�; ½0:1�). Finite net-
works’ frequency response is computed by Algorithm 1,
whereas the infinite network’s is computed by Algorithm 3.

Fig. 19 Frequency response for mechanical tree networks in
Fig. 1 when the damage case is (l,e) 5 (½k2;1; k2;2;
b3;1�; ½0:1; 0:2; 0:3�). Finite networks’ frequency response is com-
puted by Algorithm 1, whereas the infinite network’s is com-
puted by Algorithm 3.

Fig. 21 Frequency response for mechanical ladder networks
in Fig. 3 when the damage case is (l,e)5 (½kp2;
ki2; kd2�; ½0:1; 0:1; 0:1�). Finite networks’ frequency response is
computed by Algorithm 1, whereas the infinite network’s is
computed by Algorithm 3.
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cN1;ø ¼
1 1

0
1

r2c

2

4

3

5

cD1;ø ¼

2

r1
0

0
2

r1r2c

2

6
6
6
4

3

7
7
7
5

Correspondingly, its recurrence formula GrðsÞ in Eq. (2) should
be revised to

cNr ¼
r1;1r1;2c1 0

0 r1;1 þ r1;2

	 


� cNs1�r1;1r1;2cDs1 (21)

cDr ¼ r1;2c1 0

0 1

	 


� cNs1�r1;2cDs1 (22)

where � is the operator of matrix convolution and � is a new
operator of matrix addition defined in Sec. 4.2.1. Again, note that
Eqs. (21) and (22) are different from their counterparts Eqs. (11)
and (12) for finite electrical ladder networks because the variables
of polynomials are different.

Same situation happens for infinite mechanical ladder networks
whose undamaged transfer function is

G1;ø sð Þ ¼ �ms2 � bsþ A sð Þ
2 mkds3 þ mkp þ bkdð Þs2 þ mki þ bkpð Þsþ bki
� 


where A(s) is defined in Eq. (18). In this case, the numerator and
denominator of G1;øðsÞ can also be regarded as two bivariate pol-
ynomials whose two variables are

/1ðsÞ ¼ s and /2ðsÞ ¼ AðsÞ

Then, the coefficient matrices of G1;ø sð Þ are

cN1;ø ¼
�m 0 0

0 �b 1

0 0 0

2

6
4

3

7
5

cD1;ø ¼

2mkd 0 0 0

0 2 mkp þ bkdð Þ 0 0

0 0 2 mki þ bkpð Þ 0

0 0 0 2bki

2

6
6
6
6
4

3

7
7
7
7
5

The corresponding recurrence formula Gr sð Þ in Eq. (3) is revised
to

cNr ¼
kd1 0 0

0 kp1 0

0 0 ki1

2

6
4

3

7
5 � cNs1�

1 0

0 0

" #

� cDs1

cDr ¼
m1 0 0

0 b1 0

0 0 0

2

6
4

3

7
5 �

kd1 0 0

0 kp1 0

0 0 ki1

2

6
4

3

7
5 � cNs1

�

m1 0 0 0

0 b1 þ kd1 0 0

0 0 kp1 0

0 0 0 ki1

2

6
6
6
6
4

3

7
7
7
7
5

� cDs1

Once coefficient vectors and matrices are extracted from
G1;ø sð Þ, and the recurrence formula Gr sð Þ is revised to the form
of cNr and cDr , which directly operate on the coefficients,

Algorithm 4 is ready for computing transfer functions of those
infinite networks fulfilling the assumptions (A-1) to (A-6) in
Sec. 2.

Algorithm 4 Pseudo-code of computing infinite networks’
transfer functions. It computes the coefficient tensors cN and cD

of an infinite network’s transfer function given its damage case
(l,e) and the undamaged constants undCst.

1: function [cN,cD]¼tranInf(l,e,undCst)

2: if isEmpty(l) then
3: [cN,cD]¼CUnd(undCst);
4: else
5: [l1,e1,lS,eS]¼partition(l,e);
6: for idx from 1 to nS do
7: [cNS[idx],cDS[idx]]¼ tranInf(lS[idx],eS[idx],undCst);
8: end for
9: g1Cst¼getG1Cst(l1,e1,undCst);

10: [cN,cD]¼Cr(g1Cst,cNS,cDS);

11: [cN,cD]¼simplify(cN,cD);

12: end if

The structure of Algorithm 4 is same as that of Algorithm 3,
which returns an infinite network’s frequency response. The
GUnd() function in Algorithm 3 is replaced by CUnd() function
in Algorithm 4, which outputs the coefficient tensors for an infi-
nite network’s undamaged transfer function cN1;ø and cD1;ø. The
Gr() function in Algorithm 3 is replaced by Cr() function in
Algorithm 4, which implements the computations of revised
recurrence formulas cNr and cDr . The simplify() function in
Algorithm 4 is similar to that in Algorithm 2.

It is worth noting that the coefficient tensor is not unique for a
fractional or irrational transfer function because transfer functions
are always univariate with the only variable s. They are manufac-
tured to multivariate polynomials with respect to variables /i sð Þ
to enable that computations can take place only on the coefficients
of those fractional or irrational transfer functions. Take the fol-
lowing irrational function T(s) as an example, where

TðsÞ ¼ sþ 1þ
ffiffiffiffiffiffiffiffiffiffiffi

sþ 1
p

¼ ð
ffiffiffiffiffiffiffiffiffiffiffi

sþ 1
p

Þ2 þ
ffiffiffiffiffiffiffiffiffiffiffi

sþ 1
p

That T(s) can be regarded as a bivariate polynomial with the two
variables /1ðsÞ ¼ s and /2ðsÞ ¼

ffiffiffiffiffiffiffiffiffiffiffi
sþ 1

p
. Then, both of the fol-

lowing two coefficient matrices represent that T(s):

c1 ¼ 1 1

0 1

	 


and c2 ¼
0 0 1

0 0 1

0 0 0

2

4

3

5

Finally, the transfer functions obtained by Algorithm 4 for the
three example networks in some specific cases are showcased

Fig. 22 The consistency between an infinite mechanical tree
network’s transfer function in Eq. (23) and its corresponding
frequency response from Algorithm 3

081007-12 / Vol. 144, AUGUST 2022 Transactions of the ASME

D
o
w

n
lo

a
d
e
d
 fro

m
 h

ttp
://a

s
m

e
d
ig

ita
lc

o
lle

c
tio

n
.a

s
m

e
.o

rg
/d

y
n
a
m

ic
s
y
s
te

m
s
/a

rtic
le

-p
d
f/1

4
4
/8

/0
8
1
0
0
7
/6

8
8
8
1
1
8
/d

s
_
1
4
4
_
0
8
_
0
8
1
0
0
7
.p

d
f b

y
 U

n
iv

e
rs

ity
 O

f N
o
tre

 D
a
m

e
 u

s
e
r o

n
 1

3
 J

u
ly

 2
0
2
3



here. For an infinite mechanical tree network in Fig. 1 with the
damage case ðl; eÞ ¼ ð½k2;1; b2;1�; ½0:1; 0:2�Þ, its transfer function is

G1; l;eð Þ sð Þ ¼ 0:71s2 þ 2:20s
3
2 þ 9:62sþ 12:20s

1
2 þ 1:41

s
5
2 þ 3:11s2 þ 13:60s

3
2 þ 3:40sþ 2:00s

1
2

(23)

For an infinite electrical ladder network in Fig. 2 with the damage
case ðl; eÞ ¼ ð½r2;2; r3;2�; ½0:1; 0:1�Þ, its transfer function is

G1; l;eð Þ sð Þ ¼
N1; l;eð Þ sð Þ
D1; l;eð Þ sð Þ (24)

where

N1;ðl;eÞðsÞ ¼ s4 þ s3/2ðsÞ þ 7:2� 103s3

þ5:2� 103s2/2ðsÞ þ 1:5� 107s2

þ6:7� 106s/2ðsÞ þ 8:1� 109s

þ1:5� 109/2ðsÞ þ 8:0� 1010

D1;ðl;eÞðsÞ ¼ 0:1s4 þ 0:1s3/2ðsÞ þ 622s3 þ 421s2/2ðsÞ
þ9:8� 105s2 þ 3:5� 105s/2ðsÞ þ 2:6� 108s

þ2:2� 107/2ðsÞ þ 2:5� 109

/2ðsÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

s2 þ 4020sþ 40; 100
p

For an infinite mechanical ladder network in Fig. 3 with the dam-
age case

ðl; eÞ ¼ ð½kp2; ki2; kd2�; ½0:1; 0:1; 0:1�Þ

the coefficient matrices of its transfer function are

cN1; l;eð Þ¼

1 0 0 0 0 0 0 0

0 9:21 0:05 0 0 0 0 0

0 0 35:6 0:42 0 0 0 0

0 0 0 84:0 1:33 0 0 0

0 0 0 0 62:1 2:70 0 0

0 0 0 0 0 5:66 0:26 0

0 0 0 0 0 0 0:14 0:01

0 0 0 0 0 0 0 0

2

6
6
6
6
6
6
6
6
6
6
6
6
6
6
4

3

7
7
7
7
7
7
7
7
7
7
7
7
7
7
5

cD1; l;eð Þ

¼

1 0 0 0 0 0 0 0 0 0

0 12:2 0:05 0 0 0 0 0 0 0

0 0 69:2 0:58 0 0 0 0 0 0

0 0 0 219 2:91 0 0 0 0 0

0 0 0 0 311 7:76 0 0 0 0

0 0 0 0 0 217 5:91 0 0 0

0 0 0 0 0 0 74:8 0:54 0 0

0 0 0 0 0 0 0 8:63 0:01 0

0 0 0 0 0 0 0 0 0:40 0

0 0 0 0 0 0 0 0 0 0:01

2

6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
4

3

7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
5

(25)

with two variables

/1 sð Þ ¼ s and /2 sð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

s4 þ 10s3 þ 49s2 þ 42sþ 2
p

6.3 Correctness Check. The correctness of frequency
response and transfer functions returned by Algorithms 3 and 4
for the three example networks when they are infinitely large is
demonstrated here. The verification is threefold. First, for the
same damage case, a finite network’s frequency response should
converge to its corresponding infinite network’s. That has already
been proved previously in Figs. 19–21. Second, for the same infi-
nite network, its frequency response from Algorithm 3 should be
consistent with its transfer function from Algorithm 4. That con-
sistency is proved by Figs. 22–24.

Fig. 24 The consistency between an infinite mechanical ladder
network’s transfer function in Eq. (25) and its corresponding
frequency response from Algorithm 3

Fig. 25 The blue curve is the input signal
f (t)5 1/(11e250(t20:2)). The thick red curve is the time-domain
response of an infinite mechanical tree network’s transfer func-
tion in Eq. (23) given by the lsim() function in the TOFT tool-
box [49]. The other three time-domain response are obtained by
using ode45() to integrate the differential equations that
describe a four, six, and eight-generation mechanical tree net-
work’s dynamics

Fig. 23 The consistency between an infinite electrical ladder
network’s transfer function in Eq. (24) and its corresponding
frequency response from Algorithm 3
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Third, the time-domain response of an infinite network’s trans-
fer function returned by Algorithm 4 should be consistent with the
numerical integration of the corresponding differential equations
describing that network’s dynamics. For an infinite mechanical
tree network with the transfer function in Eq. (23), the time-
domain response of that transfer function is obtained by using the
lsim() function provided by the TOFT toolbox [49]. The input
signal is f ðtÞ ¼ 1=ð1þ e�50ðt�0:2ÞÞ. On the other hand, the numeri-
cal integration of differential equations cannot be performed on an
infinite mechanical tree network. Therefore, that numerical inte-
gration through ode45() is carried out on three finite mechanical
tree networks, with four, six, and eight generations, respectively.
The differential equations describing those three finite mechanical
tree networks are similar to those in Sec. 4.3. The convergence of
those three finite networks’ time-domain response to the infinite
network’s is shown in Fig. 25, which indirectly verifies that con-
sistency. Similarly, for an infinite electrical ladder and an infinite
mechanical ladder with the transfer functions in Eqs. (24) and
(25), their correctness is verified in Figs. 26 and 27. Because the
transfer functions are irrational in this case, their time-domain
responses are computed by a numerical inverse Laplace transform
package in Refs. [50] and [51].

7 Discussion

Three discussions yielded by the knowledge about large self-
similar networks’ frequency response and transfer functions are
presented here. Section 7.1 illustrates that approximating the fre-
quency response of a large finite network with shallow damages
by using its infinite variant is a reasonable alternative to save com-
putation time. Section 7.2 illustrates the convergence of finite net-
works’ integer-order transfer functions to infinite networks’
fractional-order or irrational ones from the perspective of zeros
and poles. That convergence can also be leveraged to find rational
approximations for some irrational functions. Section 7.3 provides
a crucial observation that the frequency response of a dynamic
network under different operating conditions could form a set of
neighboring plants. That makes robust control methods applicable
to dynamic network and, thus, has great potentials to offer a new
route of seeking control strategies for dynamic networks.

7.1 Computation Time. Because all four algorithms are
recursive, their running time depends on how soon the base case
is reached. Therefore, for finite networks, the running time of
Algorithms 1 and 2 relies on those networks’ size because the
base case is their one-generation transfer functions. In contrast,
for infinite networks, the running time of Algorithms 3 and 4
depends on the deepest generation where damage resides because
the base case is their undamaged transfer functions. As a result, if

the frequency response of a large but finite network with shallow
damages is needed, approximating that with its infinite variant is
possibly a good idea to save the computation time.

For example, the frequency response of a 20-generation
mechanical tree network with a shallow damage case at the first
generation, ðl; eÞ ¼ ð½k1;1; b1;1�; ½0:1; 0:2�Þ, is required. The compu-
tation time of using Algorithm 1 to exactly evaluate that fre-
quency response takes 7.2 s. In contrast, using Algorithm 3 to
approximate that with its infinite version only entails 0.005 s. All
computations are implemented in MATLAB R2020b on a laptop
with an Intel Core i7-10510u CPU at 1.8GHz. The compari-
son between the exact frequency response and the approximated
one is shown in Fig. 28, from which we can confirm that the
approximation is accurate within the frequency range from
0.2 rad/sec to 100 rad/sec. Comparisons of computation time
between finite and infinite networks for the other two examples
are listed in Table 1.

Table 1 Comparisons of computation time between finite and
infinite networks for the other two examples

Finite
(20 Generations)

Infinite

Electrical ladder 0.0003 sec 0.00007 sec
ð½r2;2�; ½0:1�Þ
Mechanical ladder 0.0008 sec 0.00015 sec
ð½kp2; ki2; kd2�;
½0:1; 0:1; 0:1�Þ

Fig. 27 The blue curve is the input signal, unit-step signal. The
thick red curve is the time-domain response of an infinite
mechanical ladder network’s transfer function in Eq. (25) given
by the MATLAB package in Ref. [50]. The other four time-domain
response are obtained by using ode45() to integrate the differ-
ential equations that describe a two, four, six, and eight-
generation mechanical ladder network’s dynamics

Fig. 26 The blue curve is the input signal, unit-step signal. The
thick red curve is the time-domain response of an infinite elec-
trical ladder network’s transfer function in Eq. (24) given by the
package in Ref. [50]. The other three time-domain response are
obtained by using ode45() to integrate the differential equa-
tions that describe a four, six, and eight-generation electrical
ladder network’s dynamics

Fig. 28 The blue curve is the exact frequency response of a
20-generation mechanical tree network with the damage case
(l,e)5 (½k1;1;b1;1�; ½0:1; 0:2�) obtained by Algorithm 1. The red
curve is the approximated one using its infinite variant through
Algorithm 3
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7.2 Fractional or Irrational Nature of Infinite Networks’
Dynamics. For an infinite self-similar dynamic network, it is very
likely that its transfer function is of noninteger order as illustrated
by the three examples in this paper. Some of those transfer func-
tions are fractional, like an infinite mechanical tree network.
Others are irrational, like an infinite electrical or mechanical lad-
der network. However, finite self-similar networks’ dynamics are
always of integer order as long as they satisfy the assumptions
(A-1) to (A-4) in Sec. 2. That can be understood as a convergent
behavior that while the size of a finite network grows, its transfer
function’s order is also increasing. Eventually, when its size
grows to infinity, its high-order transfer function converges to a
noninteger-order one. As a concrete example, consider a mechani-
cal tree network with the damage case ðl; eÞ ¼ ð½k1;1; b1;1�;
½0:1; 0:2�Þ, its transfer function as the number of generations
grows is listed below. The finite transfer functions are given by
Algorithm 2, and the infinite one is given by Algorithm 4

G1; l;eð Þ ¼
1

0:2sþ 0:2

G2; l;eð Þ ¼
6s2 þ 23:2sþ 22

s3 þ 5:4s2 þ 8:8sþ 4

�

G1; l;eð Þ ¼
0:7071sþ 5:1s

1
2 þ 0:7071

s
3
2 þ 0:2828sþ s

1
2

That convergent behavior can also be observed from the perspec-
tive of zeros and poles. The effect brought by a zero and a pole on
a frequency response’s phase is shown in Fig. 29, where a zero

increases the phase by 90 deg while a pole decreases it by 90 deg,
and there exists a transitional region where that zero and pole
locates. As a result, usual integer-order systems’ phase always
stays at multiples of 90 deg for a wide bandwidth of frequencies.
It is not difficult to understand that when lots of zeros and poles
concentrate within one region, the dynamical system should
behave in a noninteger-order manner in that bandwidth of fre-
quency, as illustrated in Fig. 30.

That concentration of zeros and poles for an integer-order sys-
tem renders its behavior like a noninteger-order one is exactly
what happens to a finite network’s dynamics as it grows larger. As
a concrete example, using Algorithm 2, we obtain the transfer
functions of undamaged finite mechanical trees from the one-
generation network to the nine-generation one, that is from
G1;øðsÞ to G9;øðsÞ. Figure 31 plots the negative of their zeros’ and
poles’ real parts as the number of generations increases, from
which we can observe the aforementioned effect brought by piling
up zeros and poles. Note that the region where zeros and poles
pile up is consistent with the transitional region in Fig. 16 where
phase is around �45 deg.

7.2.1 Rational Approximation. The convergence of finite net-
works’ integer-order transfer functions to infinite networks’
fractional-order or irrational ones can be leveraged to approximate
some irrational functions with rational expressions. Suppose now
the irrational function f ðsÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

s2 þ 100sþ 100
p

needs to be esti-
mated by rational expressions, which is a part of the infinite elec-
trical ladder network’s undamaged transfer function G1;øðsÞ in
Eq. (17). Therefore, we can assume that

Fig. 31 Negative of the zeros’ and poles’ real parts for finite
undamaged mechanical trees from one-generation to nine-
generation. The blue circles are for zeros and the red crosses
are for poles

Fig. 29 The effect brought by a zero and a pole on the phase of
a dynamical system’s frequency response. The transfer func-
tion used in this figure is G(s)5 (s11023)/(s1103)

Fig. 30 An integer-order system behaves like a fractional-
order system within the region where lots of zeros and poles
concentrate. The example dynamical system in this figure
would behave like a half-order on within the frequency band-
width where the phase is 45 deg

Fig. 32 Rational approximations of f (s)5
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

s21100s1100
p

given by undamaged electrical ladder networks’ transfer func-
tions when s5 jx is an imaginary number
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2r1 þ 4r2

r1r2c
¼ 100; and

r1 þ 4r2

r1r
2
2c

2
¼ 100

which lead to the following three undamaged constants:

r1 ¼ 1; r2 ¼ 5
ffiffiffi

6
p

þ 12; and c ¼ 5þ 2
ffiffiffi
6

p

120þ 50
ffiffiffi

6
p

When the above three undamaged constants are used to call the
algorithm for finite networks’ transfer functions in Sec. 4.2, the
following convergence of finite undamaged electrical ladder net-
works’ transfer functions can be obtained:

G1;ø sð Þ ¼ 0:9899sþ 25:247

0:9899sþ 1

G2;ø sð Þ ¼ s2 þ 75:505sþ 675:26

s2 þ 51:010sþ 50:510

G3;ø sð Þ ¼ s3 þ 125:51s2 þ 3:9� 103sþ 1:8� 104

s3 þ 101:01s2 þ 2:0� 103sþ 1:9� 103

G4;ø sð Þ ¼
s4 þ 175:51s3 þ 9:5� 103s2 þ 1:7� 105sþ 5:2� 105

s4 þ 151:01s3 þ 6:5� 103s2 þ 7:1� 104sþ 6:6� 104

�

G1;ø sð Þ ¼ sþ 1:0102þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

s2 þ 100sþ 100
p

2sþ 2:0204

As a result, an approximation of f ðsÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

s2 þ 100sþ 100
p

can be
obtained from the above transfer functions, that is

HgðsÞ ¼ ð2sþ 2:0204ÞGg;øðsÞ � ðsþ 1:0102Þ

where g indicates the number of generations in the finite electrical
ladder network that is used for approximation. Therefore, the fol-
lowing are the results of rational approximations of the irrational
function f ðsÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

s2 þ sþ 100
p

given by undamaged electrical
ladder networks’ transfer functions

H1 sð Þ ¼ 0:9899s2 þ 50:495sþ 50

0:9899sþ 1

H2 sð Þ ¼ s3 þ 101:01s2 þ 1:4� 103sþ 1:3� 103

s2 þ 51:010sþ 50:510

H3 sð Þ ¼
s4 þ 151:01s3 þ 5:9� 103s2 þ 4:1� 104sþ 3:5� 104

s3 þ 101:01s2 þ 2:0� 103sþ 1:9� 103

�

H1 sð Þ ¼ f sð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

s2 þ 100sþ 100
p

The convergence of the above rational expressions HgðsÞ to the
irrational expression f(s) is plotted in Fig. 32. In addition, that con-
vergence when the independent variable s¼ x is a real number is
shown in Fig. 33.

It is worth emphasizing that there is a drawback of the afore-
mentioned method as compared to Pad�e approximations. That is
the irrational expressions which can be approximated by the pro-
posed method must appear in some infinite networks’ transfer
functions. That is a very demanding requirement, because it elimi-
nates lots of irrational functions. For example, currently, we have
no idea which infinite network’s transfer function could include
exponential or trigonometric functions, while its finite version is
still a rational expression. Nevertheless, that idea of using
dynamic networks’ transfer functions to find rational approxima-
tions is still mentioned here as a side note because that is a viable
route and, to our knowledge, there are no similar methods in

literature. The proposed method may have potentials when studies
regarding dynamic networks’ frequency response and transfer
functions grow in the future.

7.3 Effects of Varying a Network’s Status on Its Dynamics.
One crucial discovery after writing down a network’s transfer
function is that the effect of varying its status on its dynamics can
be isolated. That isolation is described as a multiplicative disturb-
ance here. Specifically, a self-similar network’s transfer function
is always a ratio between two functions of s. Therefore, if at two
different statuses a and b, a network’s respective transfer func-
tions are

Ga sð Þ ¼ Na sð Þ
Da sð Þ and Gb sð Þ ¼ Nb sð Þ

Db sð Þ

then the effect of changing that network’s status from a to b on its
transfer function can be expressed in terms of a multiplicative dis-
turbance DðsÞ where

D sð Þ ¼ Gb sð Þ
Ga sð Þ ¼

Nb sð ÞDa sð Þ
Na sð ÞDb sð Þ

There exist at least two meaningful perspectives that can be
explored in the context of large networks. The first one is quanti-
fying the approximation error of estimating a finite network’s
transfer function using the corresponding infinite ones. As an
example, for an undamaged mechanical tree network, its transfer
functions when it is infinitely large and when it has three genera-
tions are

G1;ø sð Þ ¼ 1

1:4142
ffiffi
s

p

G3;ø sð Þ ¼ N3;ø sð Þ
D3;ø sð Þ

where

N3;øðsÞ ¼ 3s6 þ 62s5 þ 428s4 þ 1272s3 þ 1712s2

þ992sþ 192

D3;øðsÞ ¼ s7 þ 30s6 þ 300s5 þ 1288s4 þ 2576s3

þ2400s2 þ 960sþ 128

Then, the error of approximating the three-generation network
using the infinite network is

D sð Þ ¼ G3;ø sð Þ
G1;ø sð Þ ¼

ND sð Þ
DD sð Þ

Fig. 33 Rational approximations of f (s)5
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

s21100s1100
p

given by undamaged electrical ladder networks’ transfer func-
tions when s5 x is a real number
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where

ND sð Þ ¼ 4:243s
13
2 þ 87:68s

11
2 þ 605:3s

9
2 þ 1799s

7
2

þ2421s
5
2 þ 1403s

3
2 þ 271:5s

1
2

DD sð Þ ¼ s7 þ 30s6 þ 300s5 þ 1288s4 þ 2576s3

þ2400s2 þ 960sþ 128

The second perspective is to study the effect brought by a net-
work’s damages on its dynamics. For an infinite mechanical tree
network whose damage case is ðl; eÞ ¼ ð½k2;1; b2;1�; ½0:1; 0:2�Þ, its
transfer function is

G1; l;eð Þ sð Þ ¼ 0:7071s2 þ 2:2s
3
2 þ 9:6167sþ 12:2s

1
2 þ 1:4142

s
5
2 þ 3:1113s2 þ 13:6s

3
2 þ 3:3941sþ 2s

1
2

As a result, the effect brought by that damage case is

D sð Þ ¼
G1; l;eð Þ sð Þ
G1;ø sð Þ

¼ s2 þ 3:1113s
3
2 þ 13:6sþ 17:2534s

1
2 þ 2

s2 þ 3:1113s
3
2 þ 13:6sþ 3:3941s

1
2 þ 2

The significance here is that while a dynamic network’s status
is varying within some extents, its frequency response is very
likely to also change within some range. That variation can form a
set of neighboring plants to which a unified controller can be
obtained through robust control methods so that stability and per-
formance are guaranteed for all plants in that set.

8 Future Works and Conclusions

We suggest two future works extended from this paper. The
first immediate future work is to test that idea of controlling
dynamic networks through robust control methods as presented in
Sec. 7.3. We have already started the initial investigation, and
applied loop shaping techniques to a network, which estimates the
dynamics of a multistory building similar to the one used in
Ref. [27]. The resultant unified controller successfully guarantees
the stability and enhances the performance of buildings with dif-
ferent number of floors against the impact of the ground
movement.

The second future work is brought by the limitation that algo-
rithms computing frequency response and transfer functions in
this paper can only be applied to one-dimensional networks. For
mechanical networks, that means all nodes can only move back
and forth along one direction. For electrical networks, that means
the current leaving the input end would eventually come back to
the input end, that is no currents could leak to the exterior through
other ports except for the input end. That assumption is restrictive
and inhibits the idea of promoting frequency-domain methods to
more real-life networks. Hence, extending the modeling methods
introduced in this paper to high-dimensional networks is
important.

When those methods are extended to high-dimensional net-
works, one challenge is that those systems inevitably become
multi-input multi-output, which results in that the number of out-
puts could grow with the size of those networks. Therefore, a
proper definition of system outputs should be carefully deter-
mined, so that the number of outputs is invariant with respect to a
network’s size. For a constant multi-output network, the route of
deriving one-dimensional networks’ frequency response and
transfer functions used in this work is still valuable. The main
concept is leveraging recursive algorithms, that is assuming all
required results of subnetworks are available, and focusing on
how those results would vary if an extra generation is added to
those subnetworks. That way of thinking should to a great extent

alleviate the burden on coding for high-dimensional networks’
frequency response and transfer functions.

In our opinion, extending the modeling methods in this paper to
merely two-dimensional networks would have already included a
great number of real applications. For example, that could be
employed on controlling some multi-agent systems, such as a
group of automated guided vehicles moving on the ground. For
each topology that this group of agents exhibits, it should have a
corresponding frequency response. Then, the next question is
whether those frequency responses also form a set of neighboring
plants. If that is the case, robust control methods can be applied as
well to designing control strategies for those agents when their
formation is varying. From a high-level viewpoint, that could be a
concrete example of incorporating multi-agent systems’ control
strategy with their topology, which is one of current research
focuses regarding multi-agent systems.

In conclusion, this paper is motivated by the gap between a
great number of frequency-domain tools available and the fact
that few of them have been applied to dynamic networks in litera-
ture. The main reason of that divide is due to the complexity of
computing frequency response for a general class of large
networks, which is proved to be tractable by this paper once self-
similarity is leveraged. In addition, this paper also verifies the cor-
rectness of the frequency response and transfer functions of given
by the proposed algorithms. Knowledge regarding dynamic net-
works’ frequency response and transfer functions helps us to
understand more about their behaviors. Moreover, when they are
infinitely large, they become concrete examples of noninteger-
order systems, which may assist us to comprehend fractional-
order dynamics and irrational systems. Most importantly, this
paper builds a bridge connecting large dynamic networks to avail-
able frequency-domain tools which hopefully could result in
broader impacts within the research field of interconnected
systems.
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