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ABSTRACT 

Iris recognition is one of the well-known areas of biometric research. However, in real-world scenarios, subjects may not 

always provide fully open eyes, which can negatively impact the performance of existing systems. Therefore, the 

detection of blinking eyes in iris images is crucial to ensure reliable biometric data. In this paper, we propose a deep 

learning-based method using a convolutional neural network to classify blinking eyes in off-angle iris images into four 

different categories: fully-blinked, half-blinked, half-opened, and fully-opened. The dataset used in our experiments 

includes 6500 images of 113 subjects and contains images of a mixture of both frontal and off-angle views of the eyes 

from -50o to 50o in gaze angle. We train and test our approach using both frontal and off-angle images and achieve high 

classification performance for both types of images. Compared to training the network with only frontal images, our 

approach shows significantly better performance when tested on off-angle images. These findings suggest that training 

the model with a more diverse set of off-angle images can improve its performance for off-angle blink detection, which 

is crucial for real-world applications where the iris images are often captured at different angles. Overall, the deep 

learning-based blink detection method can be used as a standalone algorithm or integrated into existing standoff 

biometrics frameworks to improve their accuracy and reliability, particularly in scenarios where subjects may blink. 
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1. INTRODUCTION AND BACKGROUND 

The Coronavirus pandemic will have far-reaching consequences on human behavior and society, including the adoption 

of new protection measures such as social distancing and the wearing of masks. As a result, the need for non-invasive 

and touchless biometrics has become more essential during COVID-19. Among these techniques, iris recognition stands 

out as one of the most accurate, distinct, universal, and dependable biometric approaches, enabling accurate 

identification of individuals without requiring contact with a surface or removal of the mask [1]. However, the accuracy 

of iris recognition is greatly impacted by angle, dilation, and occlusion, particularly in standoff iris images, which are 

frequently acquired in non-cooperative settings [2]. Eye blinking poses an additional challenge for iris recognition, as it 

can lead to difficulty in collecting accurate and reliable biometric data.  

Blinking is a complex physiological process that plays a vital role in protecting the eyes from external factors such as 

dryness, bright light, and foreign objects like dust or smoke. It involves the rapid closure and opening of the eyelids, 

which serves to moisten and lubricate the cornea and protect it from potential harm. In addition to its protective function, 

blinking also assists in the processing of visual information by resetting the visual system and improving the clarity of 

visual perception. However, blinking is a challenge for iris recognition since part of the iris texture is occluded during 

the blinking. The images captured during a blink can be blurry, or the iris may not be visible at all, leading to difficulties 

in collecting accurate and reliable biometric data. Moreover, in many cases, it is challenging for subjects to keep their 

eyes fully open for a substantial amount of time, which can further complicate the collection of accurate and reliable iris 

images. In standoff iris recognition, where the iris images are captured at a distance and under non-cooperative settings, 

blink detection becomes even more crucial to ensure that the collected images are of high quality and can be used for 

accurate identification. Therefore, it is essential to investigate the impact of blinking on iris recognition and develop 

effective approaches for dealing with this issue.  

To improve iris recognition performance, recent research in iris identification algorithms has primarily focused on 

dealing with non-ideal iris images caused by occlusion, lighting shift, and blur [3, 4, 5]. However, few research have 

addressed the issues in standoff iris images, such as elliptical unwrapping [6] and perspective projection [7]. Current  
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Figure 1: Flowchart of the traditional iris recognition framework for off-angle iris image with gaze and blink detection. 

research indicates a modest improvement in recognition accuracy due to the following flaws: neglecting the light            

refraction at the cornea, disregarding limbus occlusions at the iris's outer border, and the requirement for adjustments 

according to industrial norms. Since traditional iris recognition systems are only designed for frontal iris images, the 

binary iris codes in databases for matching are only derived from frontal images. Future standoff iris recognition 

frameworks are required to be compatible with existing iris databases in order to match them by generating frontal 

binary iris codes, including both frontal and off-angle iris images. Blink detection is crucial in this situation, as it 

provides information concerning the images that can still be utilized in iris recognition or many other applications.  

In this paper, we present a deep learning-based blink detection approach for off-angle iris images that can be used in 

standoff iris recognition frameworks. Figure 1 shows the flowchart of traditional iris recognition framework for off-angle 

iris image including the frontal reconstruction framework, gaze estimation, and blink detection. Since detecting the eye 

blink is the first essential component of the off-angle iris recognition process, this paper will address blink detection 

based on deep learning. The rest of this paper is organized as follows: Section II presents related works in blink 

detection. In Section III, we present our proposed deep learning-based blink detection method. Section IV describes the 

experimental setup. The results are presented in Section V. Finally, the conclusion is given in Section VI. 

2. RELATED WORK 

Blinking is a common challenge in iris recognition, as it can lead to incomplete or inaccurate iris images, hindering the 

performance and reliability of iris recognition systems. To address this issue, several approaches have been proposed to 

detect and cope with blinking in iris images including flow image methods, template matching, and convolutional neural 

networks (CNNs). 

Using the flow image methods is a common approach to detect eyelid movements in video images [8-12]. For instance, 

Divjak and Bischof [8, 9] present real-time video-based approaches for detecting blink rates using a combination of 

intensity and motion-based features. They also utilized a support vector machine (SVM) to classify eye blinks as fatigue-

related or spontaneous based on blink duration and frequency. In [10], they utilize the variance of motion vectors (VVM) 

to distinguish between blinks and other motions to address the large variation in illumination and moving objects issues 

where the image intensity and optical flow-based methods do not perform well. Fogelton and Benesova [12] combined 

recurrent neural networks with flow image methods, outperforming the performance obtained with finite state machines. 

These methods have shown promising results in detecting eye blinks and estimating their duration. 

In a recent study, Medeiros et al. [14] developed a machine learning approach to detect volunteer eye blinks in real-time, 

which can be used as a signal for human-computer interaction. They utilized a computer vision detector that was capable 

of handling data captured through a generic webcam. Ayudhya and Srinark [15] presented a method based on image 

processing techniques for detecting human eye blinks and generating inter-eye-blink intervals. They used a Haar 

Cascade Classifier for face detection and a Camshift algorithm for tracking the face, allowing the extraction of the region 

of interest (ROI) around the eyes. Then, image processing techniques were applied to detect and measure the blinks 

based on changes in the ratio of the height of the ROI before and after the blink. 
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Han et al. [16] proposed a hybrid method that used convolutional neural networks and a support vector machine to detect 

blinks in visual data generated by smartphones. The deep learning model extracts features from the image and SVM was 

used for classification. In [17, 18], template matching methods used patches of the subject's open eyes on a specific 

phase as templates. Open and blinking eyes were identified by comparing the templates and the current eye patches 

using a similarity score. In [19], the variance map of the pixels in the entire face region and space-time filtering methods 

were used in order to locate the head and extract features of the eye. Panning et al. [20] developed an algorithm using the 

distance of the pixel values to a fixed threshold computed at the initialization phase for different color channels to detect 

eye blinks and other potential eyelid movements.  

Danisman et al. [21] proposed a function for measuring eye openness by using the horizontal symmetry of open eyes as a 

baseline. The method is mainly based on extracting, normalizing, and splitting the patch region into the lower and upper 

halves. The closed eyes are measured based on high scores after measuring the asymmetry between these two halves. 

Additionally, many studies have used convolutional neural networks (CNNs) with facial images or videos to determine 

whether the eye is open or closed [22, 23] for driver fatigue detection and human-computer interaction. They 

successfully specified the occurrence of blinking using CNNs. However, no results related to any intermediate states. 

Overall, various methods have been proposed to detect eye blinks in order to improve the accuracy of iris recognition 

algorithms. These methods have used different approaches, such as flow image methods, template matching, and CNNs, 

to detect eye blinks. Most of the methods and approaches described above require images or videos of the entire face of 

the subjects. In addition, traditional iris recognition systems are mainly designed for frontal iris images only. In addition, 

the existing binary iris codes in most databases used for successful matching are generated mostly from frontal images. 

In our study, the purpose is to perform iris recognition with maximal accuracy using both frontal and off-angle images. 

We want to determine whether the images of subjects’ eyes can still conveniently be utilized in iris recognition or other 

biometric applications even if a full or partial blinking occurs. Therefore, further research is needed to develop more 

efficient and accurate methods for detecting intermediate states of the eye, which can improve the accuracy of iris 

recognition systems. 

3. METHODOLOGY 

The development of deep learning techniques has revolutionized various fields, including computer vision, natural 

language processing, and robotics. Particularly, Convolutional Neural Networks (CNNs) have gained significant interest 

from various research communities. In this study, we develop a deep learning-based blink detection method for off-angle 

iris images, which is a crucial task in iris recognition frameworks. CNNs are popular deep learning techniques used in 

various applications such as image classification and segmentation. Therefore, we have adopted a CNN-based AlexNet 

[24] and transfer learning was adopted to pursue our investigation.  

AlexNet architecture consists of five convolutional layers, three max-pooling layers, two normalization layers, two fully 

connected layers, and one softmax layer. Each convolutional layer comprises convolutional filters and a nonlinear 

activation function called ReLU. The convolutional layers consist of filters that learn features from the input image, 

while the max-pooling layers help reduce the dimensionality of the output of the convolutional layers. The fully 

connected layers at the end of the network perform classification on the learned features, and the softmax layer outputs 

the probabilities for each class. AlexNet has been trained in using over a million images and is capable of classifying 

images into a thousand different regular object classes such as animals, computers, backpacks, pens, etc. During 

classification, the network takes an image as input and returns a corresponding label for the object detected in the image 

with a probability score for each of the object categories. 

However, training a deep learning model from scratch requires a large dataset, significant computational power, and 

time. Due to these constraints, this study employs transfer learning, a technique that uses a pre-trained network as a 

starting point to learn new tasks. Transfer learning retrains the final softmax layer on a fresh dataset with a different 

number of classes using general-purpose features learned in lower layers. Compared to training a network with randomly 

initialized weights from the beginning, transfer learning is typically much faster and easier. Thus, we can transfer the 

learned features to a new task using fewer training images. 

The use of transfer learning allows us to adapt the pre-trained network to the blink detection task with minimal training 

images, thus reducing the time and computational power needed for training. The resulting blink detection model 

achieves high accuracy in detecting blinks in off-angle iris images, making it a promising tool for iris recognition 

frameworks. 



 

 
 

 

4. EXPERIMENTAL SETUP 

A novel dataset consisting of off-angle iris images is used to train and test a deep learning-based blink detection 

approach. The dataset was acquired using two near-infrared (NIR) sensitive cameras, which capture frontal and off-angle 

iris images simultaneously. Each camera has a resolution of 1280x1024 pixels and is equipped with an 18-108 nm 

changeable focal length lens, with focal lengths of 108 mm and 40 mm for the frontal and off-angle cameras, 

respectively. To improve image quality, the iris texture is illuminated by a 780 nm near-infrared light emitted from a 

Power LED light source. In the data acquisition system, the frontal camera is placed at a fixed position (with 0° gaze 

angle) to capture frontal images, while the off-angle camera is attached to a horizontally moving arm that can move 

between 50° and -50° in angle to record off-angle iris images. Two separate configurations were used to acquire frontal 

and off-angle iris images from 100 different participants. 

In the first setup, the off-angle camera starts its movement from 50° and captures 10 images per stop for each subject, 

stopping every 10° as a step-size until it reaches -50°. A total of 110 images are retained for each participant. In the 

second setup, the off-angle camera moves back to its starting point (50°) at a steady speed from -50° in angle, and 10 iris 

images are recorded every second during this continuous movement. Each camera takes around 975 images of each 

participant during the 30-second image acquisition session. The angle difference between two consecutive off-angle 

photos is approximately 0.1°. Two types of off-angle iris datasets are produced: a steady image dataset and a continuous 

image dataset. Each iris image was originally grayscale and had a size of 1280x1024 pixels. Fig. 2 shows sample 

continuous images of a subject recorded at angles ranging from -50° to 50° with a 2° step-size. To prepare the images for 

use with the AlexNet model, the images were cropped by 128 pixels from the right and left edges, enlarged, and 

converted to RGB format. 

The dataset was organized into four main groups based on the degree of eye opening: (a) Full-blinked, (b) Half-blink, (c) 

Half-opened, and (d) Fully-opened. Fig. 3 shows the sample images from each group where they have a similar number 

of images in the dataset. The dataset contains 6,500 frontal and off-angle iris images, with the number of images in each 

category given in Table 1. We manually selected blink images from the original iris image dataset that includes. In order 

to generate ground truth labels for each image, at least two different investigators verify the blink category. To study the 

effect of gaze angle on blink detection, the dataset was further divided into two groups as frontal (F) and off-angle (O). 

The ground-truth gaze angle for each image is precisely known since images are acquired at constant points in our first 

data gathering configuration. Our algorithms were implemented in MATLAB, and we employed image processing and 

deep learning toolboxes. The algorithms were implemented in MATLAB, and image processing and deep learning 

toolboxes were used. A workstation desktop computer with a Nvidia GeForce RTX 2080 SUPER with 16GB of memory 

was used for faster computation. 

Figure 2: Example of eye images in the continuous off-angle images dataset captured from -50° to 50° with 1° step-size. Note that 

it also includes blink images in different gaze angles. 

 



 

 
 

 

 

5. RESULTS 

In our initial set of experiments, we divided the complete dataset into two distinct groups for the purpose of training and 

testing the deep learning network using various parameter settings. This task mainly involved selecting appropriate 

hyperparameters, such as the learning rate, batch size, and range, to achieve optimal performance. To this end, we tried 

different combinations of these hyperparameters, and the results are presented in Table II. Our results show that the 

dataset was successfully trained using the chosen hyperparameters, with the algorithm generating a validation accuracy 

of more than 91% for all the combinations of learning rates and minibatch sizes tested. This indicates that the proposed 

deep learning-based approach is capable of accurately detecting the eye blinks from off-angle iris images, even when 

subjected to different hyperparameter settings. However, further experiments are required to validate the algorithm's 

robustness and generalization capability.  

The second set of experiments used iris images in the frontal (F) and off-angle (O) groups for network training and 

testing to investigate the blink detection performance for frontal and off-angle iris images. The blink detection results 

were analyzed using ROC curves for different categories of eye blinks, as shown in Fig. 4. The solid-blue line represents 

fully-blinked, the solid-red line represents half-blinked, the solid-green line represents half-opened, and the dotted-black 

line represents fully-opened blinks. Fig. 4(a) illustrates the performance of blink detection when trained and tested using 

frontal images. Since the frontal image subset (F) is used for network training and testing, the performance is very high 

for fully-blinked, half-blinked, half-opened, and fully-opened blink category where their area-under-the curve (AUC) 

scores are 0.993, 0.990, 0.998, 0.999, respectively.  

Figure 3: Example of eye images in the dataset (a) Fully-blinked, (b) Half-blinked, (c) Half-opened, and (d) Fully-opened. 

 

(a) (b) (c) (d) 

TABLE I: OFF-ANGLE BLINK DATASET FOR OFF-ANGLE IRIS IMAGES 

Class Name Total # of Images # of Frontal Images # of Off-angle Images 

Full blinked 1,833 880 953 

Half blink 1,431 602 829 

Half opened 1,807 590 1217 

Fully opened 1,444 1022 422 

 

                       TABLE II: ACCURACY FOR DIFFERENT HYPERPARAMETERS (LEARNING RATE AND MINIBATCH SIZE) 

Learning Rate \ Minibatch Size 4 8 16 32 

4.0 ⋅ 10−6 94.70% 94.47% 94.17% 93.04% 

1.2 ⋅ 10−5 92.56% 93.55% 93.55% 94.32% 

2.0 ⋅ 10−5 92.79% 94.32% 93.78% 93.94% 

2.8 ⋅ 10−5 92.79% 92.56% 94.55% 93.78% 

3.6 ⋅ 10−5 91.10% 93.71% 92.79% 94.63% 
 



 

 
 

 

 

  
(a)                                                                                   (b) 

 
(c)                                                                                   (d) 

Figure 4: Performance analysis using ROC curves for different categories of eye blinks including fully-blinked, half-blinked, half-

opened, and fully-opened. (a) CNNs are trained with frontal image subsets (F) and tested with off-angle image subsets (F), (b) CNNs 

are trained with frontal image subset (F) and tested with off-angle image subset (O), (c) CNNs are trained with off-angle image 

subsets (O) and tested with off-angle image subsets (F), (d) CNNs are trained with off-angle image subset (O) and tested with off-

angle image subset (O). 

Fig. 4(b) shows the blink detection performance analysis for training with frontal images and testing with off-angle 

images. Since only frontal image subset (F) is used for network training and network is tested with off-angle images, the 

performance is lower compared with Fig. 4(a). For the fully-blinked, half-blinked, half-opened, and fully-opened blink 

categories, the AUC scores are 0.954, 0.922, 0.936, and 0.763, respectively. These scores indicate that the performance 

of the blink detection model decreases when tested on off-angle iris images. The main reason for the performance drop 

when testing the blink detection model on off-angle iris images is that the off-angle iris images have a different viewing 

angle and are more challenging to detect blinks compared to the frontal iris images. This leads to a difference in the 

distribution of the features learned by the model during training and those present in the off-angle images during testing. 

Therefore, the model may not generalize well to off-angle images, resulting in lower performance. Additionally, the off-

angle images may have occlusions or other artifacts that are not present in the frontal images, which further affects the 

model's performance. Therefore, further optimization of the model and training dataset may be needed to improve the 

performance on off-angle images. 

Fig. 4(c) shows the blink detection performance analysis for training with off-angle images and testing with frontal 



 

 
 

 

images. The AUC scores are 0.988, 0.979, 0.978, and 0.985 for fully-blinked, half-blinked, half-opened, and fully-

opened blink categories, respectively. The higher AUC scores indicate that the model has learned useful features from 

off-angle images that can be transferred to frontal images. This indicates that the model trained on off-angle iris images 

performs well when tested on frontal iris images. Interestingly, the performance of the model on frontal images in this 

case is comparable to the performance of the model trained on frontal images and tested on frontal images (Fig. 4a). This 

suggests that training the model on off-angle images could potentially lead to better generalization to frontal images. 

Further investigation is needed to explore this hypothesis and optimize the model's performance on both frontal and off-

angle iris images. This could be due to the fact that off-angle images have different characteristics and may not capture 

all the information needed for accurate blink detection in frontal images. 

In our last experiment, the network was trained and tested with off-angle iris images, and its blink detection performance 

is shown in Fig. 4(d). The AUC scores are 0.990, 0.984, 0.991, and 0.976 for fully-blinked, half-blinked, half-opened, 

and fully-opened blink categories, respectively. These results demonstrate that the performance of the blink detection 

model improves when trained with off-angle images. In comparison to Fig. 4(b), where the model was trained on frontal 

images and tested on off-angle images, the AUC scores in Fig. 4(d) are higher for all blink categories. This indicates that 

the network has learned robust features that are not specific to off-angle or frontal images. These results also suggest that 

training the model with a more diverse set of off-angle images can further enhance its performance for off-angle blink 

detection. This improvement is particularly significant for real-world applications where iris images are often captured at 

different angles. 

6. CONCLUSION 

In conclusion, we have presented a CNN-based blink detection algorithm for standoff iris recognition frameworks. Our 

approach can classify off-angle iris images and determine which ones can still be used in biometric applications such as 

iris recognition in case of full or partial blinking. Our experiments showed that the performance of the blink detection 

model improves when trained with off-angle iris images. Compared to the network trained with frontal images, the 

network trained with off-angle images was able to classify both off-angle and frontal images with a success rate 

exceeding 97.5%. These results suggest that training the model with a more diverse set of off-angle images can improve 

its performance for off-angle blink detection, which is crucial for real-world applications where the iris images are often 

captured at different angles. Furthermore, our approach has the potential to be used in other biometric systems that 

require accurate detection of blinks. Overall, our work provides a promising approach for improving the robustness and 

accuracy of standoff iris recognition systems. 

ACKNOWLEDGMENTS 

This project was made possible by support from Secure and Trustworthy Cyberspace (SaTC) program of The National 

Science Foundation (NSF) under grant award CNS-1909276 and CNS-2100483. 

 

REFERENCES 
 

[1] K. Jain, A. Ross, and S.Prabhakar. An introduction to biometric recognition. IEEE Transactions on Circuits and 

Systems for Video Technology, 14(1):4–20, 2004. 

[2] M. Karakaya. A study of how gaze angle affects the performance of iris recognition. Journal of Pattern 

Recognition Letters, 82(2):132-143, 2016. 

[3] H. Proenca, and L. Alexandre. Toward noncooperative iris recognition: A classification approach using multiple 

signatures. IEEE Transactions on Pattern Analysis and Machine Intelligence, 29(4):607 –612, 2007. 

[4] S. Pundlik, D. Woodard, and S. Birchfield. Non-ideal iris segmentation using graph cuts. In Computer Vision and 

Pattern Recognition Workshops, IEEE Computer Society Conference on, pages 1 –6, June 2008. 

[5] Y. Si, J. Mei, and H. Gao. Novel approaches to improve robustness, accuracy and rapidity of iris recognition 

systems. IEEE Trans. on Industrial Informatics, 8(1):110 –117, 2012. 

[6] J. Daugman. New methods in iris recognition. Systems, Man, and Cybernetics, Part B: Cybernetics, IEEE 

Transactions on, 37(5), 1167-1175, 2007. 

[7] S.A.C. Schuckers, N.A. Schmid, A. Abhyankar, V. Dorairaj, C.K. Boyce, and L.A. Hornak. On Techniques for 

Angle Compensation in Nonideal Iris Recognition. IEEE Transactions on Systems, Man, and Cybernetics, 37(5), 

pp.1176-1190, 2007. 



 

 
 

 

[8] Divjak, M., & Bischof, H. (2008). Real-time video-based eye blink analysis for detection of low blink-rate during 

computer use. In First international workshop on tracking humans for the evaluation of their motion in image 

sequences (pp. 99–107). 

[9] Divjak, M., & Bischof, H. (2009). Eye blink based fatigue detection for prevention of computer vision syndrome. 

In MVA2009 IAPR conference on machine vision applications, Yokohama, Japan (pp. 350–353). 

[10] Drutarovsky, T., & Fogelton, A. (2014). Eye blink detection using variance of motion vectors. In European 

conference on computer vision (pp. 436–448). Springer. 

[11] Fogelton, A., & Benesova, W. (2016). Eye blink detection based on motion vectors analysis. Computer Vision 

and Image Understanding, 148, 23–33. 

[12] Fogelton, A., & Benesova, W. (2018). Eye blink completeness detection. Computer Vision and Image 

Understanding, 176, 78–85 

[13] Singh, H., & Singh, J. (2018). Real-time eye blink and wink detection for object selection in HCI systems. Journal 

on Multimodal User Interfaces, 12, 55–65. http://dx.doi.org/10.1007/s12193-018-0261-7. 

[14] Medeiros, Silva, Fernandes, Sánchez-Gendriz, Lins, Barros, Nagem, Valentim, “Efficient machine learning 

approach for volunteer eye-blink detection in real-time using webcam”, Expert Systems with Applications”. 

Volume 188, February 2022, 116073 

[15] Ayudhya C.D.N. and Srinark T., “A Method for Real-Time Eye Blink Detection and Its Application” (2009). 

[16] Han Y.J. , Kim W., and Park J.S., “Efficient Eye-Blinking Detection on Smartphones: A Hybrid Approach Based 

on Deep Learning”, Hindawi, Mobile Information Systems, Article ID 6929762 (2018). 

[17] Chau, M., & Betke, M. (2005). Real time eye tracking and blink detection with USB cameras: Technical report, 

Boston, MA 02215, USA: Boston University Computer Science. 

[18] Królak, A., & Strumiłło, P. (2012). Eye-blink detection system for human–computer interaction. Universal Access 

in the Information Society, 11, 409–419. http://dx.doi.org/10.1007/s10209-011-0256-6. 

[19] Morris, T., Blenkhorn, P., & Zaidi, F. (2002). Blink detection for real-time eye tracking. Journal of Network and 

Computer Applications, 25, 129–143. http://dx.doi.org/10.1006/jnca.2002.0130, URL 

http://www.sciencedirect.com/science/article/pii/S108480450290130X. 

[20] Panning, A., Al-Hamadi, A., & Michaelis, B. (2011). A color based approach for eye blink detection in image 

sequences. In 2011 IEEE international conference on signal and image processing applications (pp. 40–45) 

[21] Danisman, T., Bilasco I. M., Djeraba, C., Ihaddadene, N. (2010). Drowsy Driver Detection System Using Eye 

Blink Patterns. International Conference on Machine and Web Intelligence (ICMWI 2010), Alger, Algeria. 

pp.230-233, ff10.1109/ICMWI.2010.5648121ff. ffhal-00812315 

[22] F. M. Sigit, E. M. Yuniarno, R. F. Rachmadi and A. Zaini, "Blinking Eyes Detection using Convolutional Neural 

Network on Video Data," 2020 3rd International Conference on Information and Communications Technology 

(ICOIACT), Yogyakarta, Indonesia, 2020, pp. 291-296, doi: 10.1109/ICOIACT50329.2020.9331967. 

[23] Vishesh P., Raghavendra S, Jankatti S.K , Rekha V, “Eye blink detection using CNN to detect drowsiness level in 

drivers for road safety”, Indonesian Journal of Electrical Engineering and Computer Science, Vol 22, No 1, April 

2021, pp. 222~231, ISSN: 2502-4752, DOI: 10.11591/ijeecs.v22.i1.pp222-231 

[24] A. Krizhevsky, I.  Sutskever, and G. Hinton. “ImageNet classification with deep convolutional neural networks”, 

Proc. Adv. Neural Inf. Process. Syst. Conf, 1097-1105, 2012. 

http://dx.doi.org/10.1007/s12193-018-0261-7
http://dx.doi.org/10.1007/s10209-011-0256-6
http://www.sciencedirect.com/science/article/pii/S108480450290130X

