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Structural Equivalence in Subgraph Matching
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Abstract—Symmetry plays a major role in subgraph matching
both in the description of the graphs in question and in how
it confounds the search process. This work addresses how to
quantify these effects and how to use symmetries to increase the
efficiency of subgraph isomorphism algorithms. We introduce
rigorous definitions of structural equivalence and establish con-
ditions for when it can be safely used to generate more solutions.
We illustrate how to adapt standard search routines to utilize
these symmetries to accelerate search and compactly describe
the solution space. We then adapt a state-of-the-art solver and
perform a comprehensive series of tests to demonstrate these
methods’ efficacy on a standard benchmark set. We extend
these methods to multiplex graphs and present results on large
multiplex networks drawn from transportation systems, social
media, adversarial attacks, and knowledge graphs.

Index terms— Subgraph isomorphism, subgraph matching,
multiplex network, structural equivalence, graph structure

I. INTRODUCTION

The subgraph isomorphism problem (also called the sub-
graph matching problem) specifies a small graph (the tem-
plate) to find as a subgraph within a larger (world) graph.
This problem has been well-studied especially in the pattern
recognition community. The surveys [20], [9], and [28] explain
the broad variety of techniques used as well as applications
including handwriting recognition [2], face recognition [4],
biomedical uses [3], sudoku puzzles and adversarial activity
[51]. More recently, subgraph matching arises as a component
in motif discovery [23], [37], where frequent subgraphs are
uncovered for graph analysis in domains including social net-
works and biochemical data. Additionally, subgraph matching
is relevant in knowledge graph searches, wherein incomplete
factual statements are completed by querying a knowledge
database [8], [47].

Networks are present in many applications; hence, the abil-
ity to detect interesting structures, i.e., subgraphs, apparent in
the networks bears great importance. We investigate subgraph
matching on a wide variety of networks, simulated and real,
single channel and multichannel, ranging from hundreds to
millions of nodes. These data sets include biochemical reac-
tions [21], pattern recognition [12], transportation networks
[13], social networks [16], and knowledge graphs [52].

This paper addresses exact subgraph isomorphisms: given a
template G = (Vr, Er), and a world Gy = (Viw, Ew ), find
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Fig. 1.
Non-gray nodes of the same color are structurally equivalent.

Graph representing a system of biochemical reactions from [21].

a mapping f : Vp - Vi that is both injective and respects the
structure of Gp. For the latter property to hold, we require
that if (¢1,¢2) € ET, then we must have (f(t1), f(t2)) € Ew.
If this is true, we say that f is edge-preserving. We define
subgraph isomorphism as follows:

Definition 1. Given a template G = (Vp, E7) and a world
Gw = (Vw,Ew), a map f : Vp - Vi is a subgraph
isomorphism if and only if f is injective and edge-preserving.

Throughout this paper, we use the terms subgraph iso-
morphism and subgraph matching interchangeably. Related
terms are subgraph homomorphism which relaxes the in-
jectivity requirement, and induced subgraph isomorphism
which also requires the map to be non-edge-preserving (if
('LL,U) ¢ ET} (f(u),f(’l))) ¢ EW)

We are interested in the subgraph matching problem (SMP)
[51]:

Definition 2 (Subgraph Matching Problem). Given a tem-
plate graph G and a world graph Gy, find all subgraph
isomorphisms from Gp to Gy .

If there is at least one subgraph isomorphism, we call the
problem satisfiable.

Simply finding a subgraph isomorphism is NP-complete [6],
suggesting that there is no algorithm that efficiently finds all
subgraph isomorphisms on all graphs. In spite of this, signifi-
cant progress has been made in the development of algorithms
for detecting subgraph isomorphisms [18], [22], [27], [45]. As
in other NP-complete problems, the literature addressing the



enumeration of exact subgraph isomorphisms has focused on
performing a full tree search of the solution space. The state-
of-the-art algorithms generally focus on iteratively building
partial matches and use heuristics for optimizing the variable
ordering and pruning branches of the search tree.

We are interested in the full enumeration and characteri-
zation of the solution space for the SMP. This is important
for real-world applications. Consider a template representing
transactions of a crime ring and the world is the broader
transaction network. If there are thousands of matches, any
given match is likely to be a false positive suggesting the
need to further narrow down the search by adding more
detail to the template. Our work identifies and characterizes
the structure of such redundancies due to symmetry in the
matching problem. We exploit these symmetries to produce a
compressed version of the solution space which saves space
as well as aids understanding the problem’s solutions.

As an example of symmetry, observe the template graph in
Figure 1 which is from a system of biochemical reactions [21]
and note that each pair of colored nodes is interchangeable
in any solution as they have the exact same neighbors. As
there are 11 such pairs in the graph, for any found isomor-
phism, we can generate 2!' = 2048 more solutions simply
by interchanging nodes. By avoiding redundant solutions in a
subgraph search, we can significantly reduce the search time
(potentially by a factor of 2048 or more). This simple form of
symmetry is known as structural equivalence.

Broader notions of equivalence can be used to further accel-
erate search. In Figure 2, the yellow and blue nodes are each
individually structurally equivalent. However, if we proceed
by matching A to 1, then we can complete an isomorphism
by matching B and C to any of 2, 3, 4, or 5. The presence
of additional edges incident to 4 and 5 hides that 4 and 5
may be swapped out for 2 or 3. By identifying when these
additional edges may be ignored, we can again dramatically
reduce the amount of work. This second notion of equivalence
we will refer to as candidate equivalence. In the body of this
paper, we will formally define these terms and demonstrate
how they can be applied in a tree search algorithm. These
two notions of equivalence can be broadly classified into two
categories: static equivalence, which describes equivalence
apparent from the problem description, and dynamic equiv-
alence, which describes equivalence uncovered in the search
process. Structural equivalence falls into the former category
while candidate equivalence belongs to the latter. We note that
these forms of equivalence are dependent on the structure of
the graphs and cannot be used should we interchange one
template graph for another.

A. Related Work

The first significant subgraph isomorphism algorithm pro-
posed by Ullmann [1] generates candidate vertices from the
neighbors of already matched world vertices. The widely used
VE2 algorithm [7] improves on this by choosing a match
ordering that favors template vertices adjacent to already-
matched template vertices and adding pruning rules based on
the degrees of vertices. The authors more recently published
the VF3 algorithm [31] that further extends this approach.

Fig. 2. Example subgraph isomorphism problem with template on the left
and world on the right. Nodes of the same color are structurally equivalent.

In a different approach, Solnon [10] emphasizes the con-
straint propagation paradigm from artificial intelligence, and
her algorithm LAD internally stores candidate lists for every
template vertex. By way of a repeated application of a filter
based on the vertex neighborhood structure, her algorithm can
effectively prune branches of the tree search. She expands on
this work in [30] to incorporate more powerful filters. Other
solvers including Glasgow [24], [45], SND [19], and ILF [11]
each address various ways to enhance filters based on other
graph properties including number of paths, cliques or more
complicated neighborhoods in order to strengthen the filters.

Significant work has been done to exploit symmetry to
compress graphs and count isomorphisms. Turbolso [18] ex-
ploits basic symmetry in the template graph and optimizes the
matching order based on a selection of candidate regions and
exploration within those regions. CFL-Match [27] proposes
a match ordering based on a decomposition of the template
graph into the core, a highly connected subgraph, and a forest
which is further decomposed into a forest and leaves. BoostIso
[25] exploits symmetry in the world graph and presents
a method by which other tree-search-based approaches are
accelerated by using their methodology. The ISMA algorithm
[17] exploits basic bilateral and rotational symmetry of the
template to boost subgraph search and this work was extended
into the ISMAGS algorithm [22] to incorporate general auto-
morphic symmetries of the template graph.

One closely related problem is the inexact subgraph match-
ing problem. This problem replaces the strict edge-preserving
constraints of exact isomorphism with a penalty for edge
and label mismatches which is to be minimized. The exact
form of the penalty varies across applications and there are
a myriad of approaches many taking inspiration from the
exact matching problem. These involve a variety of techniques
including filtering [40], [47], A* search [39], indexing [32],
and continuous techniques [44]. We will not be considering
this problem in this paper.

B. Paper Outline

In this paper, we demonstrate how tree search-oriented
approaches can be accelerated by exploiting both static forms
of equivalence, apparent at the start of search, as well as
dynamic forms of equivalence, which are uncovered as the
search proceeds. In Section II, we formally define structural
equivalence and how to incorporate it into a subgraph search.



In Section III, we introduce candidate equivalence to demon-
strate how to expose previously unseen equivalences during
a subgraph search. In Section IV, we introduce node cover
equivalence, an alternate form of equivalence which is easy
to calculate, and unify all the notions of equivalence into a
hierarchy. In Section V, we adapt the Glasgow solver [45] to
incorporate equivalences and apply it to a set of benchmarks to
assess the performance of each of the equivalence levels'. In
Section VI, we demonstrate how to succinctly represent and vi-
sualize large classes of solution by incorporating equivalence.
In Section VII, we extend our algorithm to be able to handle
multiplex multigraphs and show our algorithm’s success in
fully mapping out the solution space on a variety of these
more structured networks.

This paper takes inspiration for the general subgraph tree
search structure from [51] and shares many of the same
test cases on multichannel networks. In our previous work
[42], we introduced a simpler notion of candidate equivalence
and candidate structure, and tested it on a small selection of
multichannel networks. From these prior works, we observed
the high combinatorial complexity of the solution spaces
necessitating an approach which can exploit symmetry to com-
press the solution space and accelerate search. In this work, we
expand on both papers by introducing several new notions of
equivalence, providing a rigorous foundation for their efficacy
in subgraph search, establishing a compact representation of
the solution space, and empirically assessing these methods
on a broad collection of both real and synthetic data sets.

II. STRUCTURAL EQUIVALENCE

Structural equivalence is an easily understood property of
networks which, if present, can be exploited to greatly speed
up subgraph search. Intuitively, two vertices are structurally
equivalent to each other if they can be “swapped” without
changing the graph structure. This type of equivalence often
occurs in leaves that are both adjacent to the same vertex.

Definition 3. In a graph G = (V, E), we say that two vertices
v, w are structurally equivalent (denoted v ~5 w) if:
1) For ueV,u+v,w,
a) (u,v) e E < (u,w)eFE
b) (v,u) e E < (w,u) e E
2) (v,w)e E < (w,v) ek

This definition implies that the neighbors of structurally
equivalent vertices (not including the vertices themselves)
must coincide. The following proposition verifies that this is
an equivalence relation.

Proposition 4. ~; is an equivalence relation.

Proof. All proofs for propositions stated in this paper are
provided in the appendix. O

Using this relation, we can partition the vertices of any
graph into structural equivalence classes, and interchange
members of each class without changing the essential structure

'Our implementation of our algorithms can be found at the following
repository: https://github.com/domyang/glasgow-subgraph-solver.

of the graph. Checking for equivalence between two vertices
simply amounts to comparing neighbors in an O(|V|) opera-
tion in the worst case, but is generally faster for sparse graphs.
Computing the classes themselves can be found by pairwise
comparison of vertices resulting in O(|V|*) operations in
the worst case. Algorithm 1 demonstrates how one could
implement a breadth first search algorithm to take advantage
of the sparsity of a graph to accelerate the computation. Since
For each vertex v visited, it takes O(deg(v)?) to partition the
neighbors of v into equivalence classes, and so in the worst
case the algorithm takes O(Y, deg(v)?) ~ O(|V|deg(v)?)
where deg(v)? denotes the average over deg(v)? for all v. For
sparse graphs, deg(v) <« |V, and so this will be significantly
faster than a naive pairwise check.

Algorithm 1 Routine for computing equivalence classes

function FINDEQCLASSES(G = (V, E))
: Let () be a queue

1:

2

3 Pick first vertex v to put in @

4: Let EQ ={}

5: Let visited = {}

6 while ) not empty do

7 Dequeue v from @

8 Add v to visited

9 Partition N (v) into equivalence classes, to FQ

10: Add representatives from neighbor classes to )
11: Check if first vertex v is in any class and add if so
12: Else add it to its own class

13: return £Q

A. Interchangeability and Isomorphism Counting

We now show that given any subgraph isomorphism, we
can interchange any two vertices in the template graph and
still retain a subgraph isomorphism. Before we do this, we
formally define what we mean by interchangeability.

Definition 5. Two template graph vertices v,w € Vp are in-
terchangeable if for all subgraph isomorphisms [ : Vir — Vi,
the mapping g given by interchanging v and w:

flw) u=v
g(w) =1 fv) u=w
f(u) otherwise

is also a subgraph isomorphism.

Two world graph vertices v',w' € Vi are interchangeable
if for all subgraph isomorphisms f, if both v',w' are in the
image of f with preimages v,w, the mapping g:

!

w u=v
g(u) =<0’ u=w
f(u) otherwise
is an isomorphism. If only one, say v', is in the image, then
h given by
w' u=v
h(u) = .
f(u) otherwise



is also an isomorphism.

We will qualify this definition later in the paper by re-
stricting the interchangeability only to certain subsets of
isomorphisms. The proposition affirming template vertex in-
terchangeability under template structural equivalence follows:

Proposition 6. Given graphs Gr = (Vp,Er), Gw =
(Vw, Ew), if v,w € Vip are structurally equivalent, then they
are interchangeable in any subgraph isomorphism.

Hence, interchanging the images of two template vertices
preserves subgraph isomorphism. As transpositions generate
the full set of permutations, we have the following result:

Proposition 7. If we can partition Vp = C4,...,C, into
structural equivalence classes, and there exists at least one
subgraph isomorphism, then there are at least

n

[TIC:]!

i=1
subgraph isomorphisms.

We can also apply this structural equivalence to the world
graph to demonstrate a similar kind of interchangeability.

Proposition 8. If v',w’ € Viy are structurally equivalent, then
in any subgraph isomorphism f, they are interchangeable.

If we apply both template and world structural equivalence
to our problem, it is natural to ask how many solutions we
can now generate from a single solution. This is given by the
following proposition:

Proposition 9. Let f : Vi — Vi be a subgraph isomorphism.
Suppose we partition the template graph Vp = UL, C; and
the world graph Vyy = Ui’j-’il Dj into structural equivalence
classes. Let C; j = C;n f~'(D;) represent the set of template
vertices in C; that map to world vertices in the equivalence
class D;. Then there are

n m o n D.|— i—1 Ch.
-11Ck
i=1 j=1i=1 |51
isomorphisms generated by interchanging equivalent template
vertices or world vertices using Propositions 6 and 8.

B. Application to Tree Search

We now demonstrate how to adapt any tree-search algorithm
to incorporate equivalence. A tree-search algorithm proceeds
by constructing a partial matching of template vertices to
world vertices, at each step extending the matching by as-
signing the next template vertex to one of its candidate world
vertices. If at any point, the match cannot be extended (due
to a contradiction or finding a complete matching), the last
assigned template vertex is reassigned to the next candidate
vertex. Each possible assignment of template vertex to world
vertex corresponds to a node in the tree, and a path from the
root of the tree to a leaf corresponds to a full mapping of
vertices.

The tree search is a recursive routine described by Algo-
rithm 2. In this procedure, we maintain a binary |V(T)| x

[V (W)| matrix cands where cands[i, j] is 1 if world vertex
7 is a candidate for template vertex ¢ and 0 otherwise and a
mapping from template vertices to world vertices describing
which vertices have already been matched. In lines 2-4, we
report a match after having matched all vertices. The call
to ApplyFilters in line 5 eliminates candidates based on the
assumptions made so far in the partial match. In line 7, we
save the current state to return to after backtracking, and in
lines 11-14, we iterate through all candidates for the current
vertex attempting a match until we have exhausted them all.
Then in line 18, we restore the prior state and backtrack.

Algorithm 2 Generic routine for a tree search

1: function SOLVE(partial_match, cands)

2: if MatchComplete(partial_match) then
3: ReportMatch(partial_match)

4: return

5: ApplyFilters(partial_match, cands)

6: Let u = GetNextTemplateVertex()

7: Let cands_copy = cands.copy()

8: if Using World Equivalence then

9: RecomputeEquivalence(partial_match, cands)
10: Let ws = GenerateWorldVertices(cands, eq)
11: for v in ws do

12: partial_match.match(u, v)

13: Solve(partial_match, cands_copy)
14: partial_match.unmatch(u, v)

15: if Using Template Equivalence then
16: for unmatched v’ ~ u do

17: Set cands[v’,v] =0

18: Let cands = cands_copy

19: if Using World Equivalence then
20: RestoreEquivalence()
21: return

Template equivalence can significantly accelerate the tree
search; from Proposition 6 we can swap the assignments of
equivalent template vertices to find another isomorphism. If
we have a partial match, template vertices u; ~ wuo, and
we have just considered candidate w for u;, we can ignore
branches where wuy is mapped to w since we can generate
those isomorphisms by taking one where w; is mapped to
w and swapping. Lines 16 and 17 demonstrate how we can
incorporate this idea into a tree search (without these, we
would have a standard tree search).

To incorporate world equivalence into the search, we modify
the search so that we only assign any template vertex to one
representative of an equivalence class in the search. This can
be done by modifying GenerateWorldVertices to pick only
one representative vertex of each equivalence class out of the
candidates for the current template vertex.

Note that after performing the tree search, the solutions
found will represent classes of solutions that can be generated
by swapping. Some bookkeeping is needed to determine what
assignments can be swapped to count the number of distinct
solutions. We call the solutions that are actually found (and
are not produced by interchanging vertices) representative
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Fig. 3. Candidate structure for the graphs in Figure 2 before and after
assigning template node A to world node 1.

solutions. The set of solutions that can be generated by
interchanging equivalent vertices for a given representative
solution is a solution class. The ability to represent large
solution classes with a sparse set of solutions is what allows
us to compactly describe massive solution spaces.

III. CANDIDATE EQUIVALENCE

The equivalence discussed in the prior section is a static
form of equivalence, only taking into account information
provided at the start of the subgraph search. However, as
a subgraph search proceeds, we may be able to discard
additional nodes and edges based on information derived from
the assignments already made. For example, in Figure 2, after
assigning A to 1, we may discard nodes 6 and 7 and edge
(4, 5), as it is impossible for them be included in a match
if A and 1 are matched. After these nodes are discarded, we
discover that with respect to the matches already made, 2, 3,
4, and 5 are effectively interchangeable. In order to make use
of this dynamic form of equivalence, we need to introduce an
auxiliary structure that takes into account our knowledge of
the candidates of each vertex u (denoted C[u]).

Definition 10. Given template graph Gp = (Vr, Er), world
graph Gyw = (Vi,Ew), and candidate sets C[u] c Vi
for each u € Vp, the candidate structure is the directed
graph Go = (Vo,Ec) where the vertices Vo = {(u,c) :
u € Vp,c € Viy} are template vertex-candidate pairs and
((u1,c1),(us,c2)) € Ec if and only if (u1,us) € Er and
(Cl, 62) € Ew.

The candidate structure represents both the knowledge of
candidates for each template node and how template adjacency
interplays with world adjacency. It removes extraneous infor-
mation to expose equivalences not apparent when looking at
the original graphs. We note that this data structure is similar
to the compact path index (CPI) introduced in [27]. However,
the CPI is only defined for a given rooted spanning tree of
the template graph whereas our candidate structure takes into
consideration all edges of the template graph. For our toy
example in Figure 2, if we assume that the candidate sets are
reduced to the minimal candidate sets so that C[A] = {1,4}
and C[B] ={2,3,4,5,6,7}. Then the candidate structure for
these graphs is as shown on the left in Figure 3. At this point,
there is no apparent equivalence to exploit from the candidate
structure. However once we decide to map node A to 1, the
candidate structure reduces to the right graph in Figure 3.

It is visually clear that nodes 2, 3, 4, and 5 are structurally
equivalent as candidates of B and C. Similarly, if we assigned
A to 4, nodes 5, 6, and 7 will be structurally equivalent in
the candidate structure. We want to determine under which
circumstances this will ensure interchangeability. We introduce
the following definition:

Definition 11. Given a candidate structure G = (Ve, E¢),
c1,c2 € Viy, we say that ¢, is candidate equivalent to cs
with respect to u € Vr, denoted ci ~., co, if and only if
c1,¢2 ¢ Clu] or ¢1,c0 € Clu] and (c1,u) ~5 (c2,u).

It is easy to show that if the candidate sets are complete (for
each template node w, if there is a matching which maps u to
world node v, then v € C[u]), then if ¢1 ~4 cg, then ¢1 ~¢ 4, c2
for all template vertices wu.

The exact criteria for interchangeability is a little more com-
plicated. For example, in Figure 2, 4 appears as a candidate
for both A and for B and C, so that we cannot simply swap
4 with nodes that are candidate equivalent to 4 with respect
to B. To address a more complex notion of interchangeability,
we introduce some terms. We say that a subgraph isomor-
phism f is derived from a candidate structure G¢ if for any
v e Vp, (v, f(v)) € Vo (e, f(v) is a candidate of v). We
say that world vertices wy,wo are Gc-interchangeable if for
all isomorphisms derived from the candidate structure G¢, wy
and ws can be interchanged and preserve isomorphism.

A simple criterion for interchangeability is provided in the
following proposition:

Proposition 12. Suppose that given a specific candidate
structure Go = (Vo, Ec), we have that ci,co € Clu] and
C1 ~eu C2 for some template vertex w. Suppose that ¢y and c
are not candidates for any other vertex. Then ci1 and co are
G¢-interchangeable.

This proposition suggests a simple method for exploiting
candidate equivalence. In our tree search, when we generate
candidate vertices for a given vertex u, we find representatives,
for each candidate equivalence class, that do not appear as
candidates for other vertices. If a class has a vertex appearing
in other candidate sets, then we cannot exploit equivalence
and must check each member of the class. Furthermore, as
we continue to make matches and eliminate candidates, more
world vertices will become equivalent, so it is advantageous to
recompute equivalence before every match as is done in line
9 of Algorithm 2. Upon unmatching, we need to restore the
prior equivalence in line 20.

If we have that f(v) = ¢; and f(w) = cg, and we want
to swap c; for co, we need a stronger condition; namely, we
need that they are equivalent with respect to both v and w.
In the process of a tree search, we do not know exactly what
each vertex will be mapped to so instead we consider an even
stronger condition:

Definition 13. Given a candidate structure Go = (Vo, Ec),
we say that ¢, € Viyy is fully candidate equivalent to co € Viy,
denoted cy ~. co If for all w e Vp, c1 ~¢, Ca.

Note that if ¢; ~., c2 for some u, and cq,cy are not
candidates for any other vertices, then ¢; ~. co. This condition



enables us to interchange world vertices and still maintain the
subgraph isomorphism conditions. This is established by the
following proposition:

Proposition 14. Suppose that given a specific candidate
structure Go = (Vo, Ec), we have that ci,co € Viy and
C1 ~c ca. Then, c¢1 and co are Go-interchangeable.

IV. NODE COVER EQUIVALENCE

An alternate notion of equivalence, introduced in [51],
involves the use of a node cover. A node cover is a subset
of nodes whose removal, along with incident edges, results in
a completely disconnected graph. The approach in [51] is to
build up a partial match of all the vertices in the node cover
followed by assigning all the nodes outside the node cover.
After reducing the candidate sets of all the nodes outside the
cover to those that have enough connections to the nodes in
the cover, what remains is to ensure that they are all different.

We formalize this with some definitions. A partial match
is a subgraph isomorphism from a subgraph of the template
graph to the world graph. We list out the mapping as as
a list of ordered pairs M = {(vi,w1),...,(Vn,wn)}. A
template vertex - candidate pair (v,c) is joinable to a partial
match M if for each (v;,w;) € M, if (v;,v) € Vr, then
(w;,c) € Vi and if (v,v;) € Vp, then (c,w;) € Ep. If two
world vertices wj,wy are interchangeable in any subgraph
isomorphism extending a partial match M, we say that w;
and wy are M -interchangeable.

Since the problem is significantly simpler, it is easier to
obtain a form of equivalence on the vertices.

Definition 15. Let M be a partial match M on a node cover
N of Vp and suppose that for all w € Vp N\ N, the candidate
set Clu] is comprised entirely of all world vertices joinable
to M. Two world vertices wi,wo are node cover equivalent
with respect to M, denoted w1 ~n pr wo, if for all u € Vo \ N,
wy € Clu] if and only if wy € Clu].

For example, consider the template and world in Figure 4.
Once nodes B and D in the node cover are mapped to 2 and 5,
the remaining nodes have candidates that have the associated
color in the world graph. We then simply group each of these
candidates together into equivalence classes. Note that the
edges depicted in red are what prevent structural equivalence,
and the node cover approach effectively ignores these edges
to expose the equivalence of these vertices.

Proposition 16. Suppose we have a node cover of the template
graph N, and a partial matching M on N and two world
vertices w1, ws not already matched satisfy w1 ~n pr wo. Then
wy and wo are M-interchangeable.

Node cover equivalence is easy to check and captures a
significant portion of the equivalence posed by other methods.
This is often due to interchangeable nodes being composed of
sibling leaves which are generally outside of a node cover.

We note that the methods discussed in the paper (with
the exception of basic structural equivalence for template and
world as in Proposition 9) cannot incorporate both template
and world equivalence. The combination of allowing template

Fig. 4. In order from left to right: template, world, and possible candidate
structure. The boxed vertices comprise a node cover of the template and the
image of the node cover in the world. Nodes of the same color in the world

are node cover equivalent. The red edges are extraneous edges which once
removed, expose equivalence.

and world node interchanges and having dynamic world equiv-
alence classes significantly complicates the counting process.
One approach which can facilitate the use of both forms
of equivalence involves a tree search where entire template
equivalence classes are assigned at once instead of individual
template nodes. This kind of approach for assigning the
remaining nodes outside of the node cover is discussed in
the Appendix Section D.

A. Equivalence Hierarchy

There is a relation between node cover equivalence and full
candidate equivalence, given in the following proposition:

Proposition 17. Suppose that N is a node cover of Vi, M is
a partial match on N, candidate sets are reduced to joinable
vertices, and w1, w2 € Vp N N. Then wi ~n,p W2 < Wi ~¢
wa.

Thus, until we have assigned a node cover, we can use
candidate equivalence to prevent redundant branching; once
we have matched all nodes in the node cover, we can check
for node cover equivalence: a simpler condition.

The agreement of node cover equivalence and fully can-
didate equivalence is apparent in the candidate structure pre-
sented on the right of Figure 4. From the candidate structure,
the yellow nodes and the green nodes are fully candidate
equivalent as they have the same neighbors, and that they are
node cover equivalent as they only appear as candidates for
the corresponding yellow and green nodes in the template.

The various notions of equivalence form a hierarchy. Struc-
tural equivalence of world nodes has the strictest requirements
and implies all other forms of equivalence. Proposition 17
asserts that under mild conditions, full candidate equivalence
and node cover equivalence are one and the same. We can
also include candidate equivalence with respect to a template
vertex as a weaker condition implied by full candidate equiva-
lence that does not guarantee interchangeability. The following
proposition summarizes these findings:

Proposition 18. Suppose the assumptions of Proposition 17
hold. Given template vertex t, world vertices w1, w2, we have
Wi ~g W2 => W1 ~N,M W2 <> Wi ~e W2 = W~ Wo. Under
the first three equivalences, w1 and ws are interchangeable.



From this proposition, we observe that full candidate equiv-
alence and node cover equivalence provide the most compact
solution space as they require the weakest conditions while
still guaranteeing interchangeability. However, the cost in
determining full candidate equivalence may be prove excessive
compared to simpler types of equivalence. We address these
trade-offs on real and simulated data in Section V.

V. EXPERIMENTS

To demonstrate the utility of equivalence for the SMP,
we adapt a state-of-the-art tree search subgraph isomorphism
solver, Glasgow [45], using the modifications described in
Algorithm 2. We consider seven levels of equivalence: no
equivalence (NE) (default), template structural equivalence
(TE), world structural equivalence (WE), template and world
structural equivalence (TEWE), candidate equivalence as in
Proposition 12 (CE), full candidate equivalence as in Proposi-
tion 14 (FE), and node cover equivalence (NC). Each equiva-
lence mode is integrated into the Glasgow solver separately.

For each test class involving template equivalence (TE,
TEWE), we compute the template structural equivalence
classes, and for each involving world equivalence (WE,
TEWE, CE, FE, NC), we compute world structural equiva-
lence classes at the start using Algorithm 1. Then we make
the modifications for template and world equivalence as in
Algorithm 2. For algorithms requiring recomputation of the
equivalence classes at each node of the tree search, for
speed purposes, we only recompute equivalence for nodes
that appear as candidates for the current template node under
consideration. We check equivalence between each pair of
candidates using the definitions directly.

We consider single-channel networks from the benchmark
suite in [43]. Basic parameters for the datasets are listed in
Table 1. SF is composed of 100 instances that are randomly
generated using a power law and are designed to be scale-free
networks. LV is a diverse collection of randomly generated
graphs satisfying various properties (connected, biconnected,
triconnected, bipartite, planar, etc.). SI is a collection of
randomly generated instances falling into four categories:
bounded valence, modified bounded valence, 4D meshes, and
Erd6s—Rényi graphs. The images-cv, meshes-cv, and images-pr
data [12], [26] sets are real instances representing segmented
images and meshes of 3D objects drawn from the pattern
recognition literature. The biochemical dataset [21] contains
matching problems taken from real systems of biochemical
reactions. The phase dataset [36] is comprised of randomly
generated Erd6s—Rényi graphs with parameters known to be
very difficult for state-of-the-art solvers.

We also include a problem set where the template graph is
a small Erd6s—Rényi graph and the world graph is composed
of the webpages on the Notre Dame university website with
directed edges representing links between pages [5]. In these
instances, the template is randomly generated with n; nodes
and e, edges where 5 < n; <15 and n; < e; < 3ny. The world
graph is fairly sparse and has 325,729 vertices and 1,497,135
edges. We refer to this problem set as the www dataset. We
collected 50 template graphs for each value of n, for a total
of 550 templates.
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Fig. 5. Number of satisfiable (top) and unsatisfiable (bottom) instances solved
after a given amount of time. This is aggregated over all single channel
benchmark data sets. For satisfiable instances, “solved” means having fully
enumerated the solution space.

For each instance, we run the algorithm for each equivalence
level with the solver configured to count all solutions. We
record the number of representative solutions found, the total
number of solutions that can be generated by interchanging,
as well as the total run time for the instance. We terminate
each run if the search is not completed after 600 seconds
and record the statistics for the incomplete run. For each
run, we measure the compression rate which is the number
of representative solutions divided by the total number of
solutions found. This quantity indicates the factor by which the
form of equivalence chosen decreases the size of the solution
space. All experiments were performed on an Intel Xeon Gold
6136 processor with 3 GHz, 25 MB of cache, and 125 GB of
memory.

In Table II, we record the proportion of satisfiable problems
for which the solution space is fully enumerated by each
algorithm within 600 seconds. For the biochemical, LV, and
si datasets, there is an increase of 5-10% of all problems
fully solved when using any form of equivalence. We further
note that full equivalence always has the best performance
followed by node cover equivalence. This is not surprising
given that Proposition 17 states that full equivalence is the
most expansive form of equivalence.

Figure 5 portrays how many instances are solved by a given
time and demonstrates that full equivalence performs best in
solution space enumeration for satisfiable problems followed
by node cover and the other forms of equivalence. The plot
for unsatisfiable problems demonstrates drawbacks to using
full candidate equivalence; the additional computation time
to check equivalence is not needed if there are no solutions.
Checking equivalence in the TE, WE, and NC routines are very
cheap operations so there is little difference in the amount of
unsatisfiable problems solved compared to the NE routine.

Figure 6 demonstrates the variation among and within the
data sets by comparing run times for the NE and FE routines.
We observe that it is primarily among the biochemical, SI, and



TABLE I
BENCHMARK DATASET STATISTICS

Template World
Dataset # Instances # Nodes # Edges Density # Nodes # Edges Density
Min Max Min Max Min Max | Min Max Min Max Min Max
SF 100 180 900 478 5978 0.006 0.165 | 200 1000 592 7148 0.006 0.159
LV 6105 10 6671 10 209000 0.001 1.000 | 10 6671 10 209000 0.001 1.000
SI 1170 40 777 41 12410 0.005 0.209 | 200 1296 299 34210 0.004 0.191
images-cv 6278 15 151 20 215 0.019 0.190 | 1072 5972 1540 8891 4.8%9¢-4  0.003
meshes-cv 3018 40 199 114 539 0.022 0.146 | 201 5873 252 15292 4.40e-4  0.022
images-pr 24 4 170 4 241 0.017 0.667 | 4838 4838 7067 7067 0.001 0.001
biochemical | 9180 9 386 8 886 0.012 0423 | 9 386 8 886 0.012 0.423
phase 200 30 30 128 387 0.294  0.890 | 150 150 4132 8740 0.370 0.782
WWW 3850 5 15 5 45 0.071  0.750 | 325729 325729 1497135 1497135 1.4le-5 14le-5
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TABLE II
PROPORTION OF SATISFIABLE INSTANCES FULLY ENUMERATED

Dataset | NE TE WE FE TEWE CE NC

biochemical | 0.73 0.78 0.83 0.86 0.81 0.84 0.85
LV 0.10 0.10 0.14 0.15 0.13 0.14 0.15
scalefree 1.00 1.00 1.00 1.00 1.00 1.00  1.00
images-cv 1.00 1.00 1.00 1.00 1.00 1.00  1.00
meshes-cv 0.00 0.00 0.00 0.00 0.00 0.00  0.00
si 0.83 092 083 094 090 085 093
images-pr 1.00 1.00 1.00 1.00 1.00 1.00  1.00
phase 0.00 0.00 0.00 0.00 0.00 0.00  0.00
WWW 0.00 0.00 0.00 0.00 0.00 0.00 0.00

LV for which the full equivalence routine vastly outperforms
the no equivalence routine often by several orders of magni-
tude. On the other hand, the images-cv, meshes-cv, and images-
pr datasets are more challenging, especially for unsatisfiable
problems. This may be due to wasted equivalence checks as
there is no solution space to be compressed.

Figure 7 includes two plots to illustrate variation in solu-
tion counts when using the NE and FE routines. Each has
different limits on the axes to emphasize different aspects.
The left demonstrates that for problems with fewer than
10° isomorphisms, 10 minutes is often enough time to fully
enumerate the solution space without using equivalence. The
number 10° functions as an approximate upper bound for the
number of solutions found in 10 minutes for any problem
using the original Glasgow solver. We note that for the www
dataset, the base Glasgow solver finds at most approximately
10° solutions, a significantly smaller number. This happens
because that a significant portion of time is taken to load
in the large world graph. The right plot shows problems for
which the FE routine finds many orders of magnitude more
solutions. In these highly symmetric problems, an equivalence-
based approach is essential to fully understand the solution
space. We observe that for the biochemical, si, lv, and www,
we find many orders of magnitude more solutions when using
full equivalence. The largest disparity found between FE and
NE solution counts is not displayed - FE found about 1038
solutions and NE found roughly 10° solutions: a difference of
375 orders of magnitude.

Figure 8 demonstrates the different average compression
rates across each dataset and equivalence level. As expected,
FE, NC, and CE perform the best in terms of compression fol-
lowed by TEWE and then depending on the dataset, either TE
or WE. For the biochemical, lv, meshes_cv, and www datasets,
we observe on average, the solution space is compressed
in size by an order of magnitude or more when using the
CE, FE, or NC methods. On specific particularly symmetric
problems from these datasets, we find the solution space can be
compressed by tens or even hundreds of orders of magnitude
when using FE or NC. For these cases, it is necessary to
incorporate equivalence to come close to understanding the
set of solutions to the subgraph isomorphism problem.

VI. COMPACT SOLUTION REPRESENTATION

As noted in prior sections, the solution space for subgraph
matching is often combinatorially complex. However, the
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Fig. 8. The average compression rate for each dataset and equivalence type.

Fig. 9. The template (left) and world (center) from Figure 2 recolored to
represent solution (B — {2,3}, A - 1,C — {2,3,4,5}). Each world node
is colored with the same color as template nodes which can map to it or
gray if no node maps to it. The right graph compresses the world graph by
dropping nonparticipant nodes and combining nodes of the same color into a
node with a label indicating the amount combined.

notion of structural equivalence provides methods to diagram
the solution space in a compact visual way that a user can
understand. We explain this first for the toy example from
Figure 2. We begin with the base representation of one solu-
tion, (A - 1,B —» 2,C — 3), which pairs template vertices
with world vertices and extend it to incorporate equivalence.

If we use template structural equivalence, equivalent tem-
plate nodes are interchangeable. We indicate this by pairing
template equivalence classes with world vertices; producing
a solution amounts to picking a unique representative from
each class. In our example, as B and C are equivalent, we
write (A - 1,{B,C} - 2,{B,C} — 3). World equivalence
is represented similarly: the representation (A — 1,B —
{2,3},C — 4) indicates B can match with 2 or 3.

Table III illustrates the different numbers of representative
solutions for each different equivalence level for the toy prob-
lem in Figure 2. The candidate and node cover equivalence
numbers are computed assuming A is assigned first. As the full
candidate and node cover equivalence levels have the broadest
notion of equivalence, they have the most compression.

If we use candidate or node cover equivalence, equivalence
classes are recomputed before each assignment. Hence, it may
be the case that a template node is paired with a world equiva-



TABLE 111
NUMBER OF REPRESENTATIVE SOLUTIONS FOR EACH EQUIVALENCE
LEVEL IN THE TOY PROBLEM IN FIGURE 2

Eq. Level | # Rep. Sols. | Example Sol.

NE 18 A->1,B->2,C—->3

TE 9 A-1,{B,C}~->2,{B,C}—>3
WE 10 A-1,B-{2,3},C -4
TEWE 6 A->1,{B,C} >5{B,C} > {6,7}
CE 5 A=1,B>2,C—{3,4,5}

FE 2 A—1,B—1{2,3,4,5),C > {2,3,4,5}
NC 2 A>1,B-1{2,3,4,5),C > {2,3,4,5}

lence class that has been previously assigned but has grown in
size due to recomputing equivalence. For example, if we first
assign template node B to the equivalence class {2,3}, we are
forced to assign A to 1. Finally, we recompute equivalence,
and we find that {2,3,4,5} comprise an equivalence class,
to which we assign our last template node C. We therefore
have solution class (B — {2,3},4 - 1,C - {2,3,4,5}).
We diagram this class in Figure 9 where we color each
template node and its associated candidates the same color.
The subgraph of all nodes and edges that participate in the rep-
resentative solution is the solution-induced world subgraph.
The final graph depicts the compressed solution-induced
world subgraph where we drop all nonparticipant nodes and
edges, and we combine like-colored nodes into “supernodes”
with a label indicating the number of nodes joined. From this
last graph, we can observe the original template graph structure
among the participant world nodes.

We use these graphical representations depict various sym-
metric features of our datasets. As an example, we plot
the template and world subgraph for an example from the
biochemical dataset in Figure 10. From this depiction, we
observe that there are multiple different sources from which
equivalence may arise. One aspect is the large number of pairs
of structurally equivalent nodes that are colored the same in the
template graph. A second source is leaf nodes on the template
graph that can be mapped to large equivalence classes in
the world graph. By using an equivalence-informed subgraph
search, we can expose exactly where these complexities arise.
The compressed solution-induced world graph is depicted in
Figure 11 and clearly shows the role each world node plays
with respect to the template graph in a solution.

VII. APPLICATION TO MULTIPLEX NETWORKS
A. Multiplex MultiGraph Matching

Often analysts wish to encode attributed information into
the nodes and edges of a graph and allow for more than
one interaction to occur between nodes. For example, a
transportation network may have multiple modes of travel
between hubs (e.g., trains and subways). Formally, if we have
K distinct edge labels, then a multiplex multigraph is a K +1-
tuple (V, EY, E2 ..., EX) where V is the set of vertices, and
E':VxV — Zs is a function dictating how many edges there
are of label ¢ between two vertices. Intuitively, a multiplex
multigraph is a collection of K multigraphs which share the
same set of nodes. The index ¢ of the edge function is the

“channel” 7, and we refer to the edges given by edge function
E' as the edges in channel i, and the graph (V, E*) as the
graph in channel i.

A multiplex subgraph isomorphism f : Vp - Vi
preserves the number of edges in each channel. Given template
(Vr,EL,...,EX) and world (Viy,E}y,..., EX.), for any
u,v € Vi, we require B}y, (f(u), f(v)) > EX(u,v), ie., there
need to be enough edges between f(u) and f(v) to support
the edges between u and v. Definitions for equivalence also
extend naturally: we say v ~; w if in each channel ¢ for
each u # v,w, E'(v,u) = E'(w,u), E'(u,v) = E'(u,w),
and E'(v,w) = E*(w,v). The other forms of equivalence and
related theorems all generalize similarly.

Recently, significant work has been done on developing
algorithms for finding multiplex subgraph isomorphisms. [29]
develops an indexing approach based on neighborhood struc-
ture in multichannel graphs. [46] extends the single channel
package [14] to handle the multichannel case and focuses
on using intelligent vertex ordering for finding isomorphisms.
[38] utilizes a constraint programming approach for filtering
out candidates which is extended in [51]. A similar filtering
approach is taken in [41]. [44] relaxes the problem to a
continuous optimization problem which is then solved and
projected back onto the original space.

B. Multiplex Experiments

We assess the performance of our equivalence enhance-
ments on the Glasgow solver, adapted to handle multiplex
subgraph isomorphism problems. The adaptations involve min-
imal changes to the base algorithm, to ensure that matches are
only made if they preserve the edges in every channel. To
eliminate more candidates, we also perform a prefilter using
the statistics and topology filters from [38] as well as maintain
the subgraphs in each channel as the supplemental graphs used
in the Glasgow algorithm.

We consider datasets including those from [51] and which
represent both real world examples and synthetically generated
data. The real world examples include a transportation network
in Great Britain [13], an airline network [15], a social network
built on interactions on Twitter related to the Higgs Boson
[16], and COVID data [52]. For the transportation and twitter
networks, the template is extracted from the world graph.
The synthetically generated datasets are examples which rep-
resent emails, phone calls, financial transactions, among other
interactions between individuals and are all generated as
part of the DARPA-MAA program [33]-[35]. The subgraph
isomorphisms to be detected may be a group of actors involved
in adversarial activities including human trafficking and money
laundering. The statistics regarding these different subgraph
isomorphism problems are described in Table IV. For more
details on these particular datasets, see [51].

The multiplex datasets are much larger than the single-
channel graphs in the previous section, with the largest world
graphs having hundreds of thousands of nodes and hundreds of
millions of edges. The synthetic datasets are divided into three
groups based on which organization generated the dataset:
PNNL [34], GORDIAN [35], and IvySys Technologies [33].



Fig. 10. A biochemical reactions [21] template graph (left) and the solution-induced world subgraph (right) for a solution class comprised of 9.18 x 10%3
solutions. Dark gray nodes are nodes with a single candidate. Nodes with the same non-gray color in the world subgraph are fully candidate equivalent. Nodes
with two or more colors were part of one class at an early stage of subgraph search which was later merged into another class. All solutions represented by
the compressed solution can be generated by mapping templates nodes of one color to world nodes with the same color.

Fig. 11. The world graph from Figure 10 with equivalent nodes joined into
supernodes with numbers indicating the size of the class.

For our experiments, we examine the same seven modes of
equivalence used in the single channel case, but with a time
limit of one hour to count as many solutions as possible. These
experiments were run on the same computer using our adapted
version of the Glasgow solver. The amount of time required
to enumerate all the solutions is displayed in Table V and the
number of solutions found with a given method is displayed
in Table VI. A quick inspection of the times illustrates that in
a few cases (Airlines, GORDIAN, and Higgs Twitter), using
full equivalence can enumerate the full solution space an order
of magnitude faster than any other approach. This speedup
is reflected in the solution count table for which FE finds
significantly many more solutions. The other methods only
find a mere fraction of the total solutions. The NC method
often appears to be the second best both in terms of solutions

TABLE IV
DATA ON MULTIPLEX GRAPHS

Template World

Dataset Nodes Edges  Nodes Edges Chan.
Brit. Trans. 53 56 262377 475502 5
Higgs Twitter 115 2668 456626 5367315 4
Airlines 37 210 450 7177 37
PNNL RW 74 35 158 6407 3
PNNL v6-b0-s0 74 1620 22996 12318861 7
PNNL v6-b5-s0 64 1201 22994 12324975 7
PNNL v6-bl-sl 75 1335 22982 12324340 7
PNNL v6-b7-s1 81 1373 23011 12327168 7
GORDIAN v7-1 156 3045 190869 123267100 10
GORDIAN v7-2 92 715 190869 123264754 10
IvySys v7 92 195 2488 5470970 3
IvySys v11 103 387 1404 5719030 5
COVID 28 38 87580 1736985 9
Twitter - ER 5-15 4-31 456626 5367315 4

found and time taken to enumerate all. This makes sense given
Proposition 18. TE appears to be the third best method which
can be explained by the simplicity of implementation and
having no need to recompute equivalence. WE and CE are not
competitive with the other methods. The datasets bear different
qualities that illustrate why certain levels of equivalence work
better than others. We discuss a few datasets in detail.

1) PNNL: The PNNL template and world graphs [34]
are generated to model specific communication, travel, and
transaction patterns from real data and the templates are then
embedded into the world graph. For these instances, the count-
ing problem is almost entirely solved after applying the initial
filter and the solution space is understood by equivalence in
the template. For example, observe the template displayed in



TABLE V
TIME (S) TO ENUMERATE SOLUTION SPACES OF MULTICHANNEL PROBLEMS. EXPERIMENTS TIMED OUT AT ONE HOUR. THE TWITTER-ER DATASET IS
AVERAGED OVER A COLLECTION OF PROBLEMS AND TIMED OUT AFTER TEN MINUTES.

Algorithm CE FE NC NE TE TEWE WE
Dataset

Brit. Trans. 3600 3600 3600 3600 3600 3600 3600
Higgs Twitter 3600 369 456 3600 3600 3600 3600
Airlines 0.34 0.24 1985 3600 1329 3600 3600
PNNL RW 3600 3600 3600 3600 3600 3600 3600

PNNL v6-b0-s0 41.6 42.1
PNNL v6-bl-sl 241 240
PNNL v6-b5-s0 62.6 58.1
PNNL v6-b7-s1 1133 200

41.8 41.3 41.7 41.4 41.6
241 240 242 240 240
58.9 58.0 62.3 62.3 63.0
201 3600 188 211 1138

GORDIAN v7-1 3600 327
GORDIAN v7-2 3600 316

3600 3600 3600 3600 3600
3600 3600 3600 3600 3600

IvySys v7 3600 3600 3600 3600 3600 3600 3600

IvySys v11 3600 3600 3600 3600 3600 3600 3600

COVID 3600 3600 3600 3600 3600 3600 3600

Twitter - ER 51477 5054 4948 5360 536.7 5442 5413
TABLE VI

OF PROBLEMS AND IS TIMED OUT AFTER TEN MINUTES.

NUMBER OF SOLUTIONS FOUND FOR MULTICHANNEL PROBLEMS WITHIN ONE HOUR. THE TWITTER-ER DATASET IS AVERAGED OVER A COLLECTION

Algorithm CE FE NC NE TE TEWE WE
Dataset
Brit. Trans. 1.48e+11  2.3de+15  497e+08  1.27e+07  2.48e+12  2.02e+12  1.17e+07
Higgs Twitter 1.38e+14  3.23e+14 3.23e+14  5.65e+06  6.44e+06  5.72e+06 6.95e+06
Airlines 3.67e+09  3.67e+09  3.67e+09  3.55e+09  3.65e+09  8.11e+08 2.35e+09
PNNL RW 3.50e+09  2.78e+11  4.72e+11  8.59e+08  2.0le+10  5.00e+09 8.70e+08
PNNL v6-b0-s0  1.15e+03  1.15e+03  1.15e+03  1.15e+03  1.15e+03  1.15e+03 1.15e+03
PNNL v6-bl-sl 1.15e+03  1.15e+03 1.15e+03  1.15e+03  1.15e+03  1.15e+03 1.15e+03
PNNL v6-b5-s0  1.15e+03  1.15e+03  1.15e+03  1.15e+03  1.15e+03  1.15e+03 1.15e+03
PNNL v6-b7-s1 3.14e+08  3.14e+08  3.14e+08 8.57e+07  3.14e+08  3.14e+08  3.14e+08
GORDIAN v7-1  IL.1le+12 9.13e+12 1.35e+10 1.61e+07  7.84e+09  5.34e+09 1.58e+07
GORDIAN v7-2  2.14e+11  1.35e+16  1.15e+15 1.72e+07  3.88e+08  3.19e+08 1.65e+07
IvySys v7 2.04e+14  8.04e+96  2.09e+90  1.75e+09  2.67e+47  5.84e+45 5.39e+07
IvySys vl11 741e+10  3.64e+89  5.09e+66 1.77e+09  4.43e+72  6.64e+71 4.88e+07
COVID 527e+14  7.45e+21  3.11e+20  9.63e+06  9.53e+06  4.51e+07 1.31e+07
Twitter - ER 3.52e+08  8.84e+09  1.40e+11 7.17e+05 7.41e+05 6.14e+05 6.78 e+05
Figure 12. The number of solutions generated equals the count
@) . .
of solutions generated by permutations of the template nodes
© for a single representative solution. We have a group of 9,
e a group of 4, and two groups of 3 interchangeable nodes,
® meaning any solution can generate 9!4!3!3! more solutions.
® ot All variants on the PNNL problems illustrate this behavior.
()
® = © 2) GORDIAN: The GORDIAN datasets [35] have a much
P larger templates and worlds than PNNL and they are generated
® separately in an agent-based fashion to match the daily rou-
® tines and travel patterns of a certain population of people. Only
o the FE method fully enumerates the solution space, but the NC

Fig. 12. Template Graph for PNNL v6-b7-s1. Non-gray nodes of the same
color are structurally equivalent.

and CE methods come close to a full enumeration. Figure 13
illustrates the symmetries for one solution class; the template
graph possesses a large group of leaf nodes. After mapping the
central node to a candidate, the leaves need only be mapped
to neighbors of this candidate. These graphs demonstrate a
trade-off between node specificity and symmetry: template
nodes with fewer edges exhibit great amounts of symmetry,



Fig. 13. Template (left), solution-induced world subgraph (center) and compressed solution-induced world subgraph (right) for a solution class which can
generate about 3 x 1012 solutions to GORDIAN v7-2 [35]. World nodes of the same color are fully candidate equivalent and are candidates of the template
node of the same color. All solutions represented by this compressed solution can be generated by mapping each colored node to one of groups of world

nodes with the same color.

whereas dense subgraphs are restricted in their candidates and
have minimal symmetry. The right graph in Figure 13 depicts
a compressed version of the world graph induced by this
solution class from which 3x10*2 solutions may be generated.

3) IvySys: The Ivysys template and world graphs [33] are
separately generated to match the degree distribution and email
behavior of the Enron email dataset and have the most complex
solution space. None of the methods were successful at enu-
merating all solutions. The vastness of the solution space is in
contrast to the size of the graphs which only have thousands
of nodes. The complexity emerges from the preponderance
of template leaf nodes as shown in Figure 14, depicting one
solution class from which 7.82 x 10'%% solutions may be
generated. Figure 15 depicts the compressed representation of
the world subgraph for this solution as well as a Venn diagram
displaying candidates of certain template nodes.

The TE solver finds an astonishing 10%7 solutions for IvySys
v7. However, using the FE method still dramatically increases
the solution count, by mapping these large template equivalent
classes into larger world equivalence classes. An equivalence-
informed subgraph search is essential as the NE method finds
only 1.75 x 10° solutions, 90 orders of magnitude less than
the FE search. Furthermore, a typical subgraph search would
assign each group of leaf nodes sequentially meaning only the
candidates of the last group would be explored. Incorporating
symmetry gives a fuller vision of the solution space.

4) COVID: We lastly apply our algorithm to the problem
of querying a knowledge graph representing known causal
relations between a large variety of biochemical entities. This
problem arises from a desire to extracting causal knowledge
in an automated fashion from the research literature. In [52], a

knowledge graph is assembled from multiple sources including
the COVID-19 Open Research Dataset [48], the Blender
Knowledge Graph [49], and the comparative toxigenomics
database [50]. The authors of [52] then create a query rep-
resenting how SARS-CoV-2 might cause a pathway leading
to a cytokine-storm in COVID-19 patients, but is generalized
to detect other possible confounding factors in the pathway.

When rephrased as a multichannel subgraph isomorphism
problem, template and world nodes represent biochemical
entities. Some template nodes are specified, and others are
labeled as a chemical, gene or protein. The 9 channels in
this problem are various known types of interactions between
entities, e.g., activation. A solution is an assignment of each
node which has the desired chemical interactions.

As can be seen in Tables V and VI, there is an abundance
of solutions to this problem, and incorporating equivalence
greatly enhances our ability to understand the solution space.
Figure 17 depicts the template and Venn diagrams of can-
didates sets for one solution class and exposes unspecified
template nodes with a large amount of candidates. Such infor-
mation is useful to an analyst for determining confounding
factors in a pathway and suggesting label information or
interactions to add to better specify the entire solution space.

5) Higgs Twitter Erdds—Rényi Experiments: Lastly, we per-
form a similar experiment as we did for single channel graphs
using small Erd6s—Rényi graphs as our templates and our
largest graph, the Higgs Twitter dataset, as our world graph.
We generate a multichannel template graph by overlaying 4
different graphs corresponding to each channel each generated
as an Erdds—Rényi graph with p = logg% where n; is the
number of template nodes. This value p is chosen so that the



14

77|\
" AN

Fig. 14. Template (left) and solution-induced world subgraph (right) for a solution class from which 7.82x 10193 solutions to IvySys v7 [33] can be generated.

World nodes of the same color are fully candidate equivalent and are candidates of the template node of the same color. All solutions represented by this
compressed solution can be generated by mapping each colored node to one of groups of world nodes with the same color.

Fig. 15. IvySys v7 [33] Compressed solution-induced world graph (left) and the Venn diagram representation of intersecting candidate sets in world graph(right)
for a solution class from which 7.82 x 10103

solutions to can be generated. The number in each section in the Venn diagram represents the size of a node

cover equivalence class in the world graph. All solutions represented by this compressed solution can be generated by mapping each colored node in the
template to the set in the Venn diagram with the same color.



Isomorphism Count on Higgs Twitter Problems
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Fig. 16. The average number of subgraph isomorphisms found for each
equivalence level where the templates are small Erd6s—Rényi graphs and the
world is the Higgs Twitter graph.

graph will be connected with high probability. We generate 45
connected graphs in this way for each of n; =5,7,9,11, 13, 15.
We then compute the number of isomorphisms counted for
each method within 10 minutes. For these problems, we
precompute the world structural equivalence classes of the
Higgs Twitter graph prior to running our algorithms. The
average isomorphism count for each equivalence method and
template size is depicted in Figure 16. The overall averages for
total runtime and isomorphism count are included in Tables V
and VI under the Twitter-ER dataset.

From these results, we observe that the NC, FE, and CE
methods find significantly more solutions than the base routine
whereas the other equivalence methods do not improve on the
NE method. NC performs the best both in terms of the number
of isomorphisms found and the total amount of time which
we speculate is due to its lightweight computation and ability
to capture most of the equivalence. FE and CE are a few
orders of magnitude worse, and the remaining methods TE,
WE, and TEWE fail to provide significant benefit over the base
method and in fact does worse when involving world structural
equivalence. That these methods do not improve much we can
explain by the fact that nodes in multichannel Erdés—Rényi
graphs are fairly unlikely to be structurally equivalent. All in
all, these experiments demonstrate even when using randomly
generated template graphs, significant improvements can be
had in incorporating equivalence into the algorithm. However,
certain modes of equivalence may be more appropriate for
certain classes of graphs and some care must be taken to ensure
that the level of equivalence chosen actually helps with solving
the problem.

VIII. CONCLUSION

In this work, we have developed a theory for static and
dynamic notions of equivalence and presented conditions
under which node assignments can be interchanged while
preserving isomorphisms. With minimal changes to a subgraph
isomorphism routine to incorporate equivalence during a tree
search, we can dramatically reduce the amount of time to solve

a problem and get a compact characterization of the solution
space. For instances with minimal symmetry, little is to be
gained, but for problems with large symmetric structures, it
is essential to exploit equivalence in order to understand the
large solution space. In particular, we demonstrated that the FE
and NC methods both perform well in capturing equivalence
present in the problem enabling the greatest compression of
the solution space. We showed our results apply to standard
subgraph solvers by integrating our methods into the state-of-
the-art solver Glasgow and extended our methods to the more
complex problem spaces of multiplex multigraphs.

Future directions for this research include adapting these
notions of equivalence to inexact search as well as producing
inexact forms of equivalence. We would also like to better
understand how to incorporate automorphic equivalence with
the different notions of equivalence discussed in this paper.
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