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ABSTRACT
In this paper, we propose a new page-writing technique to

hide secret information using the threshold voltage variation

of programmed memory cells. We demonstrate the proposed

technique on the state-of-the-art commercial 3D NAND flash

memory chips by utilizing common user mode commands.

We explore the design space metrics of interest for data

hiding: bit accuracy of public and secret data and detectability

of holding secret data. The proposed method ensures more

than 97% accuracy of recovered secret data, with negligible

accuracy loss in the public data. Our analysis shows that the

proposed technique introduces negligible distortions in the

threshold voltage distributions. These distortions are lower

than the inherent threshold voltage variations of program

states. As a result, the proposed method provides a hiding

technique that is undetectable, even by a powerful adversary

with low-level access to the memory chips.

CCS CONCEPTS
• Hardware → Non-volatile memory; • Security and
privacy→ Hardware security implementation.
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1 INTRODUCTION
Steganography is a well-established technique for embed-

ding secret information into digital objects such as images

by intentionally adding small distortions [4, 19]. Steganogra-

phy has a distinct advantage compared to encryption-based

data protection as it hides the very presence of the secret

data from the adversary. Encryption techniques can defend

against a passive adversary trying to steal data storage de-

vices’ secrets. However, it cannot defend against an active

adversary, who can find ways to coerce the device owner

into disclosing the decryption key.

Plausibly deniable data storage solution in the solid-state

drive has recently gained significant traction due to the per-

vasive usage of solid-state storage media (e.g., in mobile

devices). Several solutions for achieving plausible deniability

in the solid state drives have been proposed recently, such as

INFUSE [18], PEARL [5], DEFTL [10], MDEFTL [11]. Simi-

larly, several steganographic file system solutions have been

proposed [1, 8, 14, 18]. However, most existing solutions

incorporate deniability in the file system layer or the flash

translation layer. In contrast, the proposed work incorpo-

rates the plausible deniability in the physical properties of the

NAND storage media, which is immune to software-based

deniability compromises.

Wang et al. [22] investigated data hiding in flash memory,

proposing a covert channel using inherent variations of pro-

gram times in memory cells to hide data. By manipulating

the physical properties of selected cells, program times can

be varied subtly to hide data. The process is slow and reduces

device lifetime due to repeated program-erase cycling.

Zuck et al. [24] propose a new technique called "Stash in

a Flash" to address the limitations of Wang et al.’s method.

This method hides data in flash memory by manipulating

the threshold voltage of randomly selected cells in the erased

state. The threshold voltage variations of hidden and pub-

lic data are indistinguishable, resulting in improved hiding

and recovery throughput. However, the technique relies on

special flashmemory operations that are not commonly avail-

able to the end users. In addition, the erased memory state

typically suffers from read disturb, program disturb, and cell
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interference effects, making their technique vulnerable to

NAND reliability issues [2, 3, 6, 7, 16, 21, 23].

This paper proposes a new method of steganographic stor-

age in NAND flash media using the threshold voltage varia-

tion of programmed memory cells. Unlike previous methods,

the proposed method offers more design space variables to

control the bit accuracy of secret/public data with increased

tolerance against memory disturbances. The approach re-

quires no special memory operations andworks withMLC (2-

bits/cell), TLC (3-bits/cell), and QLC (4-bits/cell) flash mem-

ory configurations. Experimental evaluations show negli-

gible distortions in threshold voltage distributions that are

undetectable by an adversary. The proposedmethod achieves

over 97% accuracy of recovered secret data with minimal

impact on co-existing public data. Design trade-offs are also

explored.

The rest of the paper is organized as follows. Section 2

covers the fundamental structure and functionalities of flash

memory. Section 3 presents the threat model and provides

a system overview of the proposed technique. Section 4 de-

tails the suggested approach for writing/programming and

reading secret data. Section 5 delves into the experimental

setup and evaluation results. Finally, Section 6 concludes the

paper.

2 BACKGROUND
NAND flash memory chips are composed of dies containing

planes, blocks, and pages [15]. A memory cell keeps informa-

tion in the form of the charge stored on its floating-gate (FG)

or charge-trap (CT) layer. In SLC memory (1-bit/cell), a flash

cell is in the programmed state (logic 0) when electrons are

stored on the FG/CT layer, whereas it is in the erased state

(logic 1) when there are no electrons on the FG/CT layer.

The read reference voltage is set between the erased and

programmed states to identify the cells’ states accurately.

The erase operation is performed at a block-level granular-

ity, whereas the read and program operations are performed

at a page level. The page program operation in a NAND

array is carried out using the incremental step pulse pro-

gram scheme (ISPP) [17]. The storage system typically uses

a firmware layer called the flash translation layer (FTL) to

manage the flash array’s special characteristics efficiently.

FTL provides a block access interface to the host file system

by mapping the logical addresses in a block layer to physical

addresses in NAND flash. In addition, FTL contains modules

that perform garbage collection and wear leveling.

3 THREAT MODEL AND SYSTEM VIEW OF
THE SOLUTION

We assume that the adversary has physical access to the

storage device and he/she is capable of performing low-level
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Figure 1: System overview of the proposed solution.

memory operations such as page read/write, block erase, and

cell 𝑉𝑡 distribution measurement of the storage media. We

also assume that the adversary knows the storage encryption

key and can retrieve all the content in the storage device.

However, we assume the adversary does not know the secret

key to select memory cells containing the hidden data. Hence

the adversary will not be able to recover the secrets and will

not be sure if any hidden secrets are there.

The system view of the proposed data hiding technique

is described in Fig. 1. The Einstein image, representing the

public data, is assumed to conceal the Lincoln image as the

secret data. To encode the secrets, the memory bits of the

public data are selected using a secret key. A hiding flash

encoder (HFE) encodes the secret data. We assume the HFE

can be implemented within the FTL of the storage device.

If an adversary gains physical access to the storage device,

they can only retrieve the Einstein image (public data) using

the common flash decoder (CFD). The adversary would be

unable to extract the secret data through separate probing

of the NAND flash chip using its controller and conducting

𝑉𝑡 analysis unless she or he possesses knowledge of the

secret key. Furthermore, the adversary would be unable to

ascertain whether any secret data has been encoded in the

storage medium. The user with the secret key will be able to

decode the secret message with a hiding flash decoder (HFD).

4 DATA HIDING AND READING
TECHNIQUE

Fig. 2 illustrates our data-hiding technique. We use an SLC

flash memory to simplify the discussion, though other con-

figurations are possible (MLC, TLC). We start from a page in

a memory block that was previously erased, and thus all cells

are initially in the erased state (green dots). In our example,

we assume we want to hide secret data, Lincoln’s image,

within the programmed (0 bits) of public data, an Einstein’s

image. So, the size of the secret data needs to be lower than

the number of 0 bits in the public image. For example, the
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Figure 2: Illustration of data hiding method (a) Public and secret data. (b) Three-step programming scheme. (c) The
reading method relies on distinguishing between strong and weak zeros by shifting the reference voltage.

size of the secret image in Fig. 1 is only 5.64% bits of the total

number of 0s in the public image.

To hide Lincoln’s image, we create subtle differences in the

threshold voltages of the selected programmed flash memory

cells. We encode strong 0s (colored in blue) that correspond

to 0 bits of Lincoln’s image and weak 0s that correspond

to 1 bits of Lincoln’s image (colored in red). The other pro-

grammed cells of Einstein’s image have neutral zeros (col-

ored in black), meaning they do not carry any secret data.

Flash memory inherently poses cell-to-cell𝑉𝑡 variation af-

ter a program operation. Several physical mechanisms, such

as program noise, read noise, cell-to-cell process variation,

and interference effects, all contribute to the 𝑉𝑡 variation

of the programmed cells. Thus, the proposed method hides

secret data from the programmed memory cells’ inherent 𝑉𝑡
variation.

4.1 Hiding secret data
The process of hiding data involves three distinct steps (Fig.

2(b)), starting from an erased memory page shown as green

cells on the top row. Based on the secret key, public data,

and hidden data, we create the three binary contents strong

zeros, weak zeroes, and neutral zeros.

Step 1. The first step is to write strong zeros. We exploit

the neighbor wordline (WL) interference property of modern

flash arrays [9], [15] to guarantee that the programmed cells

will have threshold voltage in the upper portion of the 𝑉𝑡
distribution for the programmed state. By writing into phys-

ically adjacent neighboring wordline (𝑊𝐿𝑛+1), the threshold
voltage in the target wordline (𝑊𝐿𝑛) can be increased. Thus,

step 1 involves regular page programming operation into the

hiding page of the target wodline (𝑊𝐿𝑛) and a page from the

neighboring wordline (𝑊𝐿𝑛+1), ensuring that programmed

cells in the hiding page become strong 0s. The page in the

neighboring wordline (𝑊𝐿𝑛+1) holds valid data eliminating

the chance of leaving a clue for reverse steganography.

Step 2.This step involves programming cells that contain

neutral zeros at the hiding page. We create a bit vector to

program neutral zeros in the hiding page based on the public

data and secret key. The bit vector is sent to the flash memory

chip, and a regular page program operation is issued. In this

step, most 0s from Einstein’s image get programmed.

Step 3. The final step involves programming weak ze-

ros. Whereas the previous two steps rely on regular page

program operations, this step utilizes a partial program oper-

ation [20] that starts as a regular page program operation but

gets terminated by prematurely issuing a RESET command.

Partial program operations result in weak zero bits whose

threshold voltage will reside in the lower tail of programmed

𝑉𝑡 distribution, as shown in Fig. 2(c). The 1 bits in Lincoln’s

image are defined as these weak 0s.

4.2 Recovering secret data
The standard (or default) memory read operation cannot

distinguish between the strong and weak zero bits; hence,

the secret image remains invisible to the adversary. An elab-

orate memory read operation is needed to recover the secret

image from the visible public image. Fig. 2(c) illustrates the

secret image recovery scheme. The proposed reading method

critically depends on the choice of the secret read reference

voltage (𝑉 𝑠𝑒𝑐𝑟𝑒𝑡
𝑟𝑒 𝑓

), which allows to distinguish between the

strong and weak zero bits. We utilize the Read Offset features

to distinguish between strong and weak zeros to recover the

secret image [9]. A shared secret key can determine the bit

position of the public image that holds the secret.

The overhead of the proposed hiding method involves two

extra page program operations for implementing steps 2 and

3, as shown in Fig. 2(b). Overhead in the recovery process

involves shifting the read reference voltage to𝑉 𝑠𝑒𝑐𝑟𝑒𝑡
𝑟𝑒 𝑓

by read
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offset command [13]. Except for the last wordline in a block,

all other wordlines can be used for data hiding.

5 EXPERIMENTAL EVALUATION
5.1 Experimental setup
Fig. 3(a) shows our experimental setup consisting of a 132

BGA socket with a flash memory chip, an FT2232H mini

module controller, and a workstation. A software package

running on the workstation executes the ONFI commands

and works as the FTL for the flash device. This hardware

setup allows us to access raw memory bits without any er-

ror correction. We perform the experimental evaluation on

several commercial-off-the-shelf (COTS) 64-layer 3D NAND

TLC chips. The chips under test support so-called read offset

operations that allow the flash controller to adjust read ref-

erence voltage, 𝑉𝑟𝑒 𝑓 (Fig. 3(b)) by incrementally adding an

offset of 7.5mV in each step. This way, we can extract the𝑉𝑡
distributions of all memory cell states [12].

Figure 3: (a) Experimental set-up for interfacing raw
NANDmemory chips. (b)𝑉𝑡 distribution can be plotted
with the probability density function (PDF) or cumula-
tive distribution function (CDF).

5.2 Experimental evaluation of writing
method

Fig. 4 shows experimental demonstrations of the three pro-

gramming steps. After each programming step, the state of

the Einstein image is shown by reading the memory content

using the default read operation. Note that, after step 1, a

small portion of the Einstein image is written corresponding

to zero bits, coinciding with strong 0 bits of Lincoln’s image.

For simplicity, we chose the bit positions located on the left

side of the Einstein image as the secret zeros. Hence, all the

secret zeros are depicted in the left portion of the image after

step 1 (colored in blue in Fig. 4). In practice, the location of

the secret zeros can be randomly chosen from all possible

locations of the public image. After step 2, most of the Ein-

stein image is written. The zeros in this step do not carry

Figure 4: The evolution of the public image and corre-
sponding𝑉𝑡 distribution of program bits after steps 1,2
and 3 are shown in blue, black, and red color, respec-
tively.

any secrets. Finally, after step 3, the complete Einstein image

is visible. This step’s zeros are weak and represent secret ’1’

data. Partial programming is employed in step 3 to control

the 𝑉𝑡 values of the weak zero bits. The cell 𝑉𝑡 distribution,

measured after programming steps 1, 2, and 3, is shown in

Fig. 4 using blue, black, and red colors, respectively. We use

a cumulative distribution plot to show the measured cell 𝑉𝑡
for the three sets of zero bits in the public data: (a) the strong

zero bits (blue), which are secret zero bits (b) the neutral zero

bits (black) which constitute the majority of the public zero

bits and (c) the weak zero bits (red) which are secret ones.

Note that there is a distinguishable difference between the

𝑉𝑡 distribution of the strong and weak zero bits. We exploit

this 𝑉𝑡 difference to recover the secret data described in the

following section.

5.3 Experimental evaluation of reading
method

Fig. 5 shows the experimental evaluation results for the

reading method of secret data. The figure shows the re-

covered Lincoln image for six different 𝑉 𝑠𝑒𝑐𝑟𝑒𝑡
𝑟𝑒 𝑓

. We quan-

tify the reading efficiency using the bit accuracy percentage

of the recovered image. The default read reference voltage

(𝑉 𝑠𝑒𝑐𝑟𝑒𝑡
𝑟𝑒 𝑓

= 𝑉
𝑑𝑒𝑓 𝑎𝑢𝑙𝑡

𝑟𝑒 𝑓
) reads the hidden image as an all-zero

image (black), and hence bit accuracy is poor. Similarly, if

𝑉 𝑠𝑒𝑐𝑟𝑒𝑡
𝑟𝑒 𝑓

> 𝑉
𝑑𝑒𝑓 𝑎𝑢𝑙𝑡

𝑟𝑒 𝑓
+ 1𝑉 , the secret image is read as an all-

one image (complete white). Thus, there exists an optimal

𝑉 𝑠𝑒𝑐𝑟𝑒𝑡
𝑟𝑒 𝑓

for which the bit accuracy of the recovered image is

the highest. In this particular example, the optimal read ref-

erence voltage is found to be 𝑉 𝑠𝑒𝑐𝑟𝑒𝑡
𝑟𝑒 𝑓

(opt) = 𝑉
𝑑𝑒𝑓 𝑎𝑢𝑙𝑡

𝑟𝑒 𝑓
+ 0.45V.
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Figure 5: Experimental evaluation of hidden data re-
covery method.

The optimum 𝑉 𝑠𝑒𝑐𝑟𝑒𝑡
𝑟𝑒 𝑓

is a design parameter that needs to be

pre-characterized for a given chip. Note that the accuracy of

the recovered image is not 100% even with optimum𝑉 𝑠𝑒𝑐𝑟𝑒𝑡
𝑟𝑒 𝑓

.

This is due to the overlap between the 𝑉𝑡 distribution of

strong and weak zero bits. It is very hard to precisely control

the cell𝑉𝑡 even with a three-step programming method, and

hence achieving very high bit accuracy of the hidden data

will be challenging. Multiple redundant copies of the secret

image should be stored, and a majority voting scheme might

be employed to achieve close to 100% bit accuracy of the

hidden data.

5.4 Trade-off between the accuracy of
public and secret data

There is an inherent trade-off between the accuracy of the

public data and the secret data. Fig.6 illustrates this trade-off.

If step 3 of the writing scheme is skipped, the accuracy of

the secret data will be approximately 100% with the default

read. Since weak zeros are not programmed due to skipping

step 3, distinguishing weak and strong zeros becomes very

efficient. However, the corresponding public data will have

very poor accuracy due to 0→1 bit flip errors, as illustrated

in Fig. 6.

Next, if we perform step 3 with a partial program opera-

tion with increasing partial program time, the accuracy of

the public data improves, as shown with red data points in

Fig. 6. With longer partial program duration, more zero bits

are programmed, and hence bit-accuracy of the public data

improves. However, the accuracy of the secret data degrades

with longer partial program time, as demonstrated with blue

data points in Fig. 6. With increasing 𝑉𝑡 values of the weak

Figure 6: Trade-off between the accuracy of secret data
and public data explored by varying partial program
time in step 3 of the hiding method.

zero bits, it becomes increasingly difficult to distinguish be-

tween the strong and weak zeros, and hence bit accuracy of

the secret data decreases.

Therefore, there exists an optimum partial program time

that offers the best trade-off by ensuring high bit accuracy

(>99%) of the public data as well as secret data. In our char-

acterization, the optimum partial program time is found to

be around ≈600 𝜇s. The optimum partial program time is

a design parameter in our technique that needs to be pre-

characterized for a given chip.

We find that the accuracy of the secret data can be im-

proved further if one employs a sequence of partial write

operations with a fixed partial program time in step 3. The

multiple rounds of issuing a partial page program operation

followed by a read operation from the target page will pro-

vide the bit accuracy estimate of the public data after each

partial write operation. The process is terminated once all

weak zeros are programmed. We have implemented step 3 of

our algorithm using five consecutive partial write operations

with partial time = 400 𝜇s and found that it offers a very good

trade-off between the bit accuracy of public and secret data

as described in the next section.

5.5 Trade-off between accuracy and
detectability

The proposed method selectively modifies the threshold volt-

age (V𝑡 ) values of zero bits in the public data. Consequently,

the V𝑡 distribution of these zero bits could be slightly dis-

torted compared to the distribution that doesn’t contain any

secrets. This slight alteration could potentially provide an

observant adversary with a hint about the existence of con-

cealed secrets.
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Figure 7: Comparison of 𝑉𝑡 distribution of zero bits with secret encoding (proposed write) and without secret
encoding (traditional write in gray color). 𝑉𝑡 distribution with the proposed write is shown with three colors
corresponding to three different programming conditions. The standard deviation of the 𝑉𝑡 distribution in the (b)
lower tail and (c) the upper tail obtained from several memory pages within a chip.

Fig. 7(a) presents a comparative analysis of the V𝑡 dis-

tribution of zero bits, both with and without the presence

of hidden secrets. The gray lines in the plot signify the V𝑡

distribution in the absence of any secrets. The presence of

several V𝑡 distribution curves derived from the same chip

emphasizes the inherent variability in the V𝑡 distribution

shape within a single memory chip.

Our findings also suggest that if step 3 of the proposed

writing scheme is not optimized properly, it may inadver-

tently generate a significant signature of hidden secrets that

can be revealed through meticulous V𝑡 analysis. For instance,

the V𝑡 distribution that results from a lower partial write

duration (at step 3) exhibits a long lower tail, suggesting the

potential presence of hidden secret data. Increasing the par-

tial write time reduces this lower tail but at the expense of

lowering the bit accuracy of the secret data. Hence, a longer

partial write time is beneficial for minimizing any anoma-

lous signatures in the V𝑡 distribution. Our study shows that

the optimal balance between detectability and the bit accu-

racy of recovered data is achieved with multiple partial write

operations.

The detectability can be quantified by measuring the stan-

dard deviations (𝜎) of the V𝑡 distribution. Given the asymme-

try in the upper and lower tails of the cell threshold voltage

distributions, we calculate the 𝜎 of both tails separately. Fig.

7(b) and Fig.7(c) illustrate the 𝜎 values of the lower tail and

upper tail, respectively. The grey dots represent the devia-

tions in the V𝑡 distributions that do not contain secret infor-

mation. We conducted tests on several pages from different

blocks and layers, and the scattered grey dots symbolize the

inherent process variations across pages in a flash memory

chip.

Comparatively, the colored symbols in Fig.7(b) and (c)

represent the 𝜎 values of the lower and upper tails of dis-

tributions that contain hidden information. The alignment

of the 𝜎 values for the hidden distributions confirms that

the secret data is indistinguishable and merges seamlessly

with the inherent process variations observed in the flash

memory cell threshold voltage distributions.

6 CONCLUSIONS
In this paper, we have demonstrated a data hiding technique

in the 𝑉𝑡 variation of programmed flash memory bits using

commercially available high-density 3D NAND flash mem-

ory. Our experimental evaluation results show that the pro-

posed technique can hide secret data without significantly

distorting the programmed state𝑉𝑡 distribution. Still, it offers

more than 97% bit accuracy in hidden data and more than

99% bit accuracy in public data. In general, our proposed

method is universally applicable to all NAND flash chips

from any manufacturer, and it can be implemented within

the FTL of the storage system.
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