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Abstract—We provide new finite-time and fast-
converging observers for continuous-time nonlinear
systems that contain unknown constant parameters and
measurement delays. When the dynamics are affine in the
unmeasured state, we obtain fixed time observers that
identify unknown states and unknown model parameters.
When the dynamics contain a nonlinearity that depends
on the unmeasured state, we instead obtain asymptotic
convergence of our observers, whose rate of convergence
converges to infinity as the growth rate of this nonlinearity
converges to zero, so in this case we call the observers
almost fixed time observers. Our examples illustrate how
our assumptions can be easily checked.

Index Terms— Observers, nonlinear, estimation

[. INTRODUCTION

HIS letter continues our search (started in [1], [2],

[31, [4], [5], [6], and [7]) for finite-time observers
for nonlinear systems under suitable structural conditions.
While our prior works provided arbitrarily fast convergence
of observers for states of perturbed systems (which gave fixed
time convergence when the uncertainties are zero and when the
dynamics were affine in the unmeasured state, where by fixed
time, we mean finite time convergence where the convergence
time is independent of the initial state), here we consider a
more difficult problem where in addition to state observers,
one must identify unknown model parameters. This letter is
motivated by the ubiquity of unmeasured states in applications,
and the value of using observers to solve feedback control
problems; see, e.g., [8]-[10], and [11].

An important setting where unknown constant model pa-
rameters occur is artificial neural network expansions, where
an unknown time-varying function is a linear combination
of known basis functions with unknown constant weights,
where the goal is to compute the unknown weights to identify
the uncertainty; see, e.g., Section IV-A below. One standard
approach to estimating unknown model parameters is adaptive
control. However, adaptive control usually does not yield
fixed time parameter identification, and is not amenable to
estimating states.
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This motivates this letter, which addresses the preceding
challenges when there is also an affine output measurement
with measurement delays. This makes it possible to prove
fixed time convergence when the dynamics are affine in the
unmeasured state, and almost finite convergence in the sense of
[6] when there are nonlinearities depending on the unmeasured
state. As in the global convergence results in [6], we assume
that the nonlinearity that depends on the unmeasured state
satisfies a uniform global Lipschitzness condition in its state
argument that is uniform in its time argument, and then we
place bounds on a corresponding global Lipschitz constant.
However, since [6] did not identify unknown model param-
eters, this letter adds significant value as compared to [6].
Our work also differs from notable works such as [12] that
did not address the challenge of parameter identification. This
work improves on our conference version [13], which was
confined to cases where the nonlinearity only depended on
the measured state and time, and which can only identify one
model parameter when measurement delays were present.

We use standard notation. The dimensions of our Euclidean
spaces are arbitrary, unless we indicate otherwise, and | - | is
the standard Euclidean norm and corresponding matrix norm.
We set g:(s) = g(t + s) for functions g and all s < 0 and
t > 0 such that ¢ + s is in the domain of g, |f|; is the usual
supremum over any interval J in the domain of functions f,
and |f|c is the supremum of a function f.

[I. MAIN OBSERVER DESIGN
A. Studied System, Objectives, and Assumptions

We consider the system

(1) = AL+ o(CEW), ult) + A(E(), 1)
Feami(t) + ...+ €egvq(t) (1)
ye(t) = Cg(t—h)

where ¢ is valued in R", ¢ > 1, y¢ is valued in R, the constants
€; € R are unknown, u is a known input, A > 0 is a known
constant delay, A € R"*" and C' € R'*" are known constant
matrices, each v; : R — R"™ is locally bounded and piecewise
continuous, and ¢ and A are locally Lipschitz functions such
that (1) satisfies the standard forward completeness condition.
Our goal is to build observers for the combined variable (£(¢—
h),€) whose estimates are computed from the measurements
ye(¢) for £ <t (i.e., recovery of time lagged values £(t — h)
from available output measurements at times ¢, plus parameter
identification), and which have the fixed time property when
A = 0, and the almost finite-time property discussed above
when A is not the zero function, where € = [e1, .. ., €4].



Our first assumption is this standard observability condition,
which precludes the possibility of extending the dynamics
using the additional equations é; = 0 for j = 1,2,...q to
reduce the problem to one of identifying unknown states:

Assumption 1: The pair (A, C) is observable. O

Hence, for any constant 7 > 0, the n X n matrix

E=[" eA'sCTCeAl=Mds )
is invertible (by [14, Section 3.5]). We also use the functional
k(@) = [0 eATrCTC [0, eAU—h=Dg(p)dedr  (3)

and the function W : R — RY that is defined by

W(t) = [Wi(t),...,W,(t)]", where fori =1,...,q,

t—h . €]
Wz(t) = Ji—T—h C[AE K:(,yi}m) + 7l(m)]dma

where T" > 0 is also a constant, and ~; ,, is defined by
Yim(s) =vi(m+s) form >0,s<0,andi=1,...,q.
Assumption 2: There exist ¢ nonnegative constants
T1,...,Tq such that 7, < 7; for pairs (¢,7) with j > ¢ such
that the matrix valued function M : R — R?%*¢ defined by

M(t) = [W(t —m) W(t —14)] (5)

is nonsingular for each ¢t > 7, + T + 7. O

Our assumptions are easily checked. For instance, we can
check Assumption 2 by searching for a positive lower bound
on the absolute value of the determinant of M (t); see also
Remark 4. In terms of the above notation and

B = fET ff(lh |E_1€AT€CTC€A(e_h_m)|dmd€
and k() = [E7"k(714) B~ R(vq,0)]

and the inverse values M (t)~! for (5), our last assumption is
as follows, but this third assumption will only be required by
our theorem when the A in (1) is not the zero function:
Assumption 3: The function A admits a constant La > 0
such that |A(&q,t) — A(&,t)| < Laléy — &) for all &, €
R™, & € R", and t € R. Also, the function k.(t) =
k*()(M(t)~1)T is bounded on J = [r, + T + 7,00), and

La(B{T\/q|k+]s|ICAl + 1} + T|s.|4ICl/G) <1 (])

is satisfied. (]

On the other hand, the A = 0 case occurs in notable
applications; see [1]-[4], and Section IV below. Our delay h is
strongly motivated by the prevalence of measurement delays
in information theory and aerospace systems, and (1) can also
model input delays, e.g., by replacing u(t) by u(t — hy),
or A(£(t),t) by A(&(t),u(t — hy)), for an input delay hj.
The nonzero A case covers bilinear systems with bounded
controls, i.e., having products of state and bounded control
components, which are common in power electronics [15].
This gives terms A(§,t) = > 0,(t)B;¢ satisfying our
uniform global Lipschitzness condition in £, where each B; is
a constant matrix and each o is a real valued component of a
bounded feedback o(t) = U(Z¢(t — hr)) using known values
of our estimate % for = from (16) with input delays h;.

B. Simplification
We use the dynamic extension and new variable

£(t) = AL() + p(ye(t), ult — h)) + A((1),t — h) ®)

and z(t) =&(t) — &(t + h).
By combining (1) and (8), we obtain the system

{ @(t) = Ax(t) + Aa(t) + e1y1(t) + - + g7 (1) ©)
y(t) = Cx(t — h),
where

Ag(t) = A(t) + E(t+ h),t) — AE(E+R), 1),  (10)

and where y is known since y¢(¢) and f are being measured.
A benefit of this simplification is that it allows us to avoid
adding global Lipschitzness or other assumptions on .

Hence, we focus on (9), to estimate = and €. Then at each
time ¢, (8) and our theorem below will provide an observer
for £(t—h) = x(t —h) +£(t) and € that is expressed in terms
of the available measurements &(¢) and y(¢) for values ¢ < t.
This will allow us to meet our goal of identification of values
of the ¢;’s and of the time lagged state {(¢ — h) of (1) using
the available measurements y(¢) for times ¢ < ¢.

C. Almost Fixed Time Observer

With the above notation, we next introduce the functionals

U(y) = [} e D0 Ty(s)ds,

:u(t) =y(t) — y(t_T) —CAE™ tt__}?_T ‘I](ym)dma (11)
and V(y;) = [p(t — ) pult = 74)]

for values 71, ..., 7, that satisfy Assumption 2. We also use

(1) = B U(y) + 2 ¢, B k() and

) i=1 (12)
B(t) = G(t) + (1) = B7H(q(t) — e~ 74(t — 7)),
where the dynamics for Z and § are
) = Az(t) + Aqt) 13
q(t) —AT§(t)+ CTCa(t — h)

with the initial conditions Z(¢) = §(¢) = 0 for all £ <0, and
Aa(t) = A@(t) +E(t+h),t) — AE(E+R),1).  (14)

In Section II-D, we will prove that, in terms of the variable
z, the state of (9), and the estimation error T = x — , we can
construct positive constants ¢; and ¢y such that

#(0)] < are

15)

holds for all ¢ > 7+ h and all initial states x(0) € R™. The
bound (15) will play a key role in our observer design.
However, since & in (12) contains Q and so also the entries
of the unknown vector € = [e1, ... €], it is not available for
measurement. Therefore, we will instead use the estimators

[0,74h]

To(t) = E7'U(y)
+ R (M) T V() — CWER)]T (16)
+20(t) + B~ Go(t) — Go(t — 7)]
) = (Wly) - OWg)M(H)~,



where
Wg(t): [WO(thlfh)fwo(tiTiTl7h)’ (17)
e Wt — 7y — h) = Wo(t = T — 74 — h)]

and where we use (6), (11), and the dynamic extensions

Zfo(t) = A% (t) + Ag(t)
Go(t) = —ATGo(t) +CTC%(t — h)
; < (18)
Wo(t) = A[fo(t)—Efl(fio(t)—efA Tqo(t —7))]
+Ago(t), where
Ago(t) = A(&o(t) + E(t+h), ) — A(E(t+ h),t),  (19)

with the initial conditions Zo(¢) = go(£) = Wy(£) = 0 for all
¢ < 0. In the next subsection, we prove the following, which
uses the sup notation | - | ; that we defined in Section I in the
special case where the interval is J = [0, + 7 + 7, + h]:

Theorem 1: Let Assumptions 1-2 hold. Then the following
are true: (i) If Assumption 3 also holds, then we can find
constants ¢; > 0 and ¢y > 0 such that

[(M(&)T(et) — )T, 20(t) — z(t))|

Zeaty(s (20)
< cre” (&, 20 — )| (0,74 r 47,420

is satisfied for all ¢ > 2(T' +7 4 7, +2h) and all initial states
2(0) € R™ for (9). (ii) If A is the zero function, then for all
t > 7 +T + 7+ h, the equalities

2(t) = E71W(y,) + wF (1) (V(y) M(H)~1)
and [er ... e = V(y)M(t)"!

hold for all initial states 2(0) € R™ for (9).

Remark 1: Although £(t + h) appears in (19) and so is
needed to compute the estimated value Zo(t) of x(t), we saw
in Section II-B that only time lagged values x(t — h) of x(¥)
are needed to meet our goal of computing values of the time
lagged state &(t—h) = z(t—h)+£(t) of (1). Hence, no future
f or y values are needed to estimate (¢ — h) at times ¢, so our
observer design is causal. In particular, (21) gives £(¢ - h) =
E-10(ys—n) + £ (t = h) (Vyr_n)M(t = ) 1)+ E(t) for
all t > 7, + T + 7+ 3h when A = 0. Also, since M(t) is
invertible and known for all ¢ > 7,+T+7, (é(t)—€)M (t) and
€(t) — e contain the same information. We used (é(t) —e) M (t)
in (20) instead of é(t) — € to ensure existence of ¢; without
requiring the function M, (t) = M(t)~! to be bounded. Our
proof of Theorem 1 goes beyond establishing the existence of
c1 and co (which are independent of the state variables), by
showing how c¢; and co can be constructed easily in a step by
step way from standard small-gain methods and contractivity
arguments from [16, Lemma 1]. Due to space constraints, we
leave these easy constructions to the reader. (]

2y

D. Proof of Theorem 1

The proof has three parts. First, we prove the key error
estimate (15) for the error £ = x — Z between values of the
state and preliminary estimator, which will also show that

z(t) = E7 0 (y,) + kb(t)e” (22)

for all t > 7+ h when A = 0. In the second part, we use the
first part to prove a decay estimate for the error z—Z( between
the state x of (9) and the state observer zo from (16). In the
third part, we find an analogous estimate for the estimation
error € — €, which allows us to use small gain arguments to
combine the error estimates to finish the proof.

First Part. Applying variation of parameters to (9) on [s —
h,t], and left multiplying the result by e*(~"=%)  gives

a
eA(sfhft)ac(t) _ Z € fstfh eA(sfhfm),yi(npb)drn
i=1 (23)

+x(s—h)+ f:ﬁh eA=h=m) A y(m)dm
for all s > h and t > s — h. By left multiplying (23) by

eA (=) CT O, and then integrating the resulting equality over
all s € [t — 7,t] when t > 7, we obtain

Exz(t) = EG(t)

. . . 24)
S (é_t)CTCUe_h eA(Z_h_m)Ad(m)dm] de

for all ¢ > 7 + h, with E defined in (2) and G is from (12).
Recalling the invertibility of F, it follows that

z(t) = G(t)

25
+E,1ftt77 ATU-D o, [fetiheA(thfm)Ad(m)dm} dﬁ( )

for all t > 7 + h, where C, = CTC. When A = 0, (25) and
our formula (6) give (22) for all £ > 7+h, since Ay = 0 in that
case. When A is not the zero function, then using variation
of parameters, it follows from (12)-(14) that

i(t) = G(1)

~ 26
JFE*lftth eAT -t {fétfh eA(f*h*m)Ad(m)dm} de (26)

for all ¢ > 7 + h, where (26) follows by using variation of
parameters and (13) to write the double integral in (26) as

ftt_TeAT(e—t)CaeA(e—h—t) [fét—h, eA(t—m)Ad(m)dm} de
= [1_CHE—t)e AR [5(t) — eAC— M 2(0 — p)]
= B2(t) — [/ e AT=DCT O34~ h)at

= BA(t) — (4(t) — =4 74t — 7)),

where C*#(r) = eATTOT CeAT, Recalling (10), (14), and our
choices of /3 in (6) and & = x — Z, it follows from subtracting
(26) from (25) that |Z(t)| < p|&|—r—p,q for all t > 7+ h,
where p = BLa € (0,1) (because of (7) from Assumption
3). Formulas for constants ¢; and ¢, that satisfy (15) then
follow from applying [16, Lemma 1] to the function w(t) =
|Z(t + 7 + h)|, which gives ¢a = —1In(p)/(7 + h).

Second Part. We deduce from our choice (12) of Z and our
formula z(t) = &(t) + Z(t) that

2(t) = #(0)+G()+2(0)—E (4(t)—e A TG(t — 7)) (28)

for all £ > 7, so (9) and our choice (12) of Q give

a(t)

de @7)

q
= AE'W(y) + 3 & AE  k(yiq)

1=1

q 29)
+ > evi(t) + H(t)
=1



(by left multiplying (28) by A), where
A[E(t) + 2(t) — E7Y(G(t)—e AT
+A4(t).

By reorganizing terms in (29), then integrating the result on
[t —T — h,t — h] where T > 0 is the constant in (4), we get

H(t) = 1= 49,

e [ T[AEM% ) + 71 (m)]dm

+.. +eqf WAE ™ 5 (vg,m) + 7g(m)]dm a1
= a(t—h) — x(t—T—h) —AE [ W(yn)dm
— [l H(0)de

for all £ > T + h. By left multiplying (31) by C, we obtain

[e1 . eW(t) =y(t) —y(t—T) 32)
—CAE [/ W(yy)dm —C [/, H(¢)de,

with W as defined in (4). By replacing ¢ in (32) by the values
t—7; for j =1,2,...,q, and then collecting the resulting ¢
equalities into one row vector, we deduce that

[61 Eq]M(t) = V(yt) (33)
—711—h —7q—h
—C [ e, T ]

when t > T + h + 74, where M and V are from (5) and (11).
By Assumption 2, we right multiply (33) by M (t)~! to get

[ o €] = V(yt)M(z‘)‘1
c{ S H@OAe [ H(E)d4 M) CY

which is the second equality of (21) (which we can combine
with (22) to get (21)) when A is the zero function, because
(25)-(26) give G(t) = 4(t—7) = 2(t) = &(t) = a(t)—2(t) = 0
and so also H(t) = 0 for all ¢ > 7 4+ h when A is the
zero function. Hence, we can assume that A is not the zero
function, and therefore, that Assumption 3 is satisfied in the
remainder of the proof.

Then, our formulas from (16) and (30), and the argument
that led to (27) (with Ad replaced by Ado), give

H(t) = Az(t) + Aalt)+ (35)

AE_lﬁt—TCﬁ(g —1) Uet—h eA(t—h—m)Ad(m)dTn} K.
and [&1(t) .. &(t)] = V() M)~
t—m1—h S t—7q—h A . (36)
—C [ 1y (O AL, t,T,Tq,hH(e)de] M (t)
and so also

Folt) = {Elwyt) n nﬁ(t)(M*l(t))T [Wyt)

t—71—h A .,_q T
- [ o CH(OAL, -, [ CH(@)dEH } 37)
+E—1ftt_TCﬁ(£ _ t)[fét—h eA(t—h—m)AdO(m)dTn:| a/

for all ¢ > 7 + h + 7,4, where k! is defined in (6) and

H(t) = Ago(t)+

AB ) CHe— [ [, e Agy(m)m] ae )

and Ado is defined in (19). Also, formulas (12) and (34) give

G(t) = E-10(y,) + RH()(M(1)")T [wyt)

t—ri—h t—rg—h T 9
_ { S CH (Y, .. tﬁ;‘iquhCH(é)dEH ,
and (35) and (38) give
(CH(0) — CHE| < LalCle®) o0 )

+|CA||Z(0)| + LaBICA||E — Zolje—r—n,g

forall ¢ € [t —T — 7, —h,t —m] and t > T + 7, + h, where
the last term on the right side in (40) was used to upper bound
the norm of the difference between the double integrals in (35)
and (38), and was obtained by using the formulas for Ay and
Aqo from (14) and (19), and the formula (6) for 3.

Hence, since our choice £ = x—2 and the triangle inequality
give |Z(0) — Zo(0)| < |2(€) — 2o ()| + |2(¢)| for all £ € [t —
T — 7, — h,t — 7], our formulas (25), (35), and (37) and the
choice J = |1, + T + 7,00) give

2(t) — 2o(t)| < BLAlx — Zol—T—r,—r—h]
/a6 | 7| CA|BT LAz — Zolpp—7—r,—r—2n4)
+/4T kx| 7|CA| (1 + BLA)E|fp—7—r, — 7211
+a4T kx| J|Cl LAz — Zolit—7— 7y —r—h.1]

for all ¢ > T+ 7 + 74 + 2h, where the function x, is defined
in Assumption 3, and where the last three terms in the sum on
the right side of (41) came from upper bounding the difference
between G (t) in (25) and the terms in curly braces in (37) (by
substituting (39) into (25) and using (40)), and where the first
term in (41) came from upper bounding the difference between
the double integrals in (25) and (37).
Therefore, with the choices

Bt = La (Bl s CAIT+1] + |l s|Cly/2T)

and f% = VAT |k 7| CA|(1 —&—,BLA) we get |z(t) — Zo(t)] <
51|=T «TO|[t T—7q—T—2h,t +52‘$|t T—rq—7—2h,t] forallt > T+
T + T4 + 2h. Since Assumptlon 3 gives 3 € (0,1), we can
reapply [16, Lemma 1] (using w(t) = |z(t + T + 7 + 74 +
2h) —&o(t+T 474714 +2h)| in the statement of [16, Lemma
1]) to find positive constants ¢z, ¢4, and ¢5 such that

(41)

(42)

|2(t) —Zo(t)| < Ese™ |z —Zo| (0,7 4747, +2n] +C5|T 0,1 (43)
for all t > 7+ T + 74 + 2h, with & = —In(B%) /(T + 7 +
Ty + 2h).

Third Part. By (15) and (43) and using standard small-gain
arguments, we obtain positive constants ¢ and ¢7 such that

[(Z(t), Zo(t) —2(t))] < Coe™ (2, B0 —2)|[0,1 4747 +20] (44)

for all t > T + 7 + 74 + 2h. Also, using (35) and (38) and
(40), we can use our formulas for € and € in (34) and (36) to
find a constant ¢g > 0 such that

|(é(t) — )M (t)| < es[(Z; &0 — ) |je—1—r—7, 201

for all t > T + 7 + 74 + 2h. Hence, the formulas for ¢; and
co follow from taking the maximum on both sides of (44) to
upper bound |(é(t) — €)M (t)| for t > 2(T'+ 7+ 14+ 2h), and
then adding the result to (44).

(45)



Remark 2: Our proof of Theorem 1 shows that c; — +00
as Ln — 0 (since fln(Bg) — +o0 as La — 0), which is
the almost-finite time property. By linear growth properties
of the dynamics and Gronwall’s inequality, we can bound the
supremum on the right side of (20) by a multiple of |z|;_p, o+
€| In practice, bounds on x(0) and € are known. Hence, we get
upper bounds on the left side of (20) in terms of |z |[_, o + ]
for all t > 2(T+7+7,+2h). O

Remark 3: We can replace the requirement that k., is
bounded and (7) by the two requirements that % (as defined
in (6)) is bounded and LafS < 1, and then we instead
obtain an input-to-state stability (or ISS) conclusion with
respect to the approximation error é(t) — e. In fact, with these
replacements, the part of the proof of the theorem through
(37) except with the terms in curly braces in (37) replaced by
E7 Y (y)+é1(0) B~ h(y1,0)+. . .+ €4 (t) E~ k(v,,¢) provides
positive constants ¢, co, and cs such that

|Zo(t) — =(t)] <

L eatl/ A . (46)
cre” (&g — $)|[0,T+T+Tq+2h] + c3le — 6|[o,t]

for all ¢ > T + 7 + 74 + 2h. Also, Theorem 1 remains
true by a similar proof if we replace the estimator é from
(16) by é(t) = sate {(V(y;) — CWE(t))M(t)~'}, where
the saturation sate.{v} has the ith entry sat. . (v;) =
max{e,;, min{v;, &}} for v € R4 and i = 1,...,q and
using known bounds ¢; € [—¢;, €] on the €;’s. This means that
smaller known intervals [—¢,, €] containing the €;’s produce
smaller overshoots in the ISS estimate (46). ([l

[1l. IMPLEMENTATIONS

The integrals in (4) and (11) can be replaced by states of
dynamical extensions consisting of ordinary differential equa-
tions with constant delays that are easily solved numerically,
e.g., using NDSolve in Mathematica. This replacement can
facilitate checking our assumptions, while also eliminating
integrals from our expressions for the observer values to
facilitate implementing our observer. To see how this can be
done, we first show that for ¢ = 1,...,q, we have W;(t) =
Vi(t) + W;(0), where V; is the first component of

Vi(t) = C[AE"Y(ELy;(t — h) — Loi(t — h)
e A Lyt — 7 — b)) 4+ vi(t — h)
—~ AE"YELyj(t—T—h) — Lo;(t—T—h)
+e A Lyt =T — 71— 1)) (47)
. —i(t =T —h)]
Lyi(t) = ALy(t) +vi(t)
L21(t) = 7ATL27(t) + CTCLh(t - h)

with the initial states V;(0) = 0 and Lq;(s) = Lg;(s) = 0 for
all s € [-T — 7 — h,0]. To this end, first note that

K (Vi)

= [ C¥(r = e | [, A0 (m)dom) dr

= [, CHr—t)e AP [Ly;(t) —e"HWAL Y (r—h)]dr  (48)
=ELy(t) — [l e~ AT =N CT O Ly (r — h)dr

=ELy(t) — (Lai(t) — e A "Ly (t — 7))

for each i and t > 0, where C*(r) = A "CTCeA, and the
second and last equalities in (48) follow by applying variation
of parameters to the Li; and then the Lo; dynamics. Hence,
(4) gives W, = V; for all 4, so the Fundamental Theorem
of Calculus gives W;(t) = V;(¢) + W;(0). This reduces the
calculations of W;(t) to computing W;(0), which can be done
easily, e.g., using Simplify in Mathematica to simplify the
integrands in the W;(0) formulas before integrating. Then
we can check that M(t) is nonsingular, by checking that
the absolute value of the determinant of M (t) has a positive
infimum over all ¢t € [7, + T + 7, 400).

Similar arguments give W(y;) = L3(t) — e * "Ls(t — 7),
and pu(t) = y(t)—y(t—T)~CAE = (Ly(t—h)~La(t~T~1)).
where Ly and L4 are solutions of Ls(t) = —AT Ls(t) +
CTy(t) and Ly(t) = Ls(t) — e~ "Ls(t — 7) with initial
functions 0, by applying the method of variation of parameters
to the L3 dynamics to eliminate the integral from the W
formula in (11), and then using the result to eliminate the
integral in the formula for w in (11).

IV. ILLUSTRATIONS

We revisit the main example from [4], by showing how
Theorem 1 makes it possible to identify the weighting coef-
ficients €; in an unknown uncertainty that was not present in
[4]. Then, we provide a generalization of the example from
[13] that allows measurement delays and nonzero A’s.

A. Motor Example

In [4], the dynamics of a single-link robotic manipulator
coupled to a DC motor with a nonrigid joint after a change in
coordinates produced (1) with

0 1 0 0 0
K )
-3 -7 1 0 0
A=| © 0 0 1 0 |,
K? K F.
N2J, J2 0 T NZJ, _ﬁ 1
KoK, R
0 0 0 Bt L (49)
0 117
=4[] — cos(&)] 0
o(C&,u)= 0 ,and C=| 0
0 0
KK
T LNCY 0

and each ~; and A being the zero function, where the positive
constants J; and Jy are the inertias, F; and F, are positive
viscous friction constants, K is the positive spring constant,
K, is the positive torque constant, K, is the positive back EMF
constant, R and £ are the armature resistance and inductance
respectively and are positive constants, m is the constant
positive link mass, the positive constant d is the position of
the link’s center of gravity, N > 0 is the positive gear ratio,
and g, > 0 is the constant gravity acceleration.

However, here we study a more general situation for the
preceding dynamics where there is also an added uncertainty
3(t) = e1ni(t) + ... + €474(t) on its right side. Here, we take
q = 3 and each entry of 7; : R — R® to be e*(t’/\f)2/(2wi2)
for positive constants \; and w; for i = 1, 2, 3 we will specify,



which are commonly used in basis functions in neural network
expansions, but similar reasoning applies for other functions
~;. Since A = 0, it suffices to check Assumptions 1-2, with
n = b5 and ¢ = 3. These assumptions hold for many choices
of the parameters, except with the invertibility condition from
Assumption 2 only holding for ¢t € [r,+T +7,T.) for a large
enough T, > 0 that still allows us to conclude the fixed time
convergence at time ¢ = 7, +1 -7+ h. For instance, choosing
all constants in A in (49) to be 1 as in [4], \; = w; = 1
for i = 1,2,3 in the v;’s, and 7 = T = 1 and 71 = 0,
7o = 0.2, and 73 = 0.75, we used Mathematica to check that
the assumptions hold for all & € [0,0.2]. In our examples, we
used Mathematica mainly to check that M (¢) is nonsingular
when ¢ > 7,+T'+7, by checking that the absolute value of the
determinant of M (¢) has a positive infimum on [7,+T+7, T}).
This extends [4] to more realistic cases with measurement
delays and additive uncertainties whose weights €; and states
we identify in fixed time.

B. Nonzero Nonlinearity A

Next we consider the system (1) with n = 2,

0 1
A‘[o 0

with ¢ = 0 and ¢ = 1. Moreover, we assume that v, (¢) =
[0,1]7 for all £. Then Assumption 1 is satisfied. Let us
check that Assumption 2 is satisfied as well, and then we
find conditions on the uniform Lipschitz constant LA on the
additive state-dependent uncertainty A on the right side of the
dynamics such that Assumption 3 is satisfied.

Recalling that

] and C=[1 0] (50)

a | 12
et = [ 0 1 (&2))
for all £ € R, simple calculations show that (51) gives
_ht? _p’r _
rn) = | .70, 0 a0 | (52)
| b T
8 3 1
by our formula (3) for . It then readily follows that
t—h _
t—T—h O[AE IH(’YLW«) +mn (m)}dm (53)

=T (37+h) # 0.
Thus Assumption 2 holds for any 7" > 0, h > 0, and 7 > 0
and 71 = 0. Also, with the preceding parameters, T' = 2,
and 7 = 0.5, and with h = 0, we used the Mathematica
program to check that (7) is equivalent to La < 0.44619.
If instead h = 0.125 and the other parameters are kept the
same, then we found that the bound on La from (7) is
LA < 0.295463. Finally, with A = 0.25 and all of the other
parameters kept as before, we found that our condition (7)
is La < 0.212663. This illustrates a trade-off we observed
in numerical experiments, where larger h’s produced smaller
bounds on the allowable growth rates La on A.

Remark 4: In the preceding examples, the function M (t)
from (5) was invertible for all ¢ > 7,4+T'4-7, so the conclusions
of Theorem 1 hold for all t > 2(T +7+7,+2h). However, as
in [13], our approach is also valid when M () is only invertible
on [1, + T + 7,1] for a value ¢, in which case the conclusions
of our theorem only hold for t € [2(7, + T + 7 + 2h), {].

V. CONCLUSIONS

We provided observers for unknown parameters and un-
known states. Our assumptions cover artificial neural network
expansions. When the unmeasured state enters affinely, our
observers are fixed time converging. This affineness holds
for a broad class of dynamics (e.g., motor dynamics, and
vibrating membranes) [1]-[4]. When the nonlinearity depends
on the unmeasured state, we proved an analog of the almost
finite-time work [6]. This identified model parameters, which
was not possible using [6]. Our examples included a signif-
icant motor application, and illustrated a trade-off between
the growth rate of the state dependent nonlinearity and the
allowable measurement delays, which we aim to relax to
compensate for arbitrarily long measurement delays. We also
aim to find reduced order versions, to build on [3], which
did not identify model parameters. Our other goals include
multi-output versions, analogs with measurement noise, and
applications to models of drones whose wind disturbances are
weighted sums of known functions with unknown weights.
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