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Abstract—Augmented Reality (AR) devices offer novel ca-
pabilities that can be exploited in AR systems to positively
impact human-machine interactions in a variety of future-work
and education contexts. This paper presents a systems model
for a no-code AR systems framework that can be used to
create AR applications that present just-in-time informatics
to assist and guide users in the completion of complex task
sequences while ensuring operator and environment safety. The
salient structural and behavioral aspects of the system, and key
use cases are modeled using the Systems Modeling Language
(SysML). Representative examples of the model are presented
using use case, block definition, internal block, activity, and state-
machine diagrams. These models offer new insights into how
AR capabilities can be integrated with a variety of engineered
systems. In the future such SysML models can steer the design of
new tools and an ontology to strengthen connections to domain
knowledge.

Index Terms—Augmented Reality, Model-Based Systems En-
gineering, SysML, Annotation, Navigation, Systems Framework

I. INTRODUCTION

Augmented reality (AR) devices' that are capable of im-
mersive experience have matured significantly in recent years.
When incorporated effectively into systems, these devices
can now address many of the challenges brought about by
the digital transformation initiatives in manufacturing, health,
and education arenas. AR devices can present super-imposed
virtual informatics on objects and spaces in the physical
environment. This ability to offer in-situ informatics in the
physical work-spaces creates new opportunities for workforce
training, that includes a transfer of knowledge from experts to
trainees, rapid acquisition of new skills, and the safe execution
of acquired skills. For students and educators, such systems
offer a personalized learning portal, enabling new models of
pedagogy in STEM education that emphasizes the engagement
of students across traditional disciplinary boundaries. Thus,
there is considerable interest to better understand the extent to
which such technologies can support future workers, students,

le.g., Microsoft Hololens, MagicLeap, or Varjo

and educators to become more efficient in adopting the digital
environment, and to play a role in improving its use.

There are several challenges one must confront in the
design and deployment of effective AR systems. First, most
AR systems are structured around a game engine, with their
attendant idioms and interaction modalities. Education and
training systems do not require complex game plays or chal-
lenges, even when the AR content must be delivered in a
personalized manner. Second, much of the effort involves the
identification, design, and delivery of effective AR content.
This is perforce a multidisciplinary endeavor, and requires
a reduction in technology barriers to enable such teams to
collaborate effectively during the content creation process.
Third, personalized delivery of AR informatics must cope
with a variety of unanticipated situations that can occur either
because of user’s background or due to variabilities and uncer-
tainties in the physical workspace. Fourth, the requirements-
design-implementation-operation continuum in many complex
environments is necessarily an iterative process. Effective
modeling tools and approaches can mitigate the risk of incon-
sistencies across this continuum. Finally, given the evolution
toward a future where user behaviors are likely to be tightly
intertwined with technology advances, it is critical to integrate
into the design of the AR systems platform, the best practices
for engaging users in the research and design of the system.
Participatory action research (PAR) for example is a research
framework that prioritizes the active participation of all stake-
holders to create an inclusive action process for problem-
solving and constructive change. PAR is especially suited for
examining and improving teamwork practices, because of its
emphasis on empowering participants to have their voices
heard, share authority in decision-making, change existing sys-
tems, and collaborate with others in a respectful and inclusive
manner [1], [2]. AR systems in the future can better enable
and support these practices if the content creation process is
reasonably accessible to corresponding domain experts such
as sociologists in the context of PAR.

To address the above challenges, this paper presents a
systems framework to design and deploy AR systems for



education and training without the need for extensive a priori
knowledge on coding or game design. The salient structural
and behavioral elements of this framework are presented using
SysML, which is a well-known systems modeling language.
The AR Systems Framework emphasizes the role of an AR
system developer as one who develops the AR content, i.e.,
text, images, videos, audio clips, animations, or models to
accurately represent the domain issues and in formats that
are necessary for the underlying AR devices. This framework
abstracts many aspects of the underlying game engine and
considerably simplifies the development process. The SysML
models emphasize the core structural and behavioral elements
of the framework and offer new insights for extending the
framework and its applications along several dimensions.
The remainder of this paper is organized as follows. Sec-
tion II provides a brief background on approaches being taken
to modularize AR application design. The current practice in
AR application design is summarized in Section III. Section IV
outlines the approach taken in this work that is referred to
as a no-code AR Systems Framework. A subset of SysML
models for the AR application is presented in Section V.
Future extensions of this work and trade-offs involved are
discussed in Section VI, and Section VII concludes the paper.

II. BACKGROUND

The role of AR devices in several domains such as engi-
neering [3]-[6], health [7], [8], and humanities [9] has been
investigated for several decades. A recent technology forecast
report also identifies the central role of AR in emerging
applications [10]. In [4], the authors present a comprehensive
classification of the AR landscape in industrial environments.
They identify four main areas — manufacturing, logistics,
maintenance, and training — as the primary areas of focus in
industrial environments. The role of CAD as an enabler for AR
and VR applications is recognized. Modeling abstraction of
physical components as virtual products, referred to as digital
twins, is expected to provide various benefits throughout prod-
uct development and management [11], [12]. These models
can be used for design specification, verification, and valida-
tion. It also allows for quick forecasting of product behaviors
and structures at different scales and various scenarios. AR
applications can play a role in the construction of digital twins.

Indoor navigation has remained a long-standing problem
and has new importance in AR Applications. The authors
in [13] discuss infrastructure-based and sensor-based ap-
proaches. The navigation problem has new dimensions that
must be better addressed in future work scenarios.

The development of AR applications is often structured at
source-code level. As a solution to this limitation, a num-
ber of research studies have been conducted to propose a
framework or toolkit for the development of AR applications,
that include component-based and model-based approaches. A
model-based approach for designing new interactions between
users and AR systems is presented in [14]. In this work, new
interaction models are specified in a declarative manner using
state charts. The specification helps to bridge the gap between

authoring considerations and the code that is necessary for
the AR system. The model-based approach used in [15]
presents a toolkit which simplifies the development of AR
applications. This approach can provide a run-time imple-
mentation of the AR system from the high-level models. The
application developed in [16] provides AR-assisted production
configuration by implementing a model-based approach. The
architecture performs the product modeling by implementing
features stored in meta-data which allows for considering user
needs and environmental constraints.

Component-based software framework proposed in [17] is a
new approach for building AR systems. This architecture con-
sists of a set of reusable programs which solve key problems
in an AR system. This also provides flexibility and scalability
of potential applications. The AR system for the health-care
training process in [7] is an example of this development
approach. Although this system provides benefits in terms of
audio-visual feedback and high fidelity simulation training, it
is difficult to extend into new application contexts.

Some studies have proposed to build an AR framework
to overcome the inflexibility of developing single-purposed
software products. These frameworks are commonly data-
driven and allow the developers to modify the system in either
graphic-based or text-based manner. The work in [18] pre-
sented a graphical-based approach for designing and deploying
AR applications in mobile platforms. This framework provides
a set of programmable components, their properties, and pro-
gramming rules. The behavior of the system can be modified
by simply adding or deleting component blocks and selecting
or deselecting properties of each block. It is applicable to many
contexts, such as e-learning, health-care, and design. However,
it still requires basic programming knowledge to understand
the components and change the system accordingly. It also
requires the involvement of programmers to adjust the system
for a new operational context. The work in [19] is interesting
because it squarely addresses the challenges of AR content
development and the central role of CAD databases.

III. CURRENT PRACTICE IN AR APPLICATION SYSTEM
DESIGN

Currently, AR system designers must be well-versed in
the intricacies of game engine platforms such as UNITY 3D
or UNREAL [20]. In addition, they must have considerable
experience in a software pipeline that includes tools for
rendering, modeling, and animation. The designers are usually
aware of a large spectrum of 3D models that are available to
make their work more efficient.

The AR application development process is often focused
on a particular AR device such as the Microsoft HoloLens.
The approach typically involves using a game engine to create
an immersive person-centered experience [21]. Game engines
such as Unity3D support the developers to render 2D or 3D
graphics, to detect collisions and respond, to present sound,
scripts and animations, to network with other compute and
storage devices, to stream data, and to track the position
of the users in the environment. The software tools also



help developers to create and deploy the AR content before
deploying to the AR device as illustrated in Fig: 1.
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Fig. 1. A Game Engine is used to generate content and deploy AR systems.

An AR application that is developed using this approach
often serves a single-purpose, and its AR contents cannot be
changed after deployment. The pre-populated content is often
based on the experience of a few training professionals. These
systems are not personalized to the needs and preferences of
individual users. The content is presented to the users when a
set of defined event triggers are recognized. If the AR content
relies on information in an underlying CAD model that was
created when the physical environment was designed, such an
approach is not likely to be useful especially when components
and subsystems have changed or evolved. When changes such
as a revision to the 3D models are necessary, the developer
must re-work the entire development process and re-deploy the
application. This approach is tedious and requires considerable
programming maturity before the designers can be effective.
The generation of designers who have good skills with such a
set of tools often lack deep insight into the current systems for
manufacturing or the current methods of pedagogy. Further,
those with these skills are likely to operate at the level of
programmers rather than at the level of architects.

Despite the above limitations, such AR systems that have
pre-populated content have been used extensively in a variety
of training and education scenarios.

IV. No-CoODE AR SYSTEMS FRAMEWORK

The core idea in the AR Systems Framework described
here is that of an Immersive Action Unit (IAU) [22]. An IAU
is a unit of AR content that is presented to the user through
the AR device. An IAU may contain any combination of text,
video clip, audio clip, animation, or a model. The user is
usually expected to perform an action when they are presented
with an IAU. This framework abstracts the underlying game
engine. Instead of the complex game plays and rich interaction
experience, it offers a limited set of user-system interactions
that are effective for education and training. The four principal
user activities supported are:

o Annotation: where the system presents just-in-time
informatics about objects that are of interest to the user,

o Navigation: where the system presents navigational
signs to help the user identify objects of interest or
physically navigate a complex work environment,

o Guidance: where the system presents the user a se-
quence of IAUs to guide the completion of a task se-
quence, and

o Safety: where the system presents the status of a variety
of safety parameters and alarms, as configured by the
user.

The structure of the AR Systems Framework is shown in
Fig: 2. The IAU server is a repository of all IAUs that are
stored in a standard relational database with an SQL front-end.
The AR device interacts with the IAU Server using a request-
response model. Typically, upon completing the action step
associated with an TAU, the user would request the next IAU.
The Operator and System Safety subsystem collects data from
the physical environment and the operator safety equipment.
All of these data are pushed to the AR device by the IAU
server. The AR device can also initiate requests for annotations
and navigation via the CAD server, again using a request-
response model. Responses for valid requests are sent back
to the AR device. A live stream from the AR device can be
viewed by other staff or trainees at the monitoring station.
The monitoring station can also be used to monitor progress
of a maintenance mission by replaying the historical status
captured in the TAU server. Further details of this framework
are presented in Section V using SysML models.
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Fig. 2. System Architecture for the AR Framework.

AR system designers who use the above framework can now
focus on creating the AR content and designing the flow, or
sequences, in which these content items can be presented to
users as IAUs. This fundamental change in the work pattern
is illustrated in Fig: 3 and offers several advantages over the
approach in Fig: 1. Notably, the content-centric approach of
the framework serves as a conduit between content creators
and content consumers, via the AR devices, using well-known
and popular software applications that are illustrated in Fig: 4.
These easy-to-use tools can be readily utilized in education
and training or participatory action research settings to create,
update, and deploy AR systems without the need to develop
extensive code.

V. MODELING THE AR SYSTEMS FRAMEWORK

This section presents SysML models for the AR Systems
Framework. They have been created using the CATIA-2021
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Fig. 3. The AR Systems Framework creates a fundamental change in the
development pipeline.
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Magic Systems of Systems Architect toolset. This toolset
offers support to capture the requirements, use cases, structure,
and behavioral models that describe the operational features
of the application.

Specifying the AR system in SysML has several benefits.
First, such a framework can enable multi-person teams with
varied expertise to contribute to activities in the requirement-
operations continuum to fully realize the system. The consis-
tency checks and simulation capabilities are valuable to ideate
options and select from available options based on rigorous
discussions. Second, in the future, these models can serve as
a basis to programmatically generate the code necessary to
operationalize the framework. Thus, the framework can be
adapted to future work environments and contexts that may
not be anticipated at this time. Third, the models can reveal
a rich set of opportunities for Al-assisted tools that can both
improve the user experience and improve the efficiency of the
system operations. Finally, one can expect that these SysML
models can be integrated to enhance the specification of a large
spectrum of engineered systems with AR capabilities.

Systems design involves translating abstract concepts and
stakeholder requirements into a concrete specification that can
be implemented, verified, validated, deployed, and operated.
In the AR Systems Framework, the inputs are streams of user
position, gaze, gesture, and surrounding environment, and the

outputs are IAUs.

The primary use cases supported in the AR Systems Frame-
work are shown in Fig: 5. As illustrated, the user must power
on and wear the AR device. The device may initiate a device-
level calibration when a new user is detected. The registration
step is required to map the virtual coordinates in the AR device
to the corresponding physical coordinates in the workspace as
described in [23]. The four use cases, Annotation, Navigation,
Guidance, and Safety, correspond to the four primary activities
described in Section IV. A use case describes how users can
benefit from the system, representing their requirements at the
highest level such as the one shown in Fig: 5. More detailed
specifications of use cases can be presented using other SysML
features such as activity diagrams, state machines, or sequence
diagrams. These diagrams can capture some of the details
related to the design and implementation of the AR Systems
Framework.
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Fig. 5. Primary use case in the AR Systems Framework.

The top-level structural representation of the system that is
needed to support the use cases in Fig: 5 is captured by a
block definition diagram (BDD) that is shown in Fig: 6. As
illustrated in the figure, the main blocks are consistent with
the subsystems shown in Fig: 2. The SQL server in Fig: 6
corresponds to the IAU server in Fig: 2. The CAD server, the
monitoring station, the safety subsystem, and AR device are
illustrated.
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Fig. 6. Top-level Block Definition Diagram



The BDD shows parts of the system at the level of interest.
Individual blocks can be further refined. For example, the
BDD for the SQL Server is presented in Fig: 7. A solid line
with an arrow shows a composition representing a parent-child
relationship. A solid line without any arrowheads means the
connected components have access to each other’s data. As
illustrated, the IAUs are stored in a relational database. In
addition, there is a task sequence and a flow table that is used
to store sequence information for a sequence of IAUs that must
be presented in order. Each such sequence is called a mission,
and the user can select a desired mission using the AR device.

Fig: 9 presents the components of the CAD server. The CAD
server abstracts a CAD model for the physical workspace, an
octree structure constructed from the CAD model, and a path
planner. The CAD model contains several artifacts of interest
in the physical workspace. These artifacts are also represented
in the octree at the appropriate level of depth [24]-[26]. Each
artifact has a set of physical coordinates with respect to the
origin of the CAD model. The octree stores the annotations
associated with the artifact. A dashed line shows what item
flows between two blocks. The path planner is used to support
the navigation activity/use case.
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Fig. 7. SQL Server Block Definition Diagram

Internal block diagrams (IBD) depict how the components
within a block interact in performing a particular action.
Multiple IBDs can be configured for the required action set.
The connections depict data/object flow among the compo-
nents. The IBD for the SQL Server in Fig: 7 is presented in
Fig: 8. These figures capture object flows between blocks and
the block responsible for performing computation. The small
squares attached to the blocks are ports that are used as an
object receptor or sender. As illustrated, a request for a new
TAU must specify a mission ID. The mission ID is used to
acquire a task ID from the flowtable. The actual task step is
extracted from the state of the task sequence. The task step
is used as a key to acquire the AR content (IAU) from the
database which is sent back to the AR device.

ibd [Block] SQL-S[SQL-S 1BD | ]

mission : Mission [1..*]

r’il'ask ID

task SequenceTTask Sequence [1]\ d

flowtable : Flowtable [1]

Mission ID

L I e T
Mission ID and IAU Request HDatabase 1] J Task Steps
IAU | :1AU
7! < r
[r < 7

Fig. 8. SQL Server Internal Block Diagram
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Fig. 9. CAD Server Block Definition Diagram
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The connections between the parts defined in Fig: 9 are
presented in the IBD’s of the CAD block. Fig: 10 represents
the annotation activity and Fig: 11 the navigation activity.

In the annotation activity shown in Fig: 10, the physical
coordinates received are used by the octree to compute the
first intersecting artifact with matching physical coordinates.
When the artifact is identified, the corresponding annotation
is retrieved and sent back to the AR device.
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oct Tree : Oct Tree [1..]

Physical Coordinates artifact : Artifact [1..*]
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| annotation : Annotation [1]
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Fig. 10. CAD Server Internal Block Diagram for Annotation

In the navigation activity of Fig: 11, the user specifies the
target artifact to which they desire navigational guidance. This
target and the current position of the user are used by the path
planner to compute a path in the physical workspace. If the
path involves multiple steps, this sequence is stored, and the
first step is returned to the AR device for display to the user.

While the internal block diagrams represent object flow
and some level of interactions between components, system-
wide behaviors must be represented using other models in
SysML. For example, Fig: 12 shows the annotation use case
from a system-wide perspective with an Activity diagram.
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Notice that the user must first wear the device and launch
the annotation mission. When the mission is launched, it
connects to the server and is ready to respond to annotation
requests after the connection request is confirmed. When the
user gaze rests on an artifact in the physical workspace for
a short duration, or the user points to an artifact, the virtual
coordinates of the artifact obtained from the AR device are
sent to the server. These virtual coordinates are transformed
to physical coordinates using the transforms computed during
the registration step [23]. The physical coordinates are sent to
the CAD server where the CAD server determines if there is a
corresponding artifact with matching physical coordinates. If
such an artifact is identified, the annotation that corresponds
to the artifact is retrieved and sent to the AR device.

State machine diagrams are another class of behavior mod-
els that are applied in this model. As depicted in Fig: 12, a use
case involves several user actions and system actions. These
actions are events that cause the system state to change. A state
machine diagram captures important states of components
that can be observed and the events that cause these states
to change. Fig: 13 shows the states of the CAD server and
the events that trigger transitions among these states. A state
is represented by a rectangle with rounded corners. Action
performed upon an entry or while in that state is also identified
for certain states. A solid circle indicates the initial state, while
a circle with a dot inside is the final state. Solid lines connected
between the states are called events, precisely user or system
actions in the developed AR system.

The state machine for the AR device is illustrated in Fig: 14.
Notice that depending on the activity that the user selects,
a different part of the state machine describes the behavior.
Events that are triggered by the system or user action are
highlighted in the figure.

VI. DISCUSSION

The AR Systems Framework presented in this paper offers
a new approach to designing and deploying AR systems
that emphasizes AR content. This approach is different from
application-focused approaches that involve a significant level
of program development with the Unity tool chain. The
framework enables content designers to use popular tools
to create the content consistent with the formats that are
acceptable to AR devices. The compliance with these formats
can be checked offline before deployment. In contrast to the
general game plays that can be created by designers using

game engines, this framework supports four common use cases
that appear to be most relevant to the use of such AR systems
in education and training scenarios.

In contrast with traditional AR apps, the content for this
framework can be dynamically changed, without the need for
compiling and re-deploying the app on the AR device. This
flexibility offers tremendous advantages in high-value main-
tenance scenarios where design maintenance has remained a
challenge for several decades.

The system architecture is flexible, robust, and scalable.
The SQL platform is time-tested and well-understood. New
missions can be added or deleted by changing the database.
Notably, this capability enables end-users to create and own
their content without relying on third-party software tools to
curate and load their content into the AR devices.

The CAD server serves two important roles. First, it is an
important gateway to authenticate the users before sharing
proprietary content. Second, and perhaps more important,
by registering the virtual view in the AR device with an
underlying CAD model, we eliminate the need for expensive
image processing techniques to identify artifacts or geometri-
cal constraints in the physical workspaces. While this approach
limits the applicability of our framework to the realm of
engineered systems, where CAD models exist or can be readily
created, the emerging needs for hands-on training in workforce
reskilling and education far outweigh the limitations.

The SysML models, that are currently under development,
offer a pathway both to refactor the design of the framework
and to communicate its capabilities to a wider community. In
the future, we expect to further develop the SysML models by
also including models for the structure and dynamics of phys-
ical workspaces. When fully developed, we expect that these
models will offer new insights into how AR capabilities can
be best incorporated to enrich the human-machine interactions
in engineered workspaces.

There are a few limitations and challenges that must be
addressed. Currently, the annotation support can be provided
only for artifacts that are static in the physical workspaces.
It will be very interesting to explore how the parametric
modeling capabilities of SysML can be leveraged to annotate
artifacts that move in the workspaces.

VII. CONCLUSIONS

An AR Systems Framework and selected SysML mod-
els for the salient structural and behavioral aspects of this
framework are presented in this paper. The framework enables
interdisciplinary teams of AR content creators to design and
deploy AR systems without the need for extensive coding.
The application of the framework to provide just-in-time
informatics in four use cases that enrich a user’s interaction
experience in a physical workspace has been presented. To
annotate an artifact in the physical workspace, the user can
gaze at the artifact or point to the artifact. The user can
select a mission to receive guidance to complete a sequence
of tasks. The system presents a sequence of IAUs and expects
the user to complete a specific action in each step. When the
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user requests navigation guidance, they must identify a target
artifact, and the system responds by presenting navigational
signs to help the user to either recognize the artifact or to
physically move to the location of the artifact in the physical
workspace. The operator safety panel presents status of the
physical workspace or the operator’s safety equipment, as
configured. The SysML models presented offer insights into
the internal structure and behavior of the framework and how
the system can be extended. In the future we expect that the
SysML models will be useful to incorporate AR interfaces to
a variety of engineered systems.
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