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Impact of the Pacific sector sea ice loss on the sudden
stratospheric warming characteristics
Jiarong Zhang 1✉, Yvan J. Orsolini2,3, Varavut Limpasuvan1 and Jinro Ukita4

The atmospheric response to Arctic sea ice loss remains a subject of much debate. Most studies have focused on the sea ice retreat
in the Barents-Kara Seas and its troposphere-stratosphere influence. Here, we investigate the impact of large sea ice loss over the
Chukchi-Bering Seas on the sudden stratospheric warming (SSW) phenomenon during the easterly phase of the Quasi-Biennial
Oscillation through idealized large-ensemble experiments based on a global atmospheric model with a well-resolved stratosphere.
Although culminating in autumn, the prescribed sea ice loss induces near-surface warming that persists into winter and deepens as
the SSW develops. The resulting temperature contrasts foster a deep cyclonic circulation over the North Pacific, which elicits a
strong upward wavenumber-2 activity into the stratosphere, reinforcing the climatological planetary wave pattern. While not
affecting the SSW occurrence frequency, the amplified wave forcing in the stratosphere significantly increases the SSW duration
and intensity, enhancing cold air outbreaks over the continents afterward.
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INTRODUCTION
The extent of sea ice coverage over the Arctic Ocean has
dramatically declined over the past few decades1. The anom-
alously warm Arctic surface associated with the Arctic sea ice loss
has been linked to the mid-latitude surface cooling in the
subsequent boreal winter2–8. Several studies have suggested that
this linkage could involve the wintertime stratospheric circulation
by enhancing the upward planetary wave (PW) activity and
weakening the polar vortex9–14. Temperature anomalies induced
by the vortex weakening could subsequently descend into the
troposphere on time scales of weeks to months15, potentially
leading to cold air outbreaks (CAOs) over the continents16,17. Case
studies based on observations18 or model simulations19 even
suggested that the enhanced wave flux could be strong enough
to cause the demise of the polar vortex associated with the
sudden stratospheric warming (SSW) phenomenon.
However, the atmospheric response to Arctic sea ice loss

remains a subject of much debate20–24. The effects of sea ice
reduction on the atmospheric circulation and, in particular, on the
warm Arctic-cold continent pattern at the surface have been
attributed to internal variability25–29 or to covarying sea surface
temperature (SST) forcing outside of the Arctic30. Furthermore, the
connection to the stratosphere appears sensitive to the geogra-
phical location of Arctic sea ice loss, leading to conflicting results.
A numerical study31 found polar vortex weakening in response to
warm anomalies (representing sea ice loss) in the Barents-Kara
Seas (Atlantic sector) and strengthening in response to anomalies
in the Chukchi-Bering Seas (Pacific sector). Yet, a different
numerical study14 and observations32 suggested that the sea ice
loss over the Pacific sector is responsible for a weakened polar
vortex.
Unraveling the exact dynamical mechanism linking the forced

PW activity entering the stratosphere to the actual sea ice loss has
been difficult. Previous studies inferred that the localized shallow
heating due to sea ice reduction could modify the upward PW
propagation from the troposphere into the stratosphere following

changes in synoptic eddies and their feedback on the mid-latitude
jet32,33. Yet, the complete chain of events is not fully understood.
The relative importance of the autumn or winter sea ice loss has
also remained unclear. A recent study found that the winter
atmospheric circulation response to sea ice loss is primarily driven
by sea ice loss in winter rather than in autumn34. Moreover,
irrespective of the sea ice change, the polar stratosphere is
influenced by the Quasi-Biennial Oscillation (QBO), the 11-year
solar cycle, and the El Niño-Southern Oscillation (ENSO). As a 28-
month oscillation of the stratospheric equatorial zonal wind35, the
QBO may affect the boreal polar vortex by altering the back-
ground flow through which PWs propagate into the strato-
sphere36. The SSW occurrence frequency tends to be higher
during its easterly phase (EQBO) compared to its westerly phase
(WQBO) regardless of the ENSO state37. The QBO may likewise
modulate the stratospheric response to sea ice loss38. With
roughly a 40-year record of high-quality atmospheric and sea ice
data during the satellite era, observational analyses alone are
unlikely to illuminate the connection between polar stratospheric
variability, SSWs, and sea ice loss or its dependency on the QBO
phase. While model simulations may help, the simulated QBO-SSW
connection is weak compared to observations39. Often over-
looked, the QBO’s seasonal evolution from the period of sea ice
loss (starting in June) through the following winter further
obscures its role. Overall, the gaps in understanding the detailed
mechanisms associating the surface processes and their subse-
quent impact on the stratosphere contribute to the uncertainties
in distinguishing the potential sea ice-stratosphere connection
from internal variability and other external forcings.
This paper attempts to elucidate the fundamental mechanisms

linking the surface processes associated with sea ice loss to the
wintertime stratospheric dynamics. Through large-member
ensemble experiments using a climate model with a well-
resolved stratosphere, the QBO is constrained to one phase
throughout the winter. Given that SSWs occur more often during
EQBO, we focus on the EQBO phase, which is also the more
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robustly represented and sustained phase of the QBO internally
generated in the model. The effects of ENSO, the solar cycle, and
global warming are all excluded from the experimental design. To
avoid conflating the effects of sea ice loss in different sectors, this
study focuses solely on the Pacific sector, where the observed
August-September-October Arctic sea ice extent shows the
strongest decline and covers the largest area of the Arctic Ocean
in recent decades40,41. The atmospheric response to sea ice loss in
that sector has received much less attention than over the Atlantic
sector. Through carefully designed model simulations, the paper
addresses how the autumnal sea ice loss over the Pacific sector
impacts the most basic characteristics of SSWs.
As detailed below, the results indicate that this Pacific sector sea

ice loss elicits enhanced near-surface upward wave propagation
primarily over the Northwestern Pacific region and the increased
PW forcing in the polar stratosphere. The latter tends to extend
the SSW duration and strengthen the accompanying stratospheric
wind reversal, with important consequences for the surface
climate.

RESULTS
SSW characteristics in response to sea ice loss
Our results rely on contrasting 1-year-long (June–May) large-
ensemble simulations with prescribed sea ice loss over the Pacific
sector (denoted LOW) to those without (denoted CNTL). By
construction, the difference (LOW-CNTL) reflects the response to
sea ice loss. Composites of SSW events are made and diagnosed
for atmospheric structures and wave forcing induced by sea ice
loss. We focus on the EQBO since (i) SSWs tend to occur more
frequently during the easterly phase and (ii) model biases and
limitations limit our ability to evaluate the WQBO case. The
Methods Section explains the experimental design and provides
further details on why we do not consider the results relative to
the WQBO phase.
Figure 1 summarizes the SSW characteristics in CNTL (gray) and

LOW (red) during EQBO. The definitions are provided in the
Methods Section. Most SSW onset dates are found between
January and March (Supplementary Fig. 1), with the mean onset
date being February 4 in CNTL and February 2 in LOW. The
number of polar vortex splits relative to polar vortex

displacements increases in LOW but not significantly. A linear
relationship exists between the vertical Eliassen-Palm (EP) flux
component (EPz) at 100 hPa and the SSW intensity, as increasing
upward wave propagation into the stratosphere further perturbs
the polar vortex. Overall, the mean 100-hPa EPz and SSW intensity,
as well as the SSW duration are significantly larger in LOW
(Supplementary Fig. 2). Hence, the autumnal sea ice loss over the
Pacific sector leads to more persistent SSW events with stronger
zonal-mean zonal wind reversals.
Composites of the geopotential height at SSW onset (day 0) are

shown in Fig. 2 at 100 hPa (panels a, b) and 10 hPa (panels d, e) for
CNTL, LOW, and their difference (i.e., the response in panels c, f).
Line contours indicate the distorted polar vortex at the SSW onset.
The filled contours represent departures from climatology, defined
as the 31-day running average of the ensemble mean of all
ensemble members in CNTL and LOW. Hereafter, the departures
from climatology are referred to as anomalies. At 100 hPa, the
polar vortex is displaced toward Northern Siberia. Significant
trough deepening occurs in response to the prescribed sea ice
loss (panel c). Specifically, the geopotential height is significantly
lower from Eurasia to the Date Line, along with a localized
negative height response over the North Atlantic. At 10 hPa, the
polar vortex has tilted westward and is centered over Scandinavia,
with large positive height anomalies over the polar cap. The polar
vortex becomes more significantly displaced during SSW in
response to the sea ice loss (panel f).
Enhanced upward PW propagation from the troposphere into

the stratosphere generally accompanies SSW events42. As
illustrated in Fig. 1, the mean upward wave flux prior to SSW
onset becomes even more pronounced in response to sea ice loss.
Figure 3 details the composite time evolution by the 100-hPa EPz
anomalies (averaged between 45°N and 75°N) in panels a, b, along
with the vertical distribution of the zonal-mean zonal wind
anomalies at 60°N in panels d, e. Prior to SSW onset (from day −20
to day 0), the anomalous upward wave activity increases,
weakening the stratospheric zonal-mean zonal wind. Following
the onset, the negative wind anomalies reach the surface within a
few weeks, consistent with SSW-related observed characteris-
tics15,43. The zonal wavenumber decomposition of EPz reveals that
the anomalous wavenumber 1 (WN1) dominates over
wavenumber-2 (WN2) in the pre-onset period in both CNTL and
LOW. The concurrent peaks of WN1 and WN2 greatly amplify the
overall upward EPz anomaly in LOW.
The sea ice loss elicits a strong response in the zonal wind

reversal and upward wave propagation during SSWs (panels c, f),
in support of Fig. 1. This response consists of a significantly
stronger wind reversal in the extended period following onset that
contributes to the aforementioned longer SSW duration. The
stronger wind reversal follows a significantly enhanced upward
PW activity between day −10 to day 0, initially by the WN2
component response. The persistence of significant and deep
negative wind response to day 20 implies a stronger troposphere-
stratosphere coupling in the presence of sea ice loss.
The upper panels of Fig. 4 depict the latitude-altitude sections

of the EP flux (as vectors) and associated wave forcing (i.e., EP flux
divergence as filled contours) for the CNTL, and the corresponding
response to the prescribed sea ice loss averaged in the 10 days
prior to onset. The remaining rows illustrate the corresponding
WN1 and WN2 components. For SSW in CNTL, the anomalous
wave activity propagates upward from the troposphere in the
mid-latitudes, refracting more equatorward in the stratosphere.
The anomalous wave forcing strongly decelerates the wind,
weakening the polar vortex as expected prior to SSW. Comparing
panels c, e reveals that WN1 contributes mainly to the anomalous
upward activities and wave forcings, consistent with the 100-hPa
EPz results in Fig. 3a.
As shown in Fig. 4b, the sea ice reduction enhances the upward

wave propagation and the wave decelerative effects. The

Fig. 1 Changes in SSW characteristics induced by Pacific-sector
Arctic sea ice loss. Scatter plot of the 100-hPa EPz (vertical EP Flux
component) averaged between 45°N–75°N, 5 days prior to the onset
(x-axis unit in 10−2 m2 s−2) versus SSW intensity (measured as a
zonal-mean zonal wind deceleration, y-axis unit in m s−1). Bubble
size indicates the SSW duration in days, with a reference size
provided. The mean values along each axis are shown as dashed
lines. The split SSW frequency is the ratio of split SSW events to the
total number of SSW events. Bold text indicates statistical
significance at the 95% level.
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increased wave-activity response originates from the near-surface
and becomes concentrated toward higher latitudes in the
stratosphere. The associated zonal-mean zonal wind response
shows that the subtropical jet intensifies and that the mid-latitude
flank of the polar night jet becomes stronger. An enhanced polar
night jet acts as a more effective waveguide, steering the upward
wave activity toward higher latitudes. The stronger wave forcing
further weakens the polar vortex compared to CNTL, leading to
more intense and persistent SSW events (as noted in Figs. 1, 3).

Above 100 hPa, both WN1 and WN2 responses are large. However,
throughout the troposphere, the upward wave-activity response
arises mainly from WN2 between 40°N and 60°N (vectors in
panel f).

Near-surface upward wave activity
To identify the upward wave-activity response in the troposphere
arising essentially from WN2, we examine the global distribution
of the eddy heat flux at 850 hPa during the 10-day period before

Fig. 3 Composite zonal-mean zonal wind (U) and vertical EP Flux component (EPz) during SSW. The time series of 100-hPa EPz anomaly
(averaged in 45°N–75°N), along with their decomposition in zonal wavenumbers 1 and 2 (a–c; in 10−2 m2 s−2), along with the time‐height
cross-section of 60°N U anomaly (d–f; in m s−1). The left column corresponds to the CNTL experiment, the middle column LOW experiment,
and the right column the response (i.e., LOW-CNTL). Open circles (a–c) and gray shading (d–f) indicate statistical significance at the 95% level.

Fig. 2 Changes in the polar vortex characteristics induced by Pacific-sector Arctic sea ice loss. Composite of the 100-hPa (a–c) and 10-hPa
(d–f) geopotential height at SSW onset (day 0). The left column corresponds to the CNTL experiment, the middle column to the LOW
experiment, and the right column to the response to sea ice loss (i.e., LOW-CNTL). Line and filled contours are total field and anomaly (defined
as the departure from climatology), respectively, in (a, b, d, e). Stippling in (c, f) indicates statistical significance at the 95% level in the
response.
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the SSW onset. As a product between the eddy meridional wind
and eddy temperature fields (i.e., V*T*), the meridional eddy heat
flux is proportional to the local vertical wave activity. A positive
(i.e., poleward) eddy heat flux corresponds to local upward wave
activity. Fig. 5a shows the CNTL eddy heat flux as line contours
and the eddy heat flux response to the sea ice loss, (V*T*)R, as filled

contours. Before the SSW onset, the CNTL poleward eddy heat flux
is most dominant over the Northwestern Pacific between 40°N
and 60°N. The imposed sea ice loss significantly enhances this
dominant heat flux region, leading to an enhanced upward wave
activity over the Northwestern Pacific near 130°E (panel a). Along
the 60-degree latitude circle, other weaker patches of CNTL

Fig. 5 Components of poleward eddy heat flux. Poleward eddy heat flux in CNTL (line) and its response (R) to sea ice forcing (filled) (a) and
decomposed poleward eddy heat flux V�

R T
�
CNTLin (b). The underlying eddy fields of T�

CNTL(line; in K) and V�
R (filled; in m s−1) are in (c) at 850 hPa.

All variables are averaged from day −10 to day −1 prior to the onset. The line contour interval is 20 Km s−1 in (a) and 2 K in (c). Stippling in (a)
indicates statistical significance at the 95% level.

Fig. 4 Planetary wave EP flux. Zonal-mean zonal wind (line contours; in m s−1), EP Flux anomaly (vector; in m2 s−2), and divergence anomaly
(filled contours; in m s−1 day−1) in CNTL (left column), and response (right column) for all wavenumbers (a–b), WN1 (c–d), and WN2 (e–f)
averaged from day −10 to day −1 prior the onset. Stippling indicates statistically significant regions of divergence (filled contours in b, d, f) at
the 95% level.
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poleward eddy heat flux exist over the Euro-Atlantic and North
American regions. The Euro-Atlantic patch near the Greenwich
Meridian also becomes strongly enhanced due to (V*T*)R that
extends eastward well in Central Europe. Supplementary Fig. 3
confirms the response in local upward wave activity (line
contours) over these regions. When zonally averaged, the
associated (V*T*)R contributes largely to the near-surface upward
EP flux response in Fig. 4b.
To relate the wind and temperature responses to the region of

enhanced upward wave activity, we decompose (V*T*)R into its
linear and nonlinear components44,45, as described in Eq. 1 in the
Methods Section. The decomposition reveals that the amplified
upward wave activity response arises mainly from the linear term
V�
RT

�
CNTL(compare panels a, b). Supplementary Figure 4 details the

time evolution of each component, confirming the predominance
of this particular term prior to the onset. Over the Northwestern
Pacific, the enhanced upward wave activity peaks at day −6 from
the coupling between the CNTL cold temperature and southward
wind response. Over the Euro-Atlantic region (panel c), the
coupling between the CNTL warm temperature and northward
wind response produces the strong total eddy heat flux response
about 5 days later (day −1), which is consistent with a
downstream propagation of wave activity seen in Supplementary
Fig. 3 and ultimately the amplification of the WN2.
The upper panel of Fig. 6 shows the 850-hPa geopotential

height. For CNTL, significant cyclonic anomalies appear over
Northeastern Eurasia and the North Pacific as well as over Eastern
Canada (panel a). Similar patterns of height anomalies are found
to be precursors of SSW events46,47. The prescribed sea ice loss
greatly strengthens these cyclonic anomalies around the 60-
degree latitude circle (panel b), resulting in the cyclonic response
over the North Pacific (panel c). The circulation around this
cyclonic response produces a southward flow near 130°E,
consistent with Fig. 5c, responsible for the enhanced (V*T*)R over
the Northwestern Pacific region. This circulation likewise produces
a northward flow near the Date Line that could bring warmer-
wetter air poleward from the lower latitudes. The prescribed sea
ice loss also strengthens the anticyclonic anomalies over North-
eastern Eurasia, leading to an anticyclonic response within the

Arctic circle between Greenland and Scandinavia. The associated
northward flow response near the Greenwich Meridian (shown in
Fig. 5c) is responsible for the enhanced (V*T*)R over the Euro-
Atlantic region (Fig. 5a). The overall 850-hPa height response has a
large WN2 component.
The longitude-altitude structure of the eddy geopotential

height prior to the SSW onset is illustrated in the lower panels
of Fig. 6, along with the wave activity vectors. This structure is
averaged between 55°N and 60°N, covering the region of strong
upward wave activity (Fig. 5a). Below 500 hPa, the geopotential
height anomalies and responses exhibit a relatively weak phase
tilt with altitude, suggesting a barotropic structure in the lower
troposphere. Indeed, the height anomalies and the responses at
850 hPa are roughly similar to those at 500 hPa (shown in
Supplementary Fig. 5). Panel f clearly shows the WN2 character-
istic in the height response throughout the troposphere, with a
significant cyclonic response between 130°E and 180°E and
anticyclonic response around 0°E with upward wave activity,
consistent with the strong (V*T*)R region at 850 hPa (Fig. 5a). In the
stratosphere, the height anomalies have a pronounced westward
tilt, associated with stronger wave activity flux at these altitudes
prior to SSW (Fig. 4).

Mechanism for the cyclonic response over the North Pacific
To understand the cyclonic response responsible for the enhanced
(V*T*)R over the Northwestern Pacific, we examine the tropo-
spheric temperature and meridional wind structures prior to SSW
onset. In Fig. 7, the filled contours show the temperature
anomalies in CNTL and LOW and the temperature response (TR).
At high latitudes (averaged between 60°N and 80°N), the
longitude-altitude temperature distribution in CNTL indicates
anomalous cooling westward of 190°E mainly below 7 km, with
an overlying warm layer eastward of 170°E (panel a). In LOW, near-
surface warm anomalies appear between 180°E and 240°E,
consistent with the anticipated effect of sea ice loss and extending
upward toward the overlying warm layer (panel b). Averaged
between 150°E and 210°E, the latitude-altitude temperature
distribution (lower panel) reveals the upward extension of warm

Fig. 6 Composite geopotential height and wave activity flux. 850-hPa longitude-latitude cross-section of geopotential height anomaly in
CNTL (a), LOW (b), and response (c), 55°N–60°N longitude‐height cross-section of the eddy component of geopotential height anomalies
(contours; in m) and wave activity flux anomaly (vector; in m2 s−2) in CNTL (d), LOW (e), and response (f) averaged from day -10 to day -1 prior
the onset. Stippling and shading indicate statistical significance at the 95% level. The black triangles mark the longitudinal edges of the sea ice
loss region.
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anomalies in LOW poleward of 70°N. Hence, the high latitude
warming response to the prescribed sea ice loss near the Date
Line deepens as the SSW develops, extending well into the lower
troposphere (panels c, f). Additionally, a cooling response occurs
at high latitudes west of the Date Line and at mid-latitudes south
of 60°N, due to cold air advection on the western flank of the
cyclonic anomaly (not shown).
The existence of zonal and meridional temperature gradients

along the lower boundary implies the existence of vertical shear of
the horizontal winds through the thermal wind balance (see Eq. 2
in the Methods Section). These horizontal winds drive the
anomalous wave activity fluxes. Line contours in Fig. 7 correspond
to the meridional wind (V) and zonal wind (U) in purple and green,
respectively. The warming response triggers a significant north-
ward flow response (VR). At about the Date Line, the positive
vertical shear in VR is consistent with the eastward temperature
gradient (panel c). At about 130°E, the negative vertical shear in VR

coincides with the westward temperature gradient. The induced
warming also elicits a strong westward flow response (UR; panel f).
This negative vertical shear structure of UR is above the warming
response where the underlying temperature gradient in the
northward direction is positive. As summarized in Fig. 8, the near-
surface warming response (shown as filled contours) results in a
deep cyclonic response over the North Pacific (illustrated by wind
arrows with color and line styles shown in Fig. 7) that intensifies
the height anomaly precursory to SSWs (dash contours).

Planetary wave interference
To assess the tropospheric precursors to SSWs, linear stationary
wave interference theory has been used in past studies44,48. When
the forced response is in-phase (out-of-phase) with the climato-
logical PW pattern in the troposphere, upward wave propagation
from the troposphere to the stratosphere is enhanced

Fig. 8 The mechanisms associated with sea ice loss. A schematic of the wind response at the surface (short arrows) and 850 hPa (long
arrows) in colors and styles shown in Fig. 7c, f, along with the CNTL 850-hPa geopotential height anomaly as line contours (given at −23m
and −20m; same as filled contours in Fig. 6a) and surface temperature response as filled contours (every 1 K interval).

Fig. 7 Composite temperature (T), zonal wind (U), and meridional wind (V) prior to SSW (averaged between day −10 to day −1).
Longitude-altitude cross-section of T and V anomaly in CNTL (a), LOW (b), and the response (c). T (averaged between 60°N–80°N) is shown as
filled contours and V at 60°N as line contours (every 1 m s−1 interval). The black triangles mark the longitudinal edges of the sea ice loss
region. Corresponding latitude-altitude cross-sections of T and U anomaly (averaged over 150°E–210°E) are given in (d–f). Stippling indicates T
statistical significance at the 95% level.
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(suppressed). The left column of Fig. 9 shows the climatological
WN1 (line contours) and WN2 (filled contours) components of the
extended wintertime 500-hPa geopotential height. The corre-
sponding anomalous field in CNTL and LOW are illustrated in the
remaining columns. For SSW events in CNTL, the anomalous WN1
and WN2 patterns tend to be in-phase with climatological wave
patterns, albeit the patterns are now shifted poleward for SSW.
The positive and negative geopotential height of the WN1 pattern
at around 60°N correspond to the deep anticyclonic and cyclonic
anomalies identified in Fig. 6a and Supplementary Fig. 5a. The
wave structures in LOW are similar to those in CNTL, but the
amplitudes are much larger, especially for WN2 which has more
than doubled. Moreover, the wave fields are extending further
equatorward. Thus, the warming caused by sea ice loss intensifies
both the WN1 and WN2 components of the climatological
geopotential height field in the troposphere, enhancing the
vertical wave flux in the troposphere and lower stratosphere (as
seen in Figs. 3f, 4b, 5a, 6f).

Composite of SSW event in reanalysis data
To affirm model results, we examine SSW composites in the JRA-
55 re-analyses49. Years with low (high) autumnal Arctic sea ice are
identified when the standardized, detrended Pacific-sector Arctic
sea ice concentration (SIC) values averaged in September are less
(more) than zero. The observed declining SIC trend is removed
using the Empirical Mode Decomposition. Between 1979–2021, 16
SSW events (among a total of 27) occurred when an EQBO phase
prevailed over the 30 days prior to SSW onset. The characteristics
of these 16 SSWs are shown in Supplementary Fig. 6, in terms of
100-hPa EPz, intensity, and duration, as was done in Fig. 1, and in
terms of composited zonal wind cross-sections, as was done in Fig.
3. For low autumnal sea ice years, the SSW events tend to be of
longer duration, more intense, and are associated with larger
upward wave flux. Given such few observed events, the changes
in the SSW characteristics are not statistically significant.
Furthermore, the SSW characteristics in the observational records
are influenced by several factors mentioned in the Introduction;
nevertheless, the general response in SSW characteristics due to
Pacific sector sea ice loss under the EQBO bears some similarity to
the model results shown in Figs. 1, 3.

Cold air outbreaks
We end by highlighting the importance of the Pacific sector sea
ice loss and the associated SSW impact on cold air outbreaks.
Figure 10 shows the surface temperature response following the
onset of SSWs. Consistent with the more intense and prolonged
SSW, a reinforced bias toward the negative Arctic Oscillation
phase following the onset leads to more intense CAOs over
Eurasia and North America in the presence of sea ice loss.

DISCUSSION
Projections about the potential changes in SSWs resulting from
climate change have largely focused on the frequency of SSW
occurrence. There is disagreement in the current literature50–52,
which could reflect opposing Arctic stratosphere model responses
to different aspects of climate change. Through idealized climate
model experiments that exclude the effects of ENSO, solar activity,
global warming, and ozone loss, we provide supporting evidence
that autumnal sea ice loss over the Chukchi-Bering Seas (i.e., the
Pacific sector) modifies the characteristics of SSWs rather than
altering their frequency of occurrence. Namely, the enhanced
upward wave activities (especially, those from WN2) and
associated stronger westward deceleration in the stratosphere
significantly extend the SSW duration and strengthens the
stratospheric wind reversal. Following SSW onset, more intense
CAOs are induced over Eurasia and North America in the presence
of sea ice loss. Since there is no continental cooling in the seasonal
surface air temperature response (panels a–d in Supplementary
Fig. 7), this implies that CAOs are induced by a more persistent
and stronger SSW instead of by mean state difference.
Through poleward heat flux decomposition, we demonstrate

that the interaction of the sea ice loss with a precursory cyclonic
anomaly over the North Pacific during the pre-onset stage of SSW
is the critical factor in amplifying the near-surface wave-activity
response (especially, over the Northwestern Pacific region),
despite the seasonal-mean thermal response to the sea ice being

Fig. 9 Planetary wave interference. WN1 (line contours) and WN2 (filled contours) components of the 500-hPa geopotential height (m) for
November–March mean climatology (a) and composite anomalies averaged from day −10 to day −1 prior to the onset in CNTL (b) and LOW
(c).

Fig. 10 Intensified cold air outbreaks induced by Pacific-sector
Arctic sea ice loss following the onset. Composite of the surface
temperature (K) response (CNTL-LOW) averaged from day 0 to day
+30 after the onset. Stippling indicates statistical significance at the
95% level.
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shallow (Supplementary Fig. 7). The seasonal timing (i.e., autumn
or winter) of the sea ice anomaly appears less relevant. The
circulation of this cyclonic response is in thermal wind balance
with the warming induced by sea ice loss that extends into the
lower troposphere and enhances the height anomalies before
SSW onset.
The model response to sea ice loss includes increased wave

activity across North America. The amplified near-surface response
of upward wave activity near the Northwestern Pacific region
induces a downstream wave activity across North America and
into Eastern Europe, as suggested by zonal vectors in Supple-
mentary Fig. 3. This downstream response leads to an increasingly
WN2 characteristic in the geopotential height response and the
amplified upward wave activity response of the Euro-Atlantic
region that appears 5 days after the response over the North-
western Pacific region, as evident in Supplementary Fig. 4. The
greatly intensified WN2 components of the climatological 500-hPa
geopotential height field and the WN2 vertical wave flux response
in the troposphere may be associated with this downstream
propagation.
The presented geopotential height and surface cooling patterns

(Figs. 6b, 10) are similar to another numerical model result53 that
forced sea ice loss over the Chukchi-Bering sea (see their
Supplementary Fig. 13). Although these authors argued that sea
ice loss over the Pacific sector has little impact on the
stratospheric polar vortex stretching, it does seem to influence
the characteristics of SSW events in our model. Given the
expected reduction of Arctic sea ice in a warmer future climate
(especially, in the Pacific sector), the future SSW characteristics
could result in more extreme wintertime CAOs over continental
areas. Hence, the autumnal sea ice may be regarded as a
precursory factor for extreme weather events in the following
winter.
These relationships between autumnal Arctic sea ice loss over

the Pacific sector and SSW events may be model-dependent (e.g.,
regarding the inclusion of the stratosphere or the QBO) and
forcing-dependent (e.g., how exactly the sea ice forcing is
specified). As noted in the Introduction, various models and
setups have been employed to understand the impact of sea ice
loss on the stratosphere.
A two standard deviation of sea ice loss over the Pacific sector is

used to prescribe the anomalous low sea ice condition. We
acknowledge that our prescription corresponds to a very low sea
ice cover, but this condition has occurred more frequently with
global warming. In recent years, autumnal sea ice over the Pacific
sector has declined significantly and has regularly fallen outside of
two standard deviations. As found in previous studies10,31, the
magnitude of sea ice loss could impact the polar vortex response
and, in our case, SSW characteristics.
The EQBO phase may nevertheless play an important role in our

results, in that it favors geopotential anomalies in the lower
troposphere that projects on precursors of SSWs. An important
pathway of troposphere-stratosphere coupling by which the QBO
phase influences tropical convection patterns and ultimately
enhances upward PW propagation in the stratosphere was
identified54. Supplementary Fig. 5d shows the 500-hPa geopoten-
tial height difference between the two QBO phases in the CNTL
simulation. The results are shown for November when the
tropospheric pathway of the QBO’s impact is strongest54, but
similar anomalies are apparent throughout the extended winter.
We note that, in CNTL, the key precursory cyclonic patterns
(identified over Eastern Eurasia and the North Pacific) are
enhanced in EQBO compared to WQBO, implying that the
background state, conditioned by the QBO, may influence the
response of SSWs to the sea ice loss. While difficult, differentiating
the QBO phases (whether in numerical experiment setup or in
composite based on models/observational results) may be

important in understanding the stratospheric response to sea
ice loss.
In summary, we demonstrate that, during EQBO, autumnal sea

ice loss over the Chukchi-Bering Seas modifies the characteristics
of SSWs by increasing their duration and intensity, yet without
necessarily altering their frequency of occurrence. The results are
based on idealized climate model experiments that exclude the
effects of ENSO, solar activity, global warming, and ozone loss.
Under these conditions, the near-surface warming induced by the
sea ice loss persists into winter and deepens as the SSW develops.
The resulting temperature contrasts foster a deep cyclonic
circulation over the North Pacific that elicits an enhancement of
WN2 upward wave activities into the polar stratosphere, which
extends the SSW duration and strengthens the stratospheric wind
reversal. Consistent with the stronger and prolonged SSWs, CAOs
become intensified over Eurasia and North America following the
SSW onset, with potentially strong societal impact. Knowing the
state of autumnal Arctic sea ice loss could then improve the long-
range prediction of the wintertime CAOs over those continents.

METHODS
Model
The numerical experiments are performed using the National
Center for Atmospheric Research (NCAR) Whole Atmosphere
Community Climate Model version 6 (WACCM6), a global
chemistry-climate model that is part of the NCAR Community
Earth System Model version 2 framework55. Configured as an
atmosphere-only component spanning the surface to the lower
thermosphere, WACCM6 has improved stratospheric variability,
including an internally generated QBO and realistic SSW
climatology55,56. WACCM6’s characterizations of the global atmo-
spheric circulation are realistic, without notable model bias in the
vortex region (Supplementary Fig. 8). Momentum deposition from
vertically propagating gravity waves (generated by orography,
fronts, and convection) is included in the model.

Experimental setup
Natural external forcings such as solar radiative variations
associated with the 11-year solar cycle and volcanic eruptions
can influence the stratosphere. Anthropogenic factors leading to
global warming and ozone loss may, in principle, affect the SSW
characteristics57,58. To avoid these impacts, which may mask the
underlying mechanisms associated with sea ice loss, all experi-
ments are based on gases and aerosols specified with respect to
the pre-industrial control emissions according to the Coupled
Model Inter-comparison Project Phase 6. Furthermore, a forcing
corresponding to the solar minimum conditions is prescribed.
Based on the historical time series of 10.7-cm solar radio flux
(F10.7), the minimum solar forcing years are defined when F10.7 is
less than 73 solar flux units. All variables related to solar forcing
and geomagnetic activity are averaged during those minimum
solar forcing years.
With a resolution of 0.95° latitude by 1.25° longitude, the model

is initialized on 1 January 1850 and forced with the boundary
conditions of an annually repeating daily climatology of sea
surface temperature (SST) and sea ice concentration (SIC) from the
historical time series data of the Hadley Centre. As such,
interannual signals associated with ENSO are removed. After 10
years of integration, roughly four QBO cycles are internally
generated with EQBO persisting throughout the 1858–1859
boreal winter.
The 1 June 1857 model state serves as a branching point for

two simulations (Supplementary Fig. 9). For the control simulation,
the model is allowed to continue with the aforementioned
climatological SST and SIC boundary conditions for an additional
year of spin-up before starting the control ensemble runs

J. Zhang et al.

8

npj Climate and Atmospheric Science (2022) 74 Published in partnership with CECCR at King Abdulaziz University



(hereafter, CNTL). For the perturbed simulation, new SIC and SST
boundary conditions are introduced. For SIC, the sea ice loss is
specified in the Pacific sector, defined between 120°E–220°E and
65°N–90°N. In this sector, two standard deviation values are
subtracted relative to climatology at each ice-covered grid box to
represent sea ice loss. The SST values are empirically adjusted
based on SIC59. We note that sea ice thickness is constant in the
model and is 2 m in the Arctic. The regional sea ice loss is greatest
in autumn, as the SIC differences in Supplementary Fig. 7
demonstrate. Like the control simulation, the perturbed simulation
is spun-up for 1 year before starting the low sea ice ensemble runs
(hereafter, LOW). The 1-year spin-up removes possible incon-
sistencies from the introduced boundary conditions, helping the
model to attain a balanced state31.
Thus, both ensemble experiments begin on 1 June 1858, when

the initial temperature fields are randomly perturbated by order
10−14 K60. An ensemble size of at least 50 members is desirable61.
Given the available computing resources, we performed 75-
member ensembles of 1-year simulations.
The stable QBO phase during the 1858–1859 boreal winter is

crucial to allow the experiments to elucidate how SSW respond to
autumn sea ice loss during EQBO. Panel (a) of Supplementary Fig.
10 illustrates the 1-year QBO evolution for all CNTL and LOW
members. The illustrated time series is defined as the zonal-mean
zonal wind averaged over 5°S–5°N, 50–30 hPa. Overall, EQBO is
persistent and similar between CNTL and LOW. The initial QBO is
also similar on 1 June 1858, suggesting the absence of notable
wind drift during the 1-year spin-up prior to the ensemble
experiment.
The difference in the background stratospheric state at high

winter latitudes between CNTL and LOW may potentially impact
SSW, irrespective of the wintertime influence induced by autumn
sea ice loss. However, this does not appear to be the case. As
represented by the 10-hPa zonal-mean zonal wind at 60 °N
(Supplementary Fig. 10b–d), the overall seasonal evolution of this
mean state for all members in both CNTL and LOW is very similar,
being nearly identical in summer and early autumn and exhibiting
only small week-to-week wintertime variability due to the
different timing of SSWs. Rather, it is the surface response due
to the prescribed sea ice difference between CNTL and LOW that
results in the variations of SSW characteristics.

Data analysis
The daily climatology is defined as the 31-day running average of
the ensemble mean of all ensemble members in CNTL and LOW.
Daily anomalies are calculated as deviations from that daily
climatology. The SSW response (defined below) to the prescribed
Arctic Pacific-sector sea ice loss is obtained by subtracting CNTL
from LOW after compositing SSW events (i.e., the LOW-CNTL
difference).

SSW definition and significance
Following the World Meteorological Organization convention, an
SSW event is identified when the daily 10-hPa zonal-mean zonal
wind at 60°N becomes easterly and the 10-hPa zonal-mean
temperature difference between 50°N–70°N and 70°N–90°N is
positive during November–March. Two events must be separated
by at least 20 days of westerly winds62. To exclude the final
warmings, the 10-hPa zonal-mean zonal wind 60°N must become
westerly at least 10 days before April 30. The SSW onset date is the
first day of the wind reversal. CNTL produces 55 SSW events with
an annual occurrence frequency of 0.73, which is higher than 0.62
in observations62. LOW produces 50 SSW events with a slightly
lower frequency. Once the SSW events are identified, composites
are generated by averaging each event centered at the onset. The
SSW occurrence frequency is defined as the number of SSW
events divided by ensemble members. The SSW duration is

calculated from the number of consecutive days that the 10-hPa
zonal-mean zonal wind at 60°N is easterly63. The SSW intensity is
based on wind deceleration, which is defined as the difference in
the zonal-mean zonal wind at 60°N and 10-hPa, 15–5 days prior to
the onset date minus 0–5 days after the onset date63. The
classification of SSW type is based on the geopotential height
amplitude of zonal WN1 and WN2 averaged over 55°N-65°N at
10 hPa64. All the variables are tested using the bootstrap
technique with replacement. Statistical significance is at the
95% level.

Eddy heat flux decomposition
The meridional eddy heat flux is an indicator of upward PW
propagation. The LOW-CNTL difference in the total eddy heat flux,
[V*T*]R, can be decomposed into its linear and nonlinear
components44,45 as:

V�T�½ �R¼ V�
CNTLT

�
R þ V�

RT
�
CNTL

� �þ V�
RT

�
R

� �
R (1)

Here, V and T represent the meridional wind and temperature
field, respectively. The brackets indicate the composite average,
and the asterisk next to a field denotes its departure from the
zonal-mean. The subscript R represents the response to sea ice
loss (i.e., LOW-CNTL). The first two terms on the right-hand side
correspond to the heat fluxes due to the linear eddy interaction
between the CNTL and response; the third term is the nonlinear
eddy interaction due to the response. Each term is calculated
throughout the SSW lifecycle44.

Wave activities
To diagnose wave propagation and its forcing of the zonal-mean
flow, the Eliassen-Palm (EP) flux and its divergence are com-
puted65. The EP flux is parallel to the local group velocity, and its
divergence can accelerate the zonal flow. The WN1 and WN2
components of EP flux is also analyzed to focus on the PW activity.
Since PWs can propagate zonally, three-dimensional stationary
wave activity fluxes are also calculated66.

Thermal wind
The geostrophic balance between pressure gradient and Coriolis
forces, combined with the hydrostatic equation leads to the
thermal wind relationship67.
∂U
∂z ¼ � g

fT
∂T
∂y

∂V
∂z ¼ g

fT
∂T
∂x

(2)

Here, U represents the zonal wind, g gravity, f the Coriolis
parameter, and x, y, z are zonal, meridional, and vertical directions,
respectively.

Westerly QBO
To isolate the QBO influence, our experiment setup focuses strictly
on EQBO persisting during the entire winter. Alternatively,
analogous experiments were performed for WQBO. However,
the results are not provided due to various problems. First, the
QBO amplitude in WACCM6 is weak, and the WQBO pattern does
not extend low enough into the lower stratosphere as compared
to observations55. Furthermore, during late winter, notable WQBO
“hiccups” occur in both CNTL and LOW experiments, with the
attendant eastward equatorial wind becoming unstable and
reduced to the point of nearly reversing (Supplementary Fig.
10c)—analogous to the observed WQBO during the 2015–2016
winter68. Such hiccup tendencies might contribute to an increased
frequency of SSW occurrence. Finally, during the 1-year model
spin-up, the equatorial wind tends to evolve quite differently
between CNTL and LOW for the WQBO phase, leading to markedly
different initial equatorial conditions when perturbations are
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introduced in the ensemble experiment (as shown in Supplemen-
tary Fig. 9). As such, the comparison between the CNTL and LOW
might be problematic. In most studies of the sea ice atmospheric
response (except one38), the impact of separate QBO phases is not
considered, and the reported results are inferred for the combined
QBO phases.
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