
INSTITUTE OF MATHEMATICS, POLISH ACADEMY OF SCIENCES

D I S S E R T A T I O N E S
M A T H EM A T I C A E

EDITORIAL BOARD

MARCIN BOWNIK, JAROSŁAW BUCZYŃSKI, JANUSZ GRABOWSKI,
PIOTR GWIAZDA deputy editor, STANISŁAW JANECZKO,

PIOTR KOSZMIDER editor, LUDOMIR NEWELSKI,
ADAM SKALSKI, WIESŁAW ŻELAZKO

580

DAVID JEKEL, WUCHEN LI and DIMITRI SHLYAKHTENKO

Tracial smooth functions of non-commuting variables
and the free Wasserstein manifold

W A R S Z A W A 2022



David Jekel
Department of Mathematics
University of California, San Diego
9500 Gilman Drive # 0112
La Jolla, CA 92093-0112, USA
E-mail: djekel@ucsd.edu

Wuchen Li
Department of Mathematics
University of South Carolina
1523 Greene Street
Columbia, SC 29208-4014, USA
E-mail: wuchen@mailbox.sc.edu

Dimitri Shlyakhtenko
Department of Mathematics
University of California, Los Angeles
520 Portola Plaza
Box 951555
Los Angeles, CA 90095-1555, USA
E-mail: shlyakht@math.ucla.edu

Published by the Institute of Mathematics, Polish Academy of Sciences

Typeset using TEX at the Institute

Printed and bound in Poland by EXDRUK, Włocławek
Nakład 200 egz.

Abstracted/Indexed in: Mathematical Reviews, Zentralblatt MATH, Science Citation Index
Expanded, Journal Citation Reports/Science Edition, Google Science, Scopus, EBSCO Discovery
Service.

Available online at http://journals.impan.pl

© Copyright by Instytut Matematyczny PAN, Warszawa 2022

doi: 10.4064/dm843-10-2021

ISSN 0012-3862



Contents

1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.1. Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.2. Summary of constructions and results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.3. Random matrix heuristics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.4. Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

2. Preliminaries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.1. Operator algebras and free probability . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.2. The classical Wasserstein manifold and log-density coordinates . . . . . . . . . . . . . . . . . . . . . 20

3. Non-commutative smooth functions: definition and properties . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3.1. Trace polynomials . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3.2. The spaces Ck

tr(R∗d,M (R∗d1 , . . . ,R∗dℓ)) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.3. Continuity and differentiability properties . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.4. Composition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.5. An inverse function theorem. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

4. Non-commutative smooth functions: connections . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
4.1. Scalar-valued functions, non-commutative laws, and operator algebras. . . . . . . . . . . . . . 43
4.2. One-variable functional calculus . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
4.3. The gradient, divergence, and Laplacian . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
4.4. The ∗-algebra Ctr(R∗d,M (R∗d))d, its trace, and its log-determinant . . . . . . . . . . . . . . . . 54
4.5. Large N limits of differential operators on MN (C)dsa . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

5. The free Wasserstein manifold and diffeomorphism group . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
5.1. Definition of the manifolds . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
5.2. Paths from infinitesimal transport . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
5.3. The Laplacian and the Riemannian metric . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
5.4. Strategy and discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

6. Pseudo-inverse of the Laplacian LV . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
6.1. The process X (X,X′, t) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
6.2. The semigroup etLx,J . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
6.3. Kernel projection and pseudo-inverse of the Laplacian . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
6.4. Differential equation and continuity properties . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98

7. Free Gibbs laws . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
7.1. Microstates free entropy and free Gibbs laws. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
7.2. Change of variables for free entropy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
7.3. Consequences of the Dyson–Schwinger equation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
7.4. Existence of potentials with unique free Gibbs laws . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120

8. Rigorous transport results in the perturbative setting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
8.1. Existence of transport . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
8.2. Matrix approximation and non-commutative functions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
8.3. Ex,V and conditional expectations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
8.4. Triangular transport . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133

9. Equations on the free Wasserstein manifold . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136

[3]



4 D. Jekel, W. Li and D. Shlyakhtenko

9.1. Differentiation of the expectation map . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136
9.2. Heat flow and entropy dissipation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
9.3. Geodesic equation and optimal transport . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140
9.4. Incompressible Euler equation and inviscid Burgers’ equation . . . . . . . . . . . . . . . . . . . . . . 144

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146



Abstract

Using new spaces of tracial non-commutative smooth functions, we formulate a free probabilistic
analog of the Wasserstein manifold on Rd (the formal Riemannian manifold of smooth proba-
bility densities on Rd), and we use it to study smooth non-commutative transport of measure.
The points of the free Wasserstein manifold W (R∗d) are smooth tracial non-commutative func-
tions V with quadratic growth at ∞, which correspond to minus the log-density in the classical
setting. The space of non-commutative diffeomorphisms D(R∗d) acts on W (R∗d) by transport,
and the basic relationship between tangent vectors for D(R∗d) and tangent vectors for W (R∗d)
is described using the Laplacian LV associated to V and its pseudo-inverse ΨV (when defined).

Following similar arguments to those of Guionnet and Shlyakhtenko (2014), Dabrowski et al.
(2021) and Jekel (2022), we prove the existence of smooth transport along any path t 7→ Vt when
Vt is sufficiently close to (1/2)

∑
j tr(x

2
j ), as well as smooth triangular transport. The two main

ingredients are (1) the construction of ΨV through the heat semigroup and (2) the theory of free
Gibbs laws, that is, non-commutative laws maximizing the free entropy minus the expectation
with respect to V . We conclude with a mostly heuristic discussion of the smooth structure on
W (R∗d) and hence of the free heat equation, optimal transport equations, incompressible Euler
equation, and inviscid Burgers’ equation.
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1. Introduction

1.1.Motivation. Voiculescu’s free probability theory treats tracial vonNeumannalgebras
as a non-commutative analog of probability spaces, and studies an analog of probabilistic
independence, called free independence, which relates to free products of these von Neu-
mann algebras. Free probability also describes the large N behavior of certain probability
distributions on N × N matrices, and more generally d-tuples of N × N matrices. Free
probability uses both complex-analytic and combinatorial tools, and relates to the large
N representation theory of unitary, orthogonal, and symmetric groups. For background,
see e.g. [88, 99, 5].

Voiculescu’s theory of free entropy [89, 90, 91, 93] is the beginning of free information
theory. As in classical information theory, there are versions of entropy and Fisher’s infor-
mation, which satisfy inequalities similar to the classical entropy and Fisher information.
Voiculescu actually initiated two approaches to free entropy theory. The first approach
uses matricial microstates, or d-tuples of matrices that approximate the behavior of the
d-tuple of operators we want to study; the microstates free entropy describes the lim sup

exponential growth rate of the volume of the microstate spaces [90]. Thus, free entropy
is the rate function for a (still partially conjectural) large deviation principle in random
matrix theory; see [7]. The second “infinitesimal approach” defines free entropy via the free
Fisher information and perturbation by freely independent semicircular families (the free
version of Gaussian random variables); see [91].

Our main motivation is to find a free version of the Wasserstein manifold. The classical
Wasserstein manifold P(Rd) is a formal infinite-dimensional Riemannian manifold whose
points are smooth probability densities ρ, which has many natural properties [54, 59, 85].
By taking the infimum of the lengths of smooth curves in the manifold, the Riemannian
metric gives rise to the (L2) Wasserstein distance of two probability measures µ and ν,
which describes the L2(µ) distance between an optimal transport map f from µ to ν and
the identity function [85]. The gradient structure of P(Rd) describes the differentiation
with respect to ρ of certain functionals on the space of probability measures [69], and
the evolution of a measure under Brownian diffusion turns out to be the gradient flow
of the entropy functional [49, 70]. Furthermore, the tangent manifold of P(Rd) has
a symplectic structure [54], which relates to the geodesic equations on this space. With
suitable modifications, one can connect these results to hydrodynamic equations, including
the compressible Euler equation, Schrödinger equation, Schrödinger bridge problem, and
mean field games [24, 59]. The field of transport information geometry is active, and the
Hessian operators on the Wasserstein manifold are useful in studying fluid dynamics and
formulating functional inequalities [60, 61, 85].

[6]



Non-commutative smooth functions and Wasserstein manifold 7

Although a Wasserstein manifold has never been systematically described for mul-
tivariable free probability, some of the key ideas of information geometry have been
present as motivation throughout the development of free information theory. This includes
the relationship between entropy and Fisher information [89, 91], Talagrand inequalities
[11, 44, 42], and the relationship between entropy and transport of measure [90, §3].
Seeking a free analog of optimal transport, the third author and Alice Guionnet solved a
free Monge–Ampère equation to obtain free monotone transport [40]. The third author
and Yoann Dabrowski and Alice Guionnet used constructed transport along a path of
potentials using the relationship between infinitesimal transport and perturbations of the
potential, which is the approach we will follow here in §6 and 8.1. Moreover, the first
author used ideas from transport theory (as in [54, 70, 69]) to construct free (non-optimal)
transport as a large N limit of transport of measure on the space of N × N matrices
[46, 47]. Non-commutative transport ideas have been generalized beyond the setting of
tracial von Neumann algebras [80, 64, 65].

For a single variable, free entropy has been studied as a functional on the Wasserstein
manifold of R, and the relationship between optimal transport for probability measures
on R and optimal transport for random matrix models is better understood [10, 44, 62, 58].
The setting of several non-commuting variables is significantly more challenging, as is
apparent for instance from the open problems about free entropy (see [95]). We also
point out several other non-commutative variants of the Wasserstein manifold in quantum
information theory.Carlen andMass [21] studied theWasserstein distance related toGross’s
Fermionic Fokker Planck equation, which pertains to states on the (finite-dimensional)
Clifford algebra. These states are represented by positive operators of trace 1, which are
a substitute for densities in quantum information theory. Several recent papers have also
described Wasserstein manifolds whose points are matrix-valued densities on Rd or another
classical manifold M [68, 23, 19], positive elements of L∞(M ;Mn(C)) that integrate to 1.
But rather than studying matrix-valued densities on Rd, this paper concerns (scalar-
valued) densities on the space of d-tuples of self-adjoint N × N matrices and their free
probabilistic large N limit. As we will see, there is not a direct analog of density in
our setting, only of log-density.

We define the free Wasserstein manifold as a space of certain “smooth (minus) log-
densities”, which are smooth scalar-valued functions of several non-commuting self-adjoint
operators (see §3). We define the tangent space at a log-density V in terms of perturbations
of V , and we describe the relationship between tangent vectors and infinitesimal transport
maps through aLaplacian operatorLV associated toV and its pseudo-inverse. Following the
same strategy as [30] (but in a different technical framework), we give a rigorous treatment
in the case of log-densities V that are sufficiently close to the quadratic V (x1, . . . , xd) =

(1/2)
∑d
j=1 tr(x

2
j ), which leads to a free transport result similar to [40, 30] as well as a new

C∗ version of the triangular transport results of [46, 47]. We conclude by stating versions
of the heat equation, Wasserstein geodesic equation, incompressible Euler equation, and
inviscid Burgers’ equation in our tracial non-commutative framework.

The results in this paper, even though they are technically new, have a large overlap
with previous work such as [40, 30, 46], and this is because our goals are largely expository.
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The free Wasserstein manifold has been treated in prior work only as motivation or as
interpretation a posteriori of analytically rigorous results. We want to bring it to center
stage as a unifying framework that simultaneously provides a heuristic and a proof strategy
for rigorous results, playing a similar role to that of the classical Wasserstein manifold
in [70]. With the benefit of hindsight, we strive to organize and present the proofs in the
most natural way possible.

The end goals of defining the Wasserstein manifold and constructing transport for
potentials close to (1/2)

∑
j tr(x

2
j ) seem modest compared to wealth of knowledge that

exists about the classical Wasserstein manifold. However, as in [40, 30, 46, 47], even results
that are basic in the classical setting require a lot of technical preparation in the free
setting. When developing the classical Wasserstein manifold, people already had a clear
understanding of smooth functions, measure and probability theory, and partial differential
equations. By contrast, there is not even a well-established definition of smooth functions
for several non-commuting real variables. Thus, in §3 and §4, we define new spaces of
tracial non-commutative smooth functions of several self-adjoint operators in a tracial
von Neumann algebra. Like [30], the functions are based on trace polynomials, but the
approach to defining the norms is completely different.

Another technical difficulty that arises in the free setting is that there is no direct
analog of density in the free setting. We only know how to pass from a log-density V to
a non-commutative law µV through free entropy/random matrix theory or through the
heat semigroup associated to V (and the related stochastic differential equations), and in
fact we will combine both of these approaches in this paper (see §7 and §6 respectively). In
particular, in §7, we define free Gibbs laws for V as the maximizers of free entropy minus
the expectation of V , giving for the first time a proof of their existence and properties
directly from the definition of free entropy, as motivated by [95, §3.7] and [43].

We hope that the framework of tracial non-commutative functions in the first part
of this paper will be a starting point for future work on the free Wasserstein manifold,
non-commutative SDE and PDE theory, and non-commutative optimal transport, and
thus that the detailed discussion of the properties of these smooth functions will save time
for later work. In particular, in §9, we formulate several differential equations of interest for
free transport information geometry and operator algebras, including the geodesic equation
and gradient flow on the Wasserstein manifold and the compressible Euler equation. Our
framework allows for a closer resemblance of these equations with their classical analogs
than previously understood, because it includes a natural description of scalar-valued
smooth functions of several operators. Of course, the rigorous study of these equations will
be another undertaking, and we do not expect all the results from the classical setting to
carry over in the same level of generality. Nonetheless, it is a crucial first step to clarify
the connection between the classical and free versions of an equation and what it would
mean for a smooth function to solve the equation.

In the remainder of the introduction, §1.2 gives an executive summary of key construc-
tions and results, §1.3 describes the random matrix heuristics for our technical framework
as well as the challenges that arise in the non-commutative setting, and §1.4 describes the
organization of the paper. We will give brief explanations of terminology we use in the
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introduction when possible, but the reader may also refer as needed to §2 for background
on operator algebras and on the classical Wasserstein manifold.

1.2. Summary of constructions and results. We will set up the free Wasserstein
manifold as follows:

• We define a space tr(C∞
tr (R∗d)) of scalar-valued smooth functions of several self-adjoint

operators in a tracial von Neumann algebra. Another space C∞
tr (R∗d)dsa provides the

analog of smooth functions Rd → Rd (also called vector fields on Rd).
• The free Wasserstein manifold W (R∗d) is defined as the space of V ∈ tr(C∞

tr (R∗d)) such
thatV is boundedabove andbelowbyaquadratic function, that is, a+bV0 ≤ V ≤ a′+b′V0
for some constants with b, b′ > 0, where V0(x) = (1/2)

∑d
j=1 tr(x

2
j ).

• The tangent space to W (R∗d) consists of tr(C∞
tr (R∗d)) functions with some bounds on

the first and second derivatives.
• For V ∈ tr(C∞

tr (R∗d)), we define the associated free Gibbs laws as non-commutative
laws that maximize a certain entropy functional. A free Gibbs law ν must satisfy the
integration-by-parts relation ν(∇∗

V h) = 0 for any vector field h, where ∇∗
V is the free

analog of the divergence operator associated to V . If there is a unique law satisfying
this equation, we denote it by µV .

• The Riemannian metric at V for two tangent vectors W1 and W2 is given by
νV (⟨∇L−1

V W1,∇L−1
V W2⟩), where LV = −∇∗

V∇ is a Laplacian operator associated to V ,
whenever the above expression makes sense.

• We show rigorously that the definition makes sense for V sufficiently close to the
quadratic V0.

We have the following definitions and results relating to non-commutative transport
of measure:

• We define an analog of diffeomorphisms of Rd, as well as a construction of certain
diffeomorphisms as flows along vector fields. A Lie bracket on vector fields is defined
analogously to the classical case.

• For a diffeomorphism f and a potential V , there is a push-forward defined by f∗V =

V ◦ f−1 − log∆#(∂f
−1), where log∆# is an analog of the log-determinant. The push-

forward defines an action of the diffeomorphism group on the Wasserstein manifold.
• With certain assumptions on V , if there is a unique free Gibbs law µV , then f∗µV is the

unique free Gibbs law for f∗V (see Proposition 7.14).
• Given a one-parameter group of diffeomorphisms ft generated by a vector field h, the

tangent vector (d/dt)|t=0(ft)∗V is given by ∇∗
V h.

• Conversely, for a tangent vector W , a possible vector field h for producing transport is
given by ∇(−LV )−1W , provided that the latter makes sense.

• When V is sufficiently close to the quadratic, we can make this relationship between
tangent vectors and infinitesimal tranport rigorous. Thus, for any continuously differ-
entiable path t 7→ Vt of potentials close to the quadratic, we can naturally produce a
family of transport maps ft with (ft)∗V0 = Vt (see Theorem 8.3).
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• We can also arrange that the transport maps ft are lower-triangular functions in the sense
that for j = 1, . . . , d, the jth coordinate of ft(x1, . . . ,xd) depends only on x1, . . . ,xj
(see Theorem 8.22).

The last result on triangular transport is a partial analog of classical triangular transport
of measure studied in [13]. It has the following consequence for operator algebras, which
is given in further detail in Corollary 8.24.

Theorem. Let V ∈ tr(C∞
tr (R∗d))sa be sufficiently close to V0(x) = (1/2)

∑
j tr(x

2
j ) (more

precisely, assume that the first and second derivatives are sufficiently close and third
derivative is uniformly bounded). Let µV be the associated free Gibbs law, and let (A, τ) be
the tracial W∗-algebra associated to µV , with the canonical generators X = (X1, . . . , Xd).
Let (B, σ) be the tracial W∗-algebra generated by a standard free semicircular family
S = (S1, . . . , Sd). Then there exists an isomorphism of tracial von Neumann algebras
ϕ : (A, τ) → (B, σ) such that for each j = 1, . . . , d, we have

ϕ(C∗(X1, . . . , Xj)) = C∗(S1, . . . , Sj).

This is in some sense an improvement of the triangular transport results from [46, 47];
it asserts an isomorphism of C∗-algebras not only of W∗-algebras, but it also has stronger
smoothness hypotheses on V . Of course, the existence of transport that was not necessarily
triangular was already known from [40, 30].

In the final section, we present several differential equations related to the free Wasser-
stein manifold for future study, including the following:

• We differentiate the functional V 7→ µV (f) for V ∈ W (R∗d).
• We explain how the non-commutative heat equation V̇t = LVtVt represents the gradient

flow of free entropy, similar to the classical case [69].
• We state the free version of the geodesic equations on W (R∗d), which are V̇t = LVtϕt and
ϕ̇t = −(1/2)⟨∇ϕt,∇ϕt⟩tr. We show that smooth solutions satisfy Vt = (id+t∇ϕ̇0)∗V0.
We also show that the path t 7→ µVt is a minimal curve in the L2-coupling distance on
the space of non-commutative laws.

• We state a non-commutative incompressible Euler equation with respect to a potential V
in a similarly spirit to [98]. Similar to the classical case [6], this represents the geodesic
equation on the group of non-commutative diffeomorphisms that preserve V . Similarly,
the geodesic equation on the entire non-commutative diffeomorphism group is the non-
commutative inviscid Burgers’ equation.

1.3. Random matrix heuristics. Our formulation of the free Wasserstein manifold is
closely linked with random matrix theory and free Gibbs laws. One branch of random
matrix theory studies probability measures µ(N) on MN (C)dsa (the space of d-tuples of
self-adjoint N ×N matrices) of the form

dµ
(N)
f (X) = constant e−N

2 trN (f(X)) dX.

HereX = (X1, . . . , Xd) ∈MN (C)dsa; trN denotes the normalized trace (1/N) Tr onMN (C),
and dX is Lebesgue measure on MN (C)dsa, which we view as a real inner product space
of dimension dN2 with the inner product ⟨X,Y⟩ =

∑d
j=1 trN (XjYj); and f is a non-
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commutative polynomial in d variables such that trN (f(X)) is real for X ∈ MN (C)dsa.
More generally, we can consider

dµ
(N)
V (X) = constant e−N

2V (X) dX,

where V is a trace polynomial, that is, a formal linear combination of terms of the form
tr(f1) . . . tr(fk) for some k ∈ N and non-commutative polynomials f1, . . . , fk. Such models
were first studied for a single matrix in [16] and then for multiple matrices in [30]. Here
V is evaluated on some X ∈MN (C)sa by replacing each term tr(fj) by trN (fj(X)). This
more general class of trace polynomials is quite natural because every polynomial function
MN (C)dsa → R (that is, polynomial with respect to the real and imaginary parts of the
matrix entries) that is invariant under conjugation by unitary matrices must be given by
a trace polynomial, which follows from the work of Procesi [75]. For prior work relating
trace polynomials with random matrix theory, see [76, 79, 22, 33, 52, 53, 30].

The measure µ(N)
V is an element of the classical Wasserstein manifold P(MN (C)dsa)

since it has a smooth density. However, the density does not have a large N limit since there
is an N2 in the exponent. However, −1/N2 times the log of density is precisely V , which is
dimension-independent by assumption. This leads us to the following heuristic for studying
the free Wasserstein manifold: Reparametrize P(MN (C)dsa) in terms of V = −(1/N2) log ρ

instead of in terms of the density ρ. Compute the Riemannian metric (and whatever other
objects of differential equations we wish to study) in terms of V rather than ρ. Then study
the behavior of this object as N → ∞. The reparametrization in terms of the log-density
for the classical Wasserstein manifold P(Rd) is explained in §2.2.

Following this recipe, to define the Riemannian metric for the tangent space at V ,
consider two different trace polynomials W1 and W2. Then the curves t 7→ V + tWj

represent tangent vectors in P(MN (C)dsa). Since V + tWj is considered up to an additive
constant, assume that

∫
Wj dµ = 0. It follows from the computations in §2.2 that the inner

product of the two tangent vectors with respect to the Riemannian metric on P(MN (C)dsa)
is given by ∫

⟨∇(L
(N)
V )−1W1,∇(L

(N)
V )−1W2⟩ dµ(N)

V , (1.3.1)

where
L
(N)
V f =

1

N2
∆f − ⟨∇V,∇f⟩.

If f is a scalar-valued trace polynomial, then ∇f is dimension-independent and (1/N2)∆f

on MN (C)dsa is given by a trace polynomial which converges coefficientwise as N → ∞
to some trace polynomial Lf ; see [22, §2], [33, §3], [47, §14.1], or Lemma 4.35 below.
Hence, the normalization of L(N)

V above is dimension-independent for our random matrix
setting. The Riemannian metric for the free Wasserstein manifold should heuristically be
the large N limit of (1.3.1).

Several ingredients are desirable to make this heuristic precise:

(1) We want to understand the large N behavior of µ(N)
V .

(2) We want a notion of “trace C∞ functions” that generalizes trace polynomials, such
that LV is well-defined on any trace C∞ function. Of course, we will replace the trace
polynomials in the definition with these smooth functions.



12 D. Jekel, W. Li and D. Shlyakhtenko

(3) We want to study the pseudo-inverse of LV on the space of trace smooth functions
(and we hope that the kernel and cokernel are 1-dimensional).

Let us discuss each of these questions in more detail.
(1) In the case where V is a perturbation of the quadratic, prior work has shown

that
∫
f dµ

(N)
V converges almost surely to some deterministic limit when f is a scalar-

valued trace polynomial [38, 39, 45]. This limit is described in terms of a tuple X of
self-adjoint operators from a von Neumann algebra A equipped with a (faithful, normal)
tracial linear functional τ : A → C. We have

∫
f dµ

(N)
V → f(X) for all scalar-valued

trace polynomials f , where the evaluation of f on X is given in the same way as the
evaluation on a tuple of matrices, with τ instead of trN . In fact, the evaluation f(X)

for a trace polynomial is completely determined by the evaluations τ(p(X)) for non-
commutative polynomials p. Thus, the (bulk) large N behavior of µ(N)

V is described by
the non-commutative law of X, that is, the linear functional C⟨x1, . . . , xd⟩ → C given by
p 7→ τ(p(X)).

For more general V , a sufficient condition for such convergence to happen is if there is
a unique non-commutative law νV that maximizes χ(ν) − ν(V ), where χ is Voiculescu’s
microstates free entropy. We discuss this approach in §7.

(2) The second ingredient is to develop a notion of “trace smooth functions” which gener-
alizes trace polynomials and which is closed under natural operations such as differentiation
and composition. In fact, to consider the derivatives of trace polynomials, we must consider
more general objects than trace polynomials maps MN (C)dsa → C. Indeed, the gradient of
such a function will be a map MN (C)dsa →MN (C)d, which is a d-tuple of operator-valued
trace polynomials MN (C)dsa →MN (C). The operator-valued trace polynomials are linear
combinations of terms such as f0 tr(f1) . . . tr(fk) where f0, . . . , fk are non-commutative
polynomials. Of course, since f0 can be 1, any scalar-valued trace polynomial can be viewed
as an operator-valued trace polynomial, and thus we can pass to the more general consid-
eration of operator-valued trace polynomials. If f is an operator-valued trace polynomial,
and if X,Y1, . . . ,Yk are in MN (C)dsa, then the iterated directional derivative

d

dt1

∣∣∣∣
t1=0

· · · d

dtk

∣∣∣∣
tk=0

f(X+ t1Y1 + · · ·+ tkYk)

defines an operator-valued trace polynomial in X,Y1, . . . ,Yd that is multilinear in
Y1, . . . ,Yd.

We define Ctr(R∗d,M k) as the completion of the space of operator-valued trace
polynomials in X,Y1, . . . ,Yk that are multilinear in Y1, . . . ,Yk, with respect to a
certain family of seminorms ∥f∥Ctr(R∗d,Mk),R for R > 0. Here for each radius R, the
seminorm ∥f∥Ctr(R∗d,Mk),R is defined as follows: Fix a tracial von Neumann algebra
(A, τ) and α, α1, . . . , αk ∈ [1,∞] with 1/α = 1/α1 + · · · + 1/αk. Take the supremum of
∥f(X)[Y1, . . . ,Yd]∥Lα(A,τ) over X in an operator norm ball of radius R and Yj in the
unit ball of Lαj (A, τ). Then take the supremum over (A, τ) and α, α1, . . . , αk.

Then Cktr(R∗d) is defined as the space of functions whose derivatives of order k′ ≤ k

are in Ctr(R∗d,M k′). On C∞
tr (R∗d), differentiation and composition are well-defined, and

there is a Laplacian operator LV that describes the large N behavior of L(N)
V .
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Remark 1.1. Our space Cktr(R∗d) is closely related to the definition in [30] of trace Ck

functions on the operator norm ball of radius R. However, the definition in [30] was more
complicated because it involved separating out different types of terms in the derivative
and using Haagerup tensor norms. The norms used in this paper have some of the same
desirable properties, such as good behavior under conditional expectations and the ability
to control the Lipschitz norms of a function with respect to ∥·∥2. The definition in [30]
also had some unavoidable complexity due to working in setting of operator-valued free
probability which replaced the scalars C with some von Neumann algebra B.

(3) We study the pseudo-inverse of LV rigorously in the case where V is sufficiently
close to a quadratic. The strategy is the same as previous works such as [10, 39, 40, 30]. In
fact, the results about the expectation with respect to νV discussed in (1) and the results
about the pseudo-inverse ΨV both follow from the study of the heat semigroup etLV .
Indeed, we hope to obtain the expectation map EV : Ctr(R∗d) → C associated to νV as

EV f = lim
t→∞

etLV f

and the pseudo-inverse of LV as

ΨV f =

∫ ∞

0

(etLV − EV )f dt.

The most explicit known method of constructing the heat semigroup in the free setting
is using free stochastic differential equations, as in the papers cited above. Let (A, τ) be a
tracial W∗-algebra and X ∈ Ad

sa. Let X (X, t) be a stochastic process solving the equation

dX (X, t) = dS(t)− 1
2∇xV (X (X, t)) dt, X (X, 0) = X.

where (S(t))t∈[0,∞) is a free Brownian motion in d variables, freely independent of X. Then
we define (etLV f)(X) = EAf(X (X, 2t)) for X ∈ Ad

sa.
We prove in §6 that for smooth V , the resulting stochastic process and the heat

semigroup are smooth functions of X and depend continuously on V . This argument is
closely parallel to [30, §3], only with different spaces of functions and with more details given
for the inductive arguments. More importantly, the results are proved more generally in
the conditional setting where the functions depend on an auxiliary d′-tuple of variables X′.
This is what enables us to prove the triangular transport theorem in §8.4.

Unfortunately, we do not expect that LV will be invertible for arbitrary V ∈ W (R∗d).
As we discuss in §5.4, the work of [10, 14, 16] and others on the d = 1 case shows that in
general the Laplacian might have a kernel of dimension larger than 1 when acting the L2

space associated to the free Gibbs law.
We conclude the discussion by pointing out an (at first) counterintuitive feature of our

definition of W (R∗d): There could in principle be many different functions V satisfying
Assumptions 5.14 and 5.16 which produce the same non-commutative law µV . This is
unavoidable because if µV is realized by a d-tuple of bounded operators with norm < R,
then we could perturb V outside the ball of radius R and end up with the same law µV .

Besides perturbing V outside the “support” of µV , there is another way in which such
degeneracy can arise, which is easier to describe from the point of view of the tangent
space. The Riemannian metric ⟨·, ·⟩V could have a very large kernel in TV W (R∗d). Indeed,
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suppose (A, τ) is the tracial von Neumann algebra associated to the GNS representation
of µV and X is the canonical generating tuple (see Proposition 2.18). Then for tangent
vectors V̇ and Ẇ , we have

⟨V̇ , Ẇ ⟩V = ⟨(∇ΨV V̇ )A,τ (X), (∇ΨV Ẇ )A,τ (X)⟩τ .

Thus, V̇ will be in the kernel of ⟨·, ·⟩V if and only if ∇ΨV V̇ evaluates to zero on X. There
are many functions in Ctr(R∗d) which evaluate to zero on X; for instance, for any trace
polynomial f , there will be a non-commutative polynomial g with fA,τ (X) = gA,τ (X).

The fact that µV does not uniquely determine V might seem like a defect in the
definition. In the classical case, the space of probability measures on Rd is the completion
of smooth positive densities with respect to a certain topology. But to obtain some space
of non-commutative laws from the free Wasserstein manifold defined here, one has to first
quotient out by the equivalence relation that V ∼ W if µV = µW , that is, we must use a
separation-completion rather than a completion.

A heuristic explanation for why this degeneration occurs is because the random ma-
trix models often have exponential concentration of measure as N → ∞ (see, e.g., [41]).
Although the measures µ(N)

V are supported on all of MN (C)dsa, their mass concentrates
on much smaller sets, namely the matricial microstate spaces of Voiculescu. Due to the
concentration of measure, one must be very careful about the normalization of var-
ious quantities associated to V and µ

(N)
V . For instance, we earlier gave the formula∫

⟨∇(L
(N)
V )−1W1,∇(L

(N)
V )−1W2⟩ dµ(N)

V for the Riemannian metric which turns out to
be dimension-independent, but the metric could also be written as

N2

∫
(−L(N)

V )−1W1 ·W2 dµ
(N).

Thus, it turns out that
∫
(−L(N)

V )−1W1 ·W2 dµ
(N) goes to zero as N → ∞ (we can also

see this because both (−L(N)
V )−1W1 and W2 are close their mean, which is zero, with high

probability). Thus, the Riemannian metric cannot be defined by this formula in the large
N limit.

The choice to work with globally defined functions in Ctr(R∗d)d rather than only their
projections in L2(µV )

d enables us to more easily apply the ideas of classical analysis. This
is conceptually similar to how one might study functions on some small and complicated
compact subset K of Rd by first analyzing those which extend to smooth functions in
a neighborhood of K. Prior work on free transport such as [40] and [30] has also used
functions that are globally defined (at least on some operator-norm ball) rather than only
on the specific d-tuple of operators realizing the law µV . Since degeneration is unavoidable
in any case, we might as well frame the Wasserstein manifold in terms of the globally
defined functions that are more analytically tractable rather than attempting to sort out
the difficult technical question of exactly how much degeneration occurs.

Besides, as seen in [45, 46, 47] as well as §8.2–8.3 of this paper, for V sufficiently
close to

∑
j tr(x

2
j ), various functions f (N) on MN (C)dsa associated to µ(N)

V will, as N→∞,
be asymptotically close to corresponding non-commutative functions f in Ctr(R∗d)dsa ev-
erywhere (uniformly on each operator-norm ball) rather than only the microstate spaces
associated to µV . These results are better than we might expect; due to concentration
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of measure, there is no way to deduce them simply from studying the “bulk behavior”,
or knowing the L2(µ

(N)
V )-norms of non-commutative functions on MN (C)dsa as N → ∞.

Another way to describe this phenomenon is that the Ctr(R∗d)dsa functions carry more
information about the large N behavior of the random matrix models than could be
detected from the non-commutative law µV alone. However, it is unclear to what extent
this generalizes when V is not close to (1/2)

∑
j tr(x

2
j ) or not uniformly convex.

Another difficulty in framing the free Wasserstein manifold is that the non-commutative
laws µV associated to our smooth potentials V ∈ W (R∗d) might not be dense in the space
of all non-commutative laws. Certainly, we can only approximate non-commutative laws
that can be approximated by the non-commutative laws of matrix tuples (or laws whose
associated von Neumann algebras are Connes-embeddable); and we now know that not all
tracial W∗-algebras are Connes-embeddable due to the recent work on related problems
in quantum information theory [48]. But even after we restrict our attention to Connes-
embeddable von Neumann algebras, it is unlikely that an arbitrary potential V ∈ W (R∗d)

can be approximated by other potentials W such that LW has a one-dimensional kernel,
in light of the counterexamples in the single-matrix setting (see 5.4).

1.4. Outline. In §2, we explain background material and terminology. In §2.1, we sum-
marize definitions and results about C∗ and von Neumann algebras that will be used
throughout the paper. In §2.2, as a heuristic reference point, we describe the classical
Wasserstein manifold and give a parametrization of it in terms of the log-density rather
than the density.

In §3, we define spaces of tracial non-commutative Ck functions, and describe their
basic properties, such as the chain rule for composition. In §4, we relate non-commutative
functions with smooth functional calculus for self-adjoint operators, and we describe
differential operators on non-commutative smooth functions that mimic the gradient and
Laplacian of trace polynomial functions on MN (C)dsa.

In §5, we define the free Wasserstein manifold W (R∗d), diffeomorphism group D(R∗d),
and action D(R∗d) ↷ W (R∗d) by transport.

In §6, we analyze the heat semigroup, expectation, and pseudo-inverse associated to the
Laplacian LV when V is sufficiently close to the quadratic V0. In particular, we construct
an operator ΨV such that −ΨV LV f = f −EV (f), where EV is the expectation functional
(which will turn out to agree with µV ).

In §7, we discuss a version of Voiculescu’s free entropy χ defined on (a slight gener-
alization of) non-commutative laws. We show that for certain V (with quadratic growth
at ∞ but not necessarily convex), there always exist non-commutative laws ν maximizing
χ(ν)−ν(V ). Any free Gibbs law must satisfy the equation ν(∇∗

V h) = 0 (Proposition 7.15).
Finally, when ∂V and ∂2V are bounded, this equation implies that ν can be realized by a
d-tuple of bounded operators (Theorem 7.18).

In §8.1, the results from §6 and §7 are combined in the framework of the free Wasserstein
manifold to yield a rigorous construction of transport of measure for V sufficiently close
to

∑
j tr(x

2
j ). More precisely, for any continuously differentiable path t 7→ Vt with Vt
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sufficiently close to
∑
j tr(x

2
j ), there is a path t 7→ ft of diffeomorphisms with (ft)∗V0 = Vt,

and our choice of t 7→ ft is “infinitesimally optimal” (Theorem 8.3).
In the remainder of §8, we adapt the technique to prove triangular transport (see

Theorem 8.22) by studying conditional expectations and transport. An important tool
for the enterprise, which is interesting in its own right, is a precise connection between
non-commutative functions and functions on N × N matrices in the large N limit. In
particular, similarly to [46, 47], we show that a certain conditional expectation operator
from §6 describes the large N limit of conditional expectations for the matrix models.

Finally, §9 suggests directions for future research. In particular, we state and heuristi-
cally derive non-commutative versions of the heat equation, Wasserstein geodesic equation,
incompressible Euler equation, and inviscid Burgers’ equation.

2. Preliminaries

2.1. Operator algebras and free probability. We recall some standard definitions and
results aboutC∗ andvonNeumannalgebras, non-commutative laws, and free independence.
For background material on C∗ and von Neumann algebras, see e.g. [50, 51].

Definition 2.1 (∗-algebra). A unital ∗-algebra (over C) is a unital algebra A over C
equipped with a skew-linear involution ∗: A → A satisfying (ab)∗ = b∗a∗. We call a∗ the
adjoint of a, and we say a is self-adjoint if a∗ = a. We denote by Asa the set of self-adjoint
elements (which is a vector space over R).

Definition 2.2 (C∗-algebra). Let B(H) denote the ∗-algebra of bounded operators on
a Hilbert space H (where the ∗-operation is the adjoint in the usual sense). A (unital)
C∗-algebra is a unital ∗-subalgebra ofB(H) that is closed with respect to the operator norm.

Definition 2.3 (W∗-algebra). The σ-weak operator topology (σ-WOT ) on B(H) is the
topology generated by all maps B(H) → C of the form

T 7→
∞∑
j=1

⟨ξj , T ξj⟩,

where (ξj)j∈N is a sequence of vectors with
∑
j∥ξj∥2 < ∞. (Equivalently, the σ-WOT is

weak-⋆ topology on B(H) obtained from viewing it as the dual of the space of trace-class
operators.) A von Neumann algebra or W∗-algebra is a unital ∗-subalgebra of B(H) that
is closed in the σ-WOT.

Definition 2.4 (States and traces). If A is a unital ∗-algebra, then a linear functional
ϕ : A → C is said to be positive if ϕ(a∗a) ≥ 0 for all a ∈ A, unital if ϕ(1) = 1, tracial if
ϕ(ab) = ϕ(ba) for a, b ∈ A, faithful if ϕ(a∗a) = 0 implies a = 0. If A is a W∗-algebra, then
ϕ is said to be normal if it is continuous with respect to the σ-WOT. A state is unital
positive functional, and a trace is a unital positive tracial functional.

Definition 2.5 (Tracial C∗ and W∗-algebras). A tracial C∗-algebra is a pair (A, τ) where
A is a C∗-algebra and τ is a faithful trace. A tracial W∗-algebra is a pair (A, τ) where A is
a W∗-algebra and τ is a faithful normal trace.
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Definition 2.6 (∗-homomorphisms). A ∗-homomorphism from one ∗-algebra to another
is a linear map which respects multiplication and the ∗-operation. A ∗-homomorphism of
unital ∗-algebras is called unital if it preserves 1. A ∗-homomorphism of W∗-algebras is
said to be normal if it is σ-WOT continuous. An isomorphism of tracial C∗-algebras is a ∗-
isomorphism that preserves the trace; we make the same definition for tracial W∗-algebras
but with the added requirement that the map and its inverse are normal.

Lemma 2.7 (Properties of ∗-homomorphisms). Any ∗-homomorphism of C∗-algebras is
contractive and any injective ∗-homomorphism is isometric.

For any tracial C∗-algebra, there is a non-commutative analog of the Lα spaces for
α ∈ [0,∞] (we use α rather than p to reserve the letter p for polynomials), and they satisfy
the non-commutative Hölder’s inequality.

Definition 2.8 (Non-commutative Lα norms). Let (A, τ) be a tracial C∗-algebra. For
α ∈ [0,∞] and X ∈ Ad, we write

∥X∥α =

{(∑d
j=1 τ((X

∗
jXj)

α/2)
)1/α

, α <∞,

maxj∥Xj∥∞, α = ∞.

Here (X∗
jXj)

α/2 is defined by functional calculus.

Lemma 2.9 (Non-commutative Hölder’s inequality). Let α, α1, . . . , αn ∈ [0,∞] with 1/α =∑n
j=1 1/αj. Let (A, τ) be a tracial C∗-algebra and let a1, . . . , an ∈ A. Then

∥a1 . . . an∥α ≤ ∥a1∥α1 . . . ∥an∥αn .

Also, limα→∞∥X∥α = ∥X∥∞ for X ∈ Ad.

Modulo renormalization of the trace, the inequality for matrices follows from the
treatment of trace-class operators in [82]; see especially Thms. 1.15 and 2.8, as well as the
references cited on p. 31. The von Neumann algebraic setting was studied by Dixmier [32],
and a convenient proof can be found in [27, Thms. 2.4–2.6]; for an overview and further
history see [74, §2].

Definition 2.10 (Conditional expectation). Let A be a C∗-algebra and B a unital C∗-
subalgebra. A conditional expectation E : A → B is a linear map such that

(1) E is positive, that is, it maps any operator of the form a∗a ∈ A to an operator of the
form b∗b ∈ B;

(2) E is a B-B-bimodule map, that is, E[b1ab2] = b1E[a]b2 for a ∈ A and b1, b2 ∈ B;
(3) E|B = id.

The following result about tracial W∗-algebras is well-known.

Lemma 2.11 (Conditional expectations for tracial W∗-algebras). Let (A, τ) be a tracial
W∗-algebra and let B be a W∗-subalgebra. Then there exists a unique trace-preserving
conditional expectation E : A → B, and this E is σ-WOT continuous. For each a ∈ A, the
conditional expectation E[a] is characterized by the condition that τ(E[a]b) = τ(ab) for all
b ∈ B. Moreover, ∥E[X]∥α ≤ ∥X∥α for any X ∈ Ad and α ∈ [1,∞].
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Next, we describe the space of non-commutative laws. A non-commutative law is the
analog of a linear functional C[x1, . . . , xd] → R given by f 7→

∫
f dµ for some compactly

supported measure onRd. Instead ofC[x1, . . . , xd], we use the non-commutative polynomial
algebra in d variables.

Definition 2.12 (Non-commutative polynomial algebra). We denote by C⟨x1, . . . , xd⟩
the universal unital algebra generated by variables x1, . . . , xd. As a vector space, C⟨x1,
. . . , xd⟩ has a basis consisting of all products xi1 . . . xiℓ for ℓ ≥ 0 and i1, . . . , iℓ ∈ {1, . . . , d}.
We equip C⟨x1, . . . , xd⟩ with the unique ∗-operation such that x∗j = xj .

Definition 2.13 (Non-commutative law). A linear functional λ : C⟨x1, . . . , xd⟩ → C is
said to be exponentially bounded if there exists R > 0 such that |λ(xi1 . . . xiℓ)| ≤ Rℓ for
all ℓ ∈ N0 and i1, . . . , iℓ ∈ {1, . . . , d}, and in this case we say R is an exponential bound
for λ. A non-commutative law is a unital, positive, tracial, exponentially bounded linear
functional λ : C⟨x1, . . . , xd⟩ → C. We denote the space of non-commutative laws by Σd,
and we equip it with the weak-⋆ topology (that is, the topology of pointwise convergence
on C⟨x1, . . . , xd⟩). We denote by Σd,R the subset of Σd comprised of non-commutative
laws with exponential bound R.

Observation 2.14. The space Σd,R is compact and metrizable.

Observation 2.15. Let A be a ∗-algebra and X = (X1, . . . , Xd) ∈ Ad
sa. Then there is a

unique ∗-homomorphism ρX : C⟨x1, . . . , xd⟩ → A such that ρX(xj) = Xj for j = 1, . . . , d.

Definition 2.16 (Non-commutative law of a d-tuple). Let (A, τ) be a tracial C∗-algebra.
Let X = (X1, . . . , Xd) ∈ Ad

sa. Then we define λX : C⟨x1, . . . , xd⟩ → C by λX = τ ◦ ρX.

Observation 2.17. If (A, τ) and X are as above, then λX is a non-commutative law with
exponential bound ∥X∥∞. Conversely, if R is an exponential bound for λX, then

∥X∥∞ = max
j

lim
n→∞

[∑
j

τ(X2n
j )

]1/2n
≤ R.

Hence, ∥X∥∞ is the smallest exponential bound for λX and in particular it is uniquely
determined by λX.

In the case of a single operator X, we can apply the spectral theorem to show that
there is a unique probability measure µX on R satisfying∫

R
f dµX = τ(f(X)) for f ∈ C0(R).

Since X is bounded, µX is compactly supported and thus makes sense to evaluate on
polynomials. If p is a polynomial, then λX [p] =

∫
R p dµX . Thus, λX is simply the linear

functional on polynomials corresponding to the spectral distribution.
We use the notation λX in particular when A = MN (C). We denote by trN the

normalized trace (1/N) Tr on MN (C); recall that this is the unique (unital) trace on
MN (C). Thus, for any X ∈ MN (C)dsa, a non-commutative law λX is unambiguously
specified by the previous definition. In the d = 1 case, the non-commutative law is given
by the empirical spectral distribution. Note that when X is a random d-tuple of matrices,
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we will use the notation λX by default to refer to the empirical non-commutative law, that
is, the (random) non-commutative law of X with respect to trN .

The next proposition shows that any non-commutative law can be realized by a
self-adjoint d-tuple in some tracial C∗ or W∗-algebra. This is a version of the Gelfand–
Naimark–Segal construction (or GNS construction). A proof can be found in [5, Proposi-
tion 5.2.14(d)].

Proposition 2.18 (GNS construction for non-commutative laws). Let λ ∈ Σd,R. Then
we may define a semi-inner product on C⟨x1, . . . , xd⟩ by

⟨p, q⟩λ = λ(p∗q).

Let Hλ be the separation-completion of C⟨x1, . . . , xd⟩ with respect to this inner product,
that is, the completion of C⟨x1, . . . , xd⟩/{p : λ(p∗p) = 0}, and let [p] denote the equivalence
class of a polynomial p in Hλ.

There is a unique unital ∗-homomorphism π : C⟨x1, . . . , xd⟩ → B(Hλ) satisfying
ρ(p)[q] = [pq] for p, q ∈ C⟨x1, . . . , xd⟩. Moreover, ∥π(xj)∥ ≤ R.

Let Xj = π(xj), let X = (X1, . . . , Xd) and let C∗(X) and W∗(X) denote respectively
the C∗ and W∗-algebras generated by the image of π. Define τ : W∗(X) → C by τ(T ) =
⟨[1], T [1]⟩λ. Then τ is a faithful normal trace on W∗(X) and in particular a faithful trace
on C∗(X).

Definition 2.19. In the situation of the previous proposition, we call C∗(X) and W∗(X),
the C∗ and W∗-algebras associated to λ.

The operator algebras associated to λ are canonical in the sense that any other construc-
tion would yield an isomorphic W∗ or C∗-algebra. The following lemma can be deduced
from the well-known properties of the GNS representation associated to a faithful trace τ
on a C∗ or W∗-algebra A (which gives the so-called standard form of a tracial W∗-algebra).

Lemma 2.20. Let (A, τ) and (B, σ) be tracial C∗-algebras. Let X ∈ Ad
sa and Y ∈ Bdsa such

that λX = λY. Let C∗(X) and C∗(Y) be the C∗-subalgebras of A and B generated by X

and Y respectively. Then there is a unique tracial C∗-isomorphism ρ : C∗(X) → C∗(Y)

such that ρ(Xj) = Yj. The same result holds with tracial W∗-algebras rather than tracial
C∗-algebras.

Next, we review Voiculescu’s definition of free independence [86, 87], which provides
a probabilistic viewpoint on classical notion of free products of tracial W∗-algebras. For
background material, see, e.g., [99, 66, 63].

Definition 2.21 (Free independence). Let A be a ∗-algebra and τ : A → C a trace. Then
unital ∗-subalgebras (Ai)i∈I are said to be freely independent if τ(a1 . . . aℓ) = 0 whenever
a1 ∈ Ai1 , . . . , aℓ ∈ Aiℓ satisfy τ(aj) = 0 and i1 ̸= i2 ̸= · · · ̸= iℓ. Similarly, if I is an index
set and Xi is a di-tuple of operators in A for each i ∈ I, we say that (Xi)i∈I are freely
independent if the ∗-algebras Ai generated by Xi are freely independent.

Lemma 2.22 (Free independence determines joint moments). Let (A, τ) be a ∗-algebra
with a trace. Suppose that Xi = (Xi,d1 , . . . , Xi,di) is a di-tuple of self-adjoint operators
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for each i in some index set I, such that (Xi)i∈I are freely independent. Then for any
non-commutative polynomial p in (Xi)i∈I , the trace τ(p((Xi)i∈I)) is uniquely determined
from the traces τ(q(Xi)) for q ∈ C⟨x1, . . . , xdi⟩ and i ∈ I. In fact, there is a universal
formula for τ(p((Xi)i∈I)) using sums and products of the traces τ(q(Xi)) that does not
depend on the particular A and τ . In particular, (if I is finite) the non-commutative law of
(Xi)i∈I is uniquely determined by (λXi

)i∈I .

For proof, see [99, Proposition 2.5.5].

Lemma 2.23 (Free conditional expectations). Suppose that X ∈ Ad
sa and Y ∈ Ad′

sa are
freely independent in (A, τ). Let EW∗(X) : A → W∗(X) be the unique trace-preserving
conditional expectation. If p(X,Y) is a non-commutative polynomial of X and Y, then
EW∗(X)[p(X,Y)] is a non-commutative polynomial of X. Furthermore, the coefficients are
given by a universal formula in terms of sums and products of traces of non-commutative
polynomials in X and traces of non-commutative polynomials in Y.

See [63, §2.5, Theorem 19] or [31, proof of Lemma 2.1]; this can also be proved from
the argument used much earlier in [8, proof of Proposition 3.2].

Lemma 2.24 (Free products). Let (A1, τ1), . . . , (An, τn) be tracial W∗-algebras. Then there
exists a tracial W∗-algebra

(A, τ) = (A1 ∗ · · · ∗ An, τ1 ∗ · · · ∗ τn)

with canonical trace-preserving inclusions ιj : (Aj , τj) → (A, τ) such that A is the W∗-al-
gebra generated by the images ι1(A1), . . . , ιn(An) and these images are freely independent.
The free product is commutative and associative up to a canonical isomorphism.

For proof, refer to [99, Propositions 1.5.5 and 2.5.3] or [66, Lectures 6 and 7].

Definition 2.25 (Standard semicircular family). A d-tuple S = (S1, . . . , Sd) from (A, τ)
is said to be a standard semicircular family if S1, . . . , Sd are freely independent and the
spectral measure of each Sj with respect to τ is (1/2π)

√
4− t2 1[−2,2](t) dt.

Lemma 2.26 (Free Brownian motion). There exists a tracial W∗-algebra (B, σ) and self-
adjoint d-tuples (S(t))t∈[0,∞) from B such that

(1) S(0) = 0;
(2) (S(t1)− S(t0))/(t1 − t0)

1/2 is a standard semicircular family for each t0 < t1;
(3) S(t1)−S(t0), . . . ,S(tm)−S(tm−1) are freely independent whenever t0<t1< · · ·<tm;
(4) (B, σ) is generated as a W∗-algebra by (S(t))t∈[0,∞).

Moreover, (B, σ) and (S(t))t∈[0,∞) are unique up to a W∗-isomorphism that preserves the
generators. We call S(t) a d-variable free Brownian motion.

For proof, refer to [83, §5] or [99, §2.6].

2.2. The classical Wasserstein manifold and log-density coordinates. To motivate
our construction of the freeWassersteinmanifold,we briefly review the classicalWasserstein
manifold and discuss an alternate coordinate system based on minus the log-density rather
than the density itself, as was done to some extent in [54] and [70]. In the following, M will
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be a Riemannian manifold of dimension d. We denote by ⟨v, w⟩ the inner product of two
tangent vectors v and w at some point x ∈M with respect to the Riemannian metric, by
dM the geodesic distance on M , and by dx the canonical volume form associated to the
Riemannian metric. In this discussion, we will mostly assume that M is compact because
it makes the analysis simpler; and for instance, the rigorous formulation of P(Rd) as a
Fréchet manifold is easiest when M is compact (see, e.g., [54]). However, readers who are
less familiar with Riemannian geometry may focus on the case M = Rd to understand
the computations. Our non-commutative Wasserstein manifold is the analog of the case
M = Rd.

Definition 2.27 (Wasserstein manifold). We define the manifold of probability densities
or Wasserstein manifold of M by

P(M) :=

{
ρ ∈ C∞(M ;R) : ρ > 0,

∫
M

ρ dx = 1

}
.

For each density ρ, the tangent space is defined by

TρP(M) :=

{
σ ∈ C∞(M ;R) :

∫
M

σ dx = 0

}
.

The Riemannian metric for P(Rd) is defined in terms of the elliptic differential operator
∆ρ : C

∞(M) → C∞(M) given by

∆ρf := ∇†(ρ∇f) = ρ∆f + ⟨∇ρ,∇f⟩,

where ∇† denotes the divergence operator from vector fields on M to smooth functions.
When M is compact, ∆ρ defines an unbounded self-adjoint operator on L2(dx) with
∆ρ ≤ 0. The kernel is the space of constant functions and its orthogonal complement
in L2(ρ) is the space of functions σ with

∫
σ dx = 0. Thanks to the theory of elliptic PDE,

there is a pseudo-inverse operator ∆−1
ρ : C∞(M) → C∞(M) satisfying ∆−1

ρ f = g if and
only if

∫
M
g dx = 0 and ∆ρg = f −

∫
M
f dx.

Definition 2.28 (Riemannian metric on P(Rd)). LetM be compact. For each ρ ∈ P(M),
we define a Riemannian metric ⟨·, ·⟩TρP(M) on the tangent space by

⟨σ1, σ2⟩TρP(M) :=

∫
M

σ1(x)(−∆−1
ρ σ2)(x) dx,

or equivalently (using integration by parts),

⟨σ1, σ2⟩TρP(M) :=

∫
M

⟨∇(∆−1
ρ σ1),∇(∆−1

ρ σ2)⟩ρ(x) dx.

Next, we define alternative coordinates in terms of minus the log-density, and we
compute the Riemannian metric in these new coordinates.

Definition 2.29 (Log-density manifold). Let

W (M) :=

{
V ∈ C∞(M,R) :

∫
M

e−V dx = 1

}
and

TV W (M) :=

{
W ∈ C∞(M,R) :

∫
M

We−V dx = 0

}
.
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Lemma 2.30 (Change of coordinates between density and log-density). LetM be compact.
There is a bijection E : W (M) → P(M) given by V 7→ e−V . The corresponding map
dEV : TV W (M) → TρP(M) is W 7→ −We−V . Moreover, the Riemannian metric on
P(M) corresponds to the Riemannian metric on W (M) given by

⟨W1,W2⟩TV W (M) := −
∫
M

W1(L
−1
V W2)e

−V dx =

∫
M

⟨∇(L−1
V W1),∇(L−1

V W1)⟩e−V dx,

where
LV f := ∆f − ⟨∇f,∇V ⟩

and L−1
V is the pseudo-inverse of LV given by

LV (L
−1
V f) = L−1

V (LV f) = f −
∫
M

fe−V dx, L−1
V (1) = 0.

Proof. E defines a bijection since the inverse is given by ρ 7→ − log ρ. A tangent vector
W ∈ TV W (M) represents the equivalence class of the path t 7→ V + tW in W (M). The
corresponding path in P(M) is t 7→ e−(V+tW ). Differentiating at t = 0 yields −We−V ,
hence this is the corresponding element of TρP(M).

Note that
∆e−V f = e−V∆f − e−V ⟨∇V,∇f⟩ = e−V LV f,

and that e−V f integrates to zero with respect to dx if and only if f integrates to zero with
respect to e−V dx. Hence,

∆−1
e−V

(e−V f) = L−1
V f,

so

⟨dEV (W1), dEV (W2)⟩Te−V P(M) = −
∫
M

e−VW1∆
−1
e−V

[e−VW2] dx

= −
∫
M

W1L
−1
V (W2)e

−V dx.

Using integration by parts, this is equivalent to
∫
M
⟨∇L−1

V (W1),∇L−1
V (W2)⟩e−V dx.

Wepoint out thatLV defines a self-adjoint unboundedoperator onL2(e−V dx) satisfying
LV ≤ 0. In fact, LV = −∇∗

V∇, where

∇∗
V f := −∇†f + ⟨f ,∇V ⟩

when f is a vector field on M . When M is compact, the kernel of LV is precisely the space
of constant functions. The operator LV seems more intrinsic than ∆ρ since it is defined
directly in terms of the measure e−V dx rather than dx.

Smooth transport of measure, or in other words, the transport action of the diffeo-
morphism group of M on P(M), is of central importance for our work. Let D(M) denote
the group of diffeomorphisms of the compact Riemannian manifold M , where the group
operation is composition. We can consider D(M) as an infinite-dimensional Lie group.
The corresponding Lie algebra is the algebra of smooth vector fields on M , which we
denote by Vect(M), and the exponential map sends a vector field f to the diffeomorphism
obtained from the flow along f at time 1. The Lie bracket for the Lie algebra of vector
fields is known as the Poisson bracket ; application of the Poisson bracket to vector fields
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corresponds (up to varying sign conventions) to taking the commutator of the differential
operators associated to those vector fields.

Observation 2.31 (Transport action). There is a group action D(M) ↷ P(M) given by

(f , ρ) 7→ f∗ρ := (ρ ◦ f−1)|det df−1|,

or in other words, the push-forward of the measure ρ dx by the function f is (f∗ρ) dx. The
corresponding action D(M) ↷ W (M) is given by

(f , V ) 7→ f∗V := V ◦ f−1 − log |det df−1|.

Lemma 2.32 (Differential of transport action). Fix ρ ∈ P(M), and consider the map
S : D(M) → P(M) given by ρ 7→ f∗ρ. Then the differential satisfies

dSid : Vect(M) → TρP(M) : h 7→ −∇†(ρh) = −⟨∇ρ,h⟩ − ρ∇†h.

Fix V ∈ W (M), and consider the map T : D(M) → W (M) given by f 7→ f∗V . Then the
differential satisfies

dTid : Vect(M) → TV W (M) : h 7→ −∇∗
V h = ∇†h− ⟨∇h,∇V ⟩.

Proof. Let ft be a path of diffeomorphisms with f0 = id and ḟ0 = h. Then using the
product rule, we get

d

dt

∣∣∣∣
t=0

((ρ ◦ f−1
t )|det df−1

t |) = −⟨∇ρ,h⟩ − Tr(dh) = −∇†(ρh)

and
d

dt

∣∣∣∣
t=0

(V ◦ f−1
t − log |det df−1

t |) = −⟨∇V,h⟩+Tr(dh) = −∇∗
V h.

If M is compact, then the action of D(M) on P(M) is transitive [34]. Moreover, if we
fix some ρ, then the map f 7→ f∗ρ is a submersion D(M) → P(M), which can be used to
define local coordinates on P(M) [54, §3]. In hindsight, one heuristic for these results is
that the map −∇∗

V : Vect(M) → C∞(M) modulo constants has a right-inverse given by
∇L−1

V since −∇∗
V∇L

−1
V f = f −

∫
fe−V dx. Thus, ∇L−1

V transforms a change in V into an
infinitesimal transport map. We shall use this idea to construct families of transport maps
along paths in the free Wasserstein manifold.

The stabilizer in D(M) of some V ∈ W (M) is the group D(M,V ) of diffeomorphisms
that preserve the measure e−V dx. If h ∈ Vect(M), then exp(th) preserves V for all t if
and only if ∇∗

V h = 0. Hence, Lie algebra for the stabilizer consists of divergence-free vector
fields with respect to V , which is the orthogonal complement in L2(e−V dx) of the space
of gradients. For each V , we can define an inner product on vector fields by integrating the
Riemannian metric of M with respect to the measure e−V dx, and this can be extended to
a right-invariant Riemannian metric on the diffeomorphism group. Geodesic equations on
D(M) and D(M,V ) yield respectively the inviscid Burgers’ equation and incompressible
Euler’s equation [6]; we formulate the non-commutative versions in §9.4.

Next, we turn our attention to the differentials and the gradient flow of functionals on
P(M) or W (M).
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Definition 2.33 (Wasserstein differential and gradient). For a F : P(M) → R, we
denote the differential (when defined) by

δρF (ρ) : TρP(M) → R.

Moreover, gradρ F (ρ) is the unique element of TρP(M) satisfying

⟨gradρ F (ρ), σ⟩TρP(M) = δρF (ρ)[σ].

For functionals F on W (M), we make the analogous definitions of δV F and gradV F.

Often, the functionals are given by integration of some function of ρ over M , and then
the gradients are computed using integration by parts. We illustrate this technique on one
of the most important functionals, the entropy functional

h(ρ) :=

∫
−ρ log ρ dx.

Lemma 2.34 (Wasserstein gradient of entropy). We have

gradρ[h(ρ)] = ∆ρ and gradV [h(e
−V )] = LV V.

Proof. Consider the perturbation ρ+ tσ for some σ ∈ TρP(M). Note that

d

dt

∣∣∣∣
t=0

∫
−(ρ+ tσ) log(ρ+ tσ) dx

= −
∫
σ(1 + log ρ) dx =

∫
∆ρ(−∆−1

ρ σ)(1 + log ρ) dx

=

∫
∆ρ(1 + log ρ)(−∆ρ)

−1σ dx.

Then note that ∆ρ(1 + log ρ) = ∇†(ρ∇ log ρ) = ∇†∇ρ = ∆ρ.
Similarly, consider W ∈ TV W (M). Let h = ∇L−1

V W and let Vt = exp(th)∗V , so that
V̇0 = −∇∗

V h =W . Then

d

dt

∣∣∣∣
t=0

∫
e−VtVt dx =

∫
W (1 + V )e−V dx =

∫
LV (L

−1
V W )(1 + V )e−V dx

=

∫
LV (1 + V )L−1

V We−V dx = ⟨LV (1 + V ),W ⟩TV W (M).

Hence, gradV [h(e−V )] = LV (1 + V ) = LV V . Alternatively, we can deduce this from the
computation for P(M) and the relation that −e−V LV V = ∆[e−V ].

Hence, as observed by Otto [69], the upward gradient flow on P(M) for the entropy
functional is described by the heat equation ρ̇ = ∆ρ. The corresponding equation on W (M)

is V̇ = LV V .
Next, we discuss Hamiltonian flows on W (M) and in particular the geodesic equation.

Hamiltonian flows on a the tangent manifold TM are related to the natural symplectic form
TM coming from the Riemannian metric on M . While we could write the Hamiltonian
flows either in terms of the density ρ or the log-density V , we will focus on the log-density
case since it is less standard and more relevant to our work. It will be convenient for use
to reparametrize the tangent space TV W (M) using ϕ = L−1

V W as our coordinate. More
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precisely, write
T ′
V W (M) = C∞(M,R)/R1,

where R1 is the vector space of constant functions. The map LV sends T ′
V W (M) onto

TV W (M) and the Riemannian metric on T ′
V W (M) is the Dirichlet inner product with

respect to e−V dx, that is,

⟨ϕ1, ϕ2⟩T ′
V W (M) =

∫
⟨∇ϕ1,∇ϕ2⟩e−V dx.

Let T ′W (M) be the corresponding tangent bundle

T ′W (M) = W (M)× C∞(M,R)/R1.

We denote by grad′V F (V ) = L−1
V gradV F (V ) the gradient of F (V ) expressed in these

new coordinates.

Definition 2.35 (Hamiltonian flow). Let H : T ′W (M) → R : (V, ϕ) 7→ H (V, ϕ). We
call V the position variable and ϕ the momentum variable. Then the Hamiltonian flow
associated to H is the pair of equations{

V̇t = LVt grad
′
ϕ H (V, ϕ),

ϕ̇t = − grad′V H (V, ϕ),

where t 7→ (Vt, ϕt) is a path in T ′W (M) and ˙ denotes the time derivative. The LVt term
is included to transform T ′

V W (M) to TV W (M) and thus to interpret the tangent vector
as the rate of change of V .

Lemma 2.36. Let F : W (M) → R. The Hamiltonian flow associated to

H (V, ϕ) := 1
2 ⟨ϕ, ϕ⟩T ′

V W (M) + F (V )

is {
V̇t = LVtϕ,

ϕ̇t = − 1
2 ⟨∇ϕ,∇ϕ⟩ − grad′V F (V ).

Proof. It is clear that grad′ϕ H (V, ϕ) = ϕ. To compute grad′V [⟨ϕ, ϕ⟩T ′
V W (M)], consider

ψ ∈ T ′
V W (M), and the corresponding vector LV ψ ∈ TV W (M). Let t 7→ Vt be some path

such that V̇0 = LV ψ. Note that
d

dt

∣∣∣∣
t=0

⟨ϕ, ϕ⟩T ′
Vt

W (M) =
d

dt

∣∣∣∣
t=0

∫
M

⟨∇ϕ,∇ϕ⟩e−Vt dx =

∫
M

⟨∇ϕ,∇ϕ⟩(−LV ψ)e−V dx

=

∫
M

⟨∇⟨∇ϕ,∇ϕ⟩,∇ψ⟩e−V dx = ⟨⟨∇ϕ,∇ϕ⟩, ψ⟩T ′
V W (M).

With this computation in hand, we obtain

grad′V H (V, ϕ) = 1
2 ⟨∇ϕ,∇ϕ⟩+ grad′V F (V )

which yields the asserted equations for the Hamiltonian flow.

We remark that the Wasserstein Hamiltonian flow with F(V ) = 0 is the geodesic
equation on W (M), which is closely related to optimal transport theory; we will discuss
the non-commutative version in §9.3. The Hamiltonian flows for non-zero F often arise as
Nash equilibria in mean field games (see [25, 56]).
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3. Non-commutative smooth functions: definition and properties

3.1. Trace polynomials. While there is a not a universally agreed upon analog of
C∞ functions of several self-adjoint operators, it has at least become clear that in the
random matrix setting these functions should include trace polynomials. Trace polynomials
were first studied from an algebraic viewpoint since the give all the unitarily invariant
polynomials over n×nmatrices for every n [77, 75, 57, 78]. Their applications to Brownian
motion on matrix groups and to probability theory are evident from [76, 79, 22, 33, 52,
53, 30].

Trace polynomials are functions of several self-adjoint operators obtained by mix-
ing non-commutative polynomials with applications of the trace from the ambient von
Neumann algebra. Let C⟨x1, . . . , xd⟩ be the ∗-algebra of non-commutative polynomials
(Definition 2.12). Any non-commutative polynomial p can be evaluated on self-adjoint d-
tuples in a tracial C∗-algebra. If (A, τ) is a tracial C∗-algebra and X = (X1, . . . , Xd) ∈ Ad

sa,
then we write p(X) = ρX(p), where ρX is the unique ∗-homomorphism C⟨x1, . . . , xd⟩ → A
mapping xj to Xj . Then X 7→ p(X) defines a function pA,τ : Ad

sa → A. Moreover, there
is a function (tr(p))A,τ : Ad

sa → C given by X 7→ τ(p(X)). In fact, (tr(p))A,τ (X) depends
only on the non-commutative law λX and defines a continuous function on the space of
laws Σd (by definition of non-commutative laws). We obtain the algebra of scalar-valued
trace polynomials TrP0

d by taking sums and products of functions of the form tr(p), for
instance,

tr(x1x2) tr(x3)− 3 tr(x2) + 5 tr(x3)
2 tr(x21x2x3).

In fact, by the Stone–Weierstrass theorem, this algebra is dense in C(Σd,R) (see [47,
Proposition 13.6.3]).

These scalar-valued trace polynomials sit inside a larger algebra TrPd obtained by
multiplying scalar-valued trace polynomials and non-commutative polynomials, which
would contain for instance

tr(x1x2)x3 + x1 − 3 tr(x2)1 + 5 tr(x3)
2x21x2x3.

The space of trace polynomials is defined algebraically as follows.

Definition 3.1. We define tr(C⟨x1, . . . , xd⟩) to be the vector space

C⟨x1, . . . , xd⟩/ Span{pq − qp : p, q ∈ C⟨x1, . . . , xd⟩}.

ThenTrP0(R∗d) is defined tobe the symmetric tensor algebra over tr(C⟨x1, . . . , xd⟩)modulo
the relation tr(1) = 1. We also define the ∗-algebras TrP(x1, . . . , xd) = TrP0(x1, . . . , xd)⊗
C⟨x1, . . . , xd⟩.

For p ∈ C⟨x1, . . . , xd⟩, we denote the corresponding element of tr(C⟨x1, . . . , xd⟩) by
tr(p). Elements in the algebra TrP(x1, . . . , xd) will be written as linear combinations of
expressions such as tr(p1) . . . tr(pn)p0. Note that C⟨x1, . . . , xd⟩ has a natural Zd≥0-grading
by the degrees in each variable. The quotient tr(C⟨x1, . . . , xd⟩) is defined by the relations
pq− qp = 0, and it suffices to take p and q monomials, so that pq− qp is in a single graded
component. Therefore, tr(C⟨x1, . . . , xd⟩) inherits the Zd≥0-grading. From this, we obtain a
grading on the tensor algebra TrP0(x1, . . . , xd) and then on TrP(x1, . . . , xd), which is the
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tensor product of TrP0(x1, . . . , xd) and C⟨x1, . . . , xd⟩. We also identify TrP0(x1, . . . , xd)

with the subalgebra TrP0(x1, . . . , xd)⊗ 1 of TrP(x1, . . . , xd).
Just as commutative polynomials in d variables can be interpreted as functions Rd → R,

a trace polynomial f defines a function Ad
sa → A for every tracial C∗-algebra (A, τ).

This is done through evaluation maps which naturally extend the evaluation maps on
C⟨x1, . . . , xd⟩.

Definition 3.2. Let (A, τ) be a tracial C∗-algebra, and let X1, . . . , Xd ∈ A be self-
adjoint. Then we define the evaluation map evA,τX1,...,Xd

: TrP(x1, . . . , xd) → A as the
unique ∗-homomorphism satisfying

evA,τX1,...,Xd
(p(x1, . . . , xd)) = p(X1, . . . , Xd),

evA,τX1,...,Xd
(tr(p(x1, . . . , xd))) = τ(p(X1, . . . , Xd))1.

To see that this is well-defined, note that evA,τX1,...,Xd
passes to a well-defined linear map

from tr(C⟨x1, . . . , xd⟩) into A since τ is invariant under cyclic symmetry. Using the uni-
versal property of the symmetric tensor algebra, we obtain a map TrP0(X1, . . . , Xd) → A.
Finally, we tensor this map with the well-known evaluation map C⟨x1, . . . , xd⟩ → A to
obtain a map TrP(x1, . . . , xd) → A.

Definition 3.3. With (A, τ) a tracial C∗-algebra and f ∈ TrP(x1, . . . , xd), we define
fA,τ : Ad

sa → A by
fA,τ (X1, . . . , Xd) = evX1,...,Xd |A,τ (f).

Thus, a trace polynomial f defines a function Ad
sa → A. We next explain how to

differentiate the function fA,τ , and this will motivate the construction of non-commutative
Ck functions. Given f : Ad

sa → A for some tracial C∗-algebra, we define

∂jf : Ad
sa ×Asa → A

by

∂jf(X1, . . . , Xd)[Y ] =
d

dt

∣∣∣∣
t=0

f(X1, . . . , Xj−1, Xj + tY,Xj+1, . . . , Xd) (3.1.1)

whenever the limit defining the derivative exists in norm. (Of course, this definition makes
sense for maps between Banach spaces in general, and one could also consider differentiation
in the weak topology.) Similarly, for j1 ∈ {1, . . . , d}, we can view ∂j1f(X)[Y1] as a function
of d + 1 variables, and then take a second directional derivative with respect to the j2th
variable in another direction Y2. In general, we denote the iterated directional derivatives
of order k by

∂jk . . . ∂j1f(X1, . . . , Xd)[Y1, . . . , Yk]

for j1, . . . , jk ∈ {1, . . . , d} and X1, . . . , Xd and Y1, . . . , Yk in Asa.
We claim that if f ∈ TrP(x1, . . . , xd), then the directional derivative ∂j(fA,τ )(X)[Y ]

is given by gA,τ (X,Y ) for some trace polynomial g that is independent of (A, τ). In fact,
we will describe abstract differentiation operators on the algebra TrP(x1, . . . , xd) such
that the abstract derivatives of f evaluate to the directional derivatives of fA,τ for every
(A, τ). Since a trace polynomial is smooth in the sense of Fréchet differentiation, the
kth directional derivatives of a function f(X1, . . . , Xd) in directions (Y1, . . . , Yk) will be
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multilinear in (Y1, . . . , Yk). Hence, the kth directional derivatives ought to be given by trace
polynomials in (x1, . . . , xd, y1, . . . , yk) that are multilinear in (y1, . . . , yk), which motivates
the following definition.

Definition 3.4. Let TrP(x1, . . . , xd; y1, . . . , yℓ) be the subspace of TrP(x1, . . . , xd,

y1, . . . , yℓ) consisting of those trace polynomials that are linear in each yj , that is, it is the
sum of the graded components with grading in Zd≥0×{1}ℓ. An element f ∈ TrP(x1, . . . , xd;

y1, . . . , yℓ) will often be denoted f(x1, . . . , xd)[y1, . . . , yℓ] rather than f(x1, . . . , xd,

y1, . . . , yℓ).

Of course, if f ∈ TrP(x1, . . . , xd; y1, . . . , yk), then f |A,τ defines a map Ad+k
sa → A that

is multilinear in the last k variables. To define the abstract derivative operators, we start
with the case of first-order derivatives.

Lemma 3.5. There is a unique linear operator

∂xj : TrP(x1, . . . , xd) → TrP(x1, . . . , xd; y)

satisfying

∂xj (xj)[y] = y,

∂xj (xi)[y] = 0 for i ̸= j,

∂xj [tr(p(x))][y] = tr(∂xj [p(x)][y]) for p ∈ C⟨x1, . . . , xd⟩,
∂xj [f(x)g(x)] = ∂xjf(x)[y]g(x) + f(x)∂xjg(x)[y].

Proof. First, for a monomial p(x) = xj(1) . . . xj(k), define

∂xjp(x) =
∑

i:j(i)=j

xj(1) . . . xj(i−1)yxj(i+1) . . . xj(k).

Since the monomials are a basis for C⟨x1, . . . , xd⟩, this extends to a linear operator from
C⟨x1, . . . , xd⟩ into C⟨x1, . . . , xd, y⟩. Then observe that if q is cyclically equivalent to p, then
∂xjq is cyclically equivalent to ∂xjp. Thus, ∂xj also defines a map from tr(C⟨x1, . . . , xd⟩)
into tr(C⟨x1, . . . , xd, y⟩). Recall that a basis for TrP(x1, . . . , xd) is given by elements of the
form tr(p1) . . . tr(pn)p0, where p1, . . . , pn are monomials up to cyclic symmetry and p0 is
a monomial. Thus, there is a unique linear operator TrP(x1, . . . , xd) → TrP(x1, . . . , xd, y)

satisfying

∂xj [tr(p1) . . . tr(pn)p0] =

n∑
i=1

tr(∂xjpi)
∏

i′∈[n]\{i}

tr(pi′)p0 +
n∏
i=1

tr(pi)∂xjp0

whenever p0, . . . , pn are monomials. We leave it as an exercise to check that this operator ∂xj
satisfies all the desired properties and is uniquely determined by those properties, and
moreover that it maps into TrP(x1, . . . , xd; y).

Remark 3.6. The action of ∂xj can be described in words as “find each occurrence of xj
and replace it by y and then add the resulting trace polynomials”. For instance, with d = 2,
j = 1,

∂x1
[tr(x1x2) tr(x2)x

2
1][y] = tr(yx2) tr(x1)x

2
1 + tr(x1x2) tr(x2)yx1 + tr(x1x2) tr(x2)x1y.
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To define higher order derivatives, note that TrP(x1, . . . , xd, y1, . . . , yk) is isomorphic
to TrP(x1, . . . , xd+k), and hence for j = 1, . . . , d, we can define

∂xj : TrP(x1, . . . , xd, y1, . . . , yk) → TrP(x1, . . . , xd, y1, . . . , yk; yk+1),

where yk+1 stands for the extra variable y that is introduced when differentiating. In fact,
this operator maps

TrP(x1, . . . , xd; y1, . . . , yk) → TrP(x1, . . . , xd; y1, . . . , yk+1).

Lemma 3.7. Let f ∈ TrP(x1, . . . , xd; y1, . . . , yℓ), and let (A, τ) be a tracial C∗-algebra.
Then

∂jk . . . ∂j1(f
A,τ )(X1, . . . , Xd)[Y1, . . . , Yk+ℓ]

= (∂xjk . . . ∂xj1 f)|A,τ (X1, . . . , Xd)[Y1, . . . , Yk+ℓ]

for X1, . . . , Xd, Y1, . . . , Yk+ℓ ∈ Asa. Here the left-hand side denotes the iterated direc-
tional derivative of fA,τ as a function on Ad

sa while the right-hand side denotes abstract
differentiation operators which we introduced algebraically.

Proof. By induction, it suffices to prove the case where k = 1. Then, since a function in
Tr(x1, . . . , xd; y1, . . . , yℓ) can be viewed as a function of d + ℓ variables, we can assume
without loss of generality that ℓ = 0 by changing d if necessary. Hence, it suffices to show
that for f ∈ TrP(x1, . . . , xd),

∂j(f |A,τ )(X1, . . . , Xk)[Y1] = (∂xjf ])A,τ (X1, . . . , Xk)[Y1].

The two sides of the equation agree when f(x1, . . . , xk) = xi for some i, hence they agree
for non-commutative monomials by the Leibniz rule and for non-commutative polynomials
by linearity. Then because both ∂xj and the directional derivative operations commute
with the application of the trace, the relation also holds for f ∈ tr(C⟨x1, . . . , xd⟩). Finally,
by the Leibniz rule, it extends to all of TrP(x1, . . . , xd).

3.2. The spaces Cktr(R∗d,M (R∗d1 , . . . ,R∗dℓ)). Now we are ready to define a certain
non-commutative analog of Ck functions. These are, roughly speaking, functions whose
derivatives up to order k can be approximated by trace polynomials. But we must first
decide what norm to use for the approximation, and there are many possible choices.
Thus, we will first give some motivation for our definitions. What is most important is for
the resulting function spaces to have good closure properties; for instance, closure under
addition, multiplication, and more generally composition.

The first derivative of a trace polynomial f in (x1, . . . , xd) is a trace polynomial in
(x1, . . . , xd, y1) that is linear in y1. Thus, ∂xjf(X1, . . . , Xd) defines a linear map A → A
for each tracial C∗-algebra A and X1, . . . , Xd in Asa. Obviously, it is natural to consider
the norm of ∂xjf(X1, . . . , Xd) as a linear map with respect to the operator norm of A.
However, A also has a 2-norm with respect to the trace (Definition 2.8). The 2-norm
is important in the study of von Neumann algebras since it allows us to apply Hilbert
space theory. And the 2-norm on Mn(C) is a rescaling of the standard Euclidean norm on
Mn(C) ∼= Cn

2

. Thus, we want to take into consideration

∥∂xjf(X1, . . . , Xd)∥2;2 = sup {∥∂xjf(X1, . . . , Xd)[Y ]∥2 : ∥Y ∥2 ≤ 1}.
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Higher order derivatives will be multilinear forms Ak
sa → A. For instance, one term

might be the multilinear form f(x1, x2)[y1, y2, y3] = x1y2x
2
2x1y1y3. If X1, X2 ∈ Asa, then

f(X1, X2) will not be bounded as a map from (Asa, ∥·∥2)3 → (A, ∥·∥2). However, by
the non-commutative Hölder’s inequality (Lemma 2.9), if α, α1, α2, α3 ∈ [1,∞] satisfy
1/α = 1/α1 + 1/α2 + 1/α3, then we have

∥X1Y2X
2
2X1Y1Y3∥α ≤ ∥X1∥2∞∥X2∥2∞∥Y1∥α1∥Y2∥α2∥Y3∥α3 ,

where ∥Y ∥α = τ((Y ∗Y )α/2)1/α for α <∞ and ∥Y ∥∞ is the operator norm.
These considerations will lead to the definition of the space Cktr(R∗d), which we think

of as an analog of the classical space Ck(Rd). Before explaining the formal definition, let
us first discuss the notation and type of object we aim to describe. The symbol R∗d does
not have a literal meaning but it expresses the idea of a functions of d free real (that
is, self-adjoint) variables. The derivatives of these functions will live in certain spaces of
functions of self-adjoint variables which output ℓ-multilinear forms. Thus, for instance for
f ∈ Cktr(R∗d), the total derivative ∂kf will be defined for each (A, τ) a function of d-
tuples X,Y1, . . . ,Yℓ which is real-multilinear in the last ℓ arguments (i.e. an ℓ-multilinear
function of Y1, . . . ,Yℓ that depends on X). Here, for the sake of compact notation, we
want to denote a tuple (X1, . . . , Xd) ∈ Ad

sa by a single letter X, akin to the common
notation for vectors in Rd. Thus the derivative ∂kf will collect all the partial derivatives
of f of order k (discussed in the previous section) into a single gadget.

Although in many applications the variables X and Y1, . . . ,Yℓ will be vectors with
the same number of components, we will need each of them to have a different number
of components on some occasions. The space Cktr(R∗d,M (R∗d1 , . . . ,R∗dℓ))d

′
will describe

functions which assign, to each (A, τ) and each X in Ad
sa, a multilinear form Ad1

sa ×· · ·×Adℓ
sa

→ Ad′ .
The entries of the output vector are not restricted to be self-adjoint; thus, this is

the non-commutative analog of functions from Rd to the space of R-multilinear maps
Rd1 × · · · ×Rdℓ → Cd′ . Moreover, just as every R-multilinear map Rd1 × · · · ×Rdℓ → Cd′

extends to a unique C-multilinear map Cd1 × · · · × Cdℓ → Cd′ , any R-multilinear map
Ad1

sa × · · · × Adℓ
sa → Ad′ extends uniquely to a C-multilinear map Ad1 × · · · × Adℓ → A.

We will define norms of multilinear forms using the “complexified” versions since they are
slightly better behaved (although this only makes a difference up to a constant factor).
Now let us give the precise definitions.

Definition 3.8. If Λ : Ad1 × · · · × Adℓ → Ad′ is a C-multilinear form and α, α1, . . . , αℓ
∈ [0,∞], then we define

∥Λ∥α;α1,...,αℓ

= sup {∥Λ[Y1, . . . , Yℓ]∥α : Y1 ∈ Ad1 , . . . , Yℓ ∈ Adℓ , ∥Y1∥α1 ≤ 1, . . . , ∥Yℓ∥αℓ ≤ 1}.

We also define

∥Λ∥M ℓ,tr = sup {∥Λ∥α;α1,...,αℓ : α
−1 = α−1

1 + · · ·+ α−1
ℓ }.

Note that in the case ℓ = 0, the multilinear form reduces to an element of Ad′ and
∥Λ∥M0,tr = ∥Λ∥∞.
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Observation 3.9. Every Y ∈ Ad can be written uniquely as Re(Y) + i Im(Y), where
Re(Y), Im(Y) ∈ Ad

sa, and ∥Re(Y)∥α, ∥Im(Y)∥α ≤ ∥Y∥α. Therefore,
1

2ℓ
∥Λ∥α;α1,...,αℓ ≤ sup {∥Λ[Y1, . . . , Yℓ]∥α :

Y1 ∈ Ad1
sa , . . . , Yℓ ∈ Adℓ

sa , ∥Y1∥α1 ≤ 1, . . . , ∥Yℓ∥αℓ ≤ 1}
≤ ∥Λ∥α;α1,...,αℓ .

Definition 3.10. Let (A, τ) be a tracial C∗-algebra and f : Ad
sa × Ad1

sa . . .Adℓ
sa → Ad′

a function that is real-multilinear in the last ℓ arguments. Then we define

∥f∥M ℓ,tr,R = sup {∥f(X)∥M ℓ,tr : X ∈ Ad
sa, ∥X∥∞ ≤ R}.

In the case ℓ = 0, we write it simply as ∥f∥tr,R.

The seminorm of a function f in Cktr(R∗d,M (R∗d1 , . . . ,R∗dℓ))d
′
with radius R will be

defined below essentially as the supremum of ∥fA,τ∥M ℓ,tr,R over tracial C∗-algebras (A, τ),
but there is a small technical issue that the classes of tracial C∗-algebras and of tracial
W∗-algebras are not sets. However, this issue is easily resolved as follows (for a moment,
we assume a greater background knowledge about operator algebras): There does exist a
set W of isomorphism class representatives for tracial W∗-algebras that are separable in
σ-WOT. This is because a separable tracial W∗-algebra with a choice of a countable set of
self-adjoint generators is equivalent to a non-commutative law in countably many variables,
that is, unital, positive, tracial, exponentially bounded linear maps C⟨xj : j ∈ N⟩ → C.
These linear functionals evidently form a set. Isomorphism between the W∗-algebras
defines an equivalence relation on the space of laws, hence we can define W as the set of
equivalence classes. Of course, if we take the supremum over separable tracial W∗-algebras,
the supremum is the same as if we used all tracial W∗-algebras since

∥f(X)[Y1, . . . ,Yℓ]∥α
can be evaluated only using the σ-WOT-separable subalgebra W∗(X;Y1, . . . ,Yℓ) and its
trace. Moreover, it is the same as the supremum over all tracialC∗-algebras, since any tracial
C∗-algebra can be completed to a tracial W∗-algebra through the Gelfand–Naimark–Segal
construction.

Definition 3.11. We denote by TrP(R∗d,M (R∗d1 , . . . ,R∗dℓ))d
′

the vector space of d′-
tuples g of trace polynomials in the indeterminates or formal variables

x = (x1, . . . , xd), y1 = (y1,1, . . . , y1,d1), . . . , yℓ = (yℓ,1, . . . , yℓ,dℓ)

that are multilinear in y1, . . . ,yℓ (as above).

We observe that for every g ∈ TrP(R∗d,M (R∗d1 , . . . ,R∗dℓ)d
′
, we have

sup
(A,τ)∈W

∥g∥M ℓ,tr,R <∞.

To verify this, it suffices to check the case d′ = 1. By linearity, we reduce to the case
where g = p0 tr(p1) . . . tr(pn) where p0, . . . , pn are non-commutative monomials in x =

(x1, . . . , xd) and y1, . . . ,yℓ, such that each yj occurs exactly once in the entire expression.
When evaluating this function on X and Y1 ∈ Ad1

sa , . . . ,Yℓ ∈ Adℓ
sa for some (A, τ) ∈ W,
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one estimates the result by applying the non-commutative Hölder’s inequality to τ(pi) for
each i, using ∥Yj∥αj and ∥X∥∞ for each occurrence of Xi (and ∥X∥∞ in turn is bounded
by R).

Definition 3.12. We defineCtr(R∗d,M (Rd1 , . . . ,Rdℓ))d′ as the set of tuples (fA,τ )(A,τ)∈W
such that fA,τ : Ad

sa × Ad1
sa × · · · × Adℓ

sa → Ad′ that are real-multilinear in the last
ℓ variables and such that for every R > 0 and ϵ > 0, there exists a d′-tuple g ∈
TrP(R∗d,M (R∗d1 , . . . ,R∗dℓ)d

′
) such that

sup
(A,τ)∈W

∥fA,τ − gA,τ∥M ℓ,tr,R < ϵ.

We also define

∥f∥Ctr(R∗d,M (R∗d1 ,...,R∗dℓ ))d′ ,R = sup
(A,τ)∈W

∥fA,τ∥M ℓ,tr,R.

Because writing down R∗d1 , . . . ,R∗dℓ is rather cumbersome, we will also use the shorthand

∥f∥Ctr(R∗d,M ℓ)d′ ,R

when the dimensions d1, . . . , dℓ are understood from context. Finally, we write

Ctr(R∗d,M ℓ(R∗d)) = Ctr(R∗d,M (R∗d, . . . ,R∗d︸ ︷︷ ︸
ℓ

)).

Evidently, there is a canonical linear map

TrP(R∗d,M (R∗d1 , . . . ,R∗dℓ))d
′
→ Ctr(R∗d,M (R∗d1 , . . . ,R∗dℓ))d

′
.

In fact, this map is injective. For any trace polynomial f , it makes sense to evaluate
fMN (C),trN on arbitrary matrix d-tuples (not necessarily self-adjoint), although this ex-
tended evaluation map does not respect the ∗-operation. Let E0 be an orthonormal basis
for MN (C)dsa as a real inner product space, hence also an orthonormal basis for MN (C)d
as a complex inner product space. For any trace polynomial f and b ∈ E0, the function
g(X) = ⟨b, fMN (C),trN (X)⟩trN is a complex analytic function in the coefficients zb = ⟨b,X⟩.
Hence, by analytic continuation, it is uniquely determined by the values of g when zb ∈ R,
that is, by g restricted to self-adjoint d-tuples. Since this is true for each basis element
b, we see that if fMN (C),trN = 0 for self-adjoint X, then it is zero for arbitrary d-tuple
of N × N matrices. If a trace polynomial f satisfies fMN (C),trN = 0 for all N , then
f must equal zero by [75, Corollary 4.4]. Hence if fA,τ = gA,τ for all (A, τ) ∈ W , then
f = g as trace polynomials, which is what we wanted to prove. While this is not essen-
tial to any of our main results, it is notationally and conceptually convenient to treat
TrP(R∗d,M (R∗d1 , . . . ,R∗dℓ))d

′
as a dense subspace of Ctr(R∗d,M (R∗d1 , . . . ,R∗dℓ))d

′
.

The following observations are straightforward exercises:

• Ctr(R∗d,M (R∗d1 , . . . ,R∗dℓ)) is a Fréchet space with respect to the family of seminorms
∥f∥Ctr(R∗d,M ℓ),R for R > 0 (or for any countable set of values of R which tends to ∞).

• If f ∈ Ctr(R∗d,M (R∗d1 , . . . ,R∗dℓ))d
′
, then it makes sense to evaluate f on any tuple

(X,Y1, . . . ,Yℓ) ∈ Ad
sa ×Ad1 × · · · × Adℓ for any tracial C∗-algebra (A, τ). Indeed, we

restrict to the C∗-algebra generated by X and Y1, . . . ,Yℓ, then complete it to a tracial
W∗-algebra.
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• Given such an (A, τ) and X,Y1, . . . ,Yℓ, the evaluation fA,τ (X)[Y1, . . . ,Yℓ] is always a
d′-tuple from theC∗-algebra generated by X,Y1, . . . ,Yℓ because f can be approximated
in ∥·∥M ℓ,tr,R by trace polynomials.Moreover, the value of f(X)[Y1, . . . ,Yd] only depends
on τ |C∗(X,Y1,...,Yℓ).

• There is a unique ∗-operation on Ctr(R∗d,M (R∗d1 , . . . ,R∗dℓ))d
′
that is continuous and

extends the ∗-operation on trace polynomials. This is given by

(f∗)A,τ (X)[Y1, . . . ,Yℓ] = (fA,τ (X)[Y∗
1 , . . . ,Y

∗
ℓ ])

∗.

This ∗-operation is isometric with respect to each of the seminorms ∥·∥Ctr(R∗d,M ℓ)d′ ,R

for R > 0.

Definition 3.13. For k ∈ N0 ∪ {∞}, we define Cktr(R∗d,M ℓ)d
′

as the set of tuples
f = (fA,τ )(A,τ)∈W such that for k′ ≤ k, there exists a function

fk′ ∈ C(R∗d,M (R∗d1 , . . . ,R∗dℓ ,R∗d, . . . ,R∗d︸ ︷︷ ︸
k′

))d
′

such that for every (A, τ) ∈ W, for X, Y1 ∈ Ad1
sa , . . . ,Yℓ ∈ Adℓ

sa , and Yℓ+1, . . . ,Yℓ+k′

∈ Ad
sa, we have

d

dtk′

∣∣∣∣
tk′=0

. . .
d

dt1

∣∣∣∣
t1=0

fA,τ (X+ t1Yℓ+1 + · · ·+ tk′Yℓ+k′)[Y1, . . . ,Yℓ]

= fA,τk′ (X)[Y1, . . . ,Yℓ+k′ ].

In other words, for each (A, τ) ∈ W, each iterated directional derivative of fA,τ exists, and
it agrees some function in Ctr(R∗d,M ℓ+k′)d

′
that is independent of the choice of (A, τ).

For each k′ ≤ k, the function fk′ is uniquely determined, and we will denote this function
by ∂k

′
f .

The following observations are immediate:

• If f = (fA,τ )(A,τ)∈W ∈ Cktr(R∗d,M (R∗d1 , . . . ,R∗dℓ))d
′
, and if k′ ≤ k, then ∂k

′
f is an

element of Ck−k
′

tr (R∗d,M ℓ+k′)d
′
.

• Every element of TrP(R∗d,M (R∗d1 , . . . ,R∗dℓ))d
′
defines an element of

C∞
tr (R∗d,M (R∗d1 , . . . ,R∗dℓ))d

′
.

• Cktr(R∗d,M (R∗d1 , . . . ,R∗dℓ))d
′
is a Fréchet space with the topology given by the semi-

norms
∥∂k

′
f∥Ctr(R∗d,M ℓ+k′ )d′ ,R

for R > 0 and k′ ≤ k.
• If k ≤ k′, then

Cktr(R∗d,M (R∗d1 , . . . ,R∗dℓ))d
′
⊆ Ck

′

tr (R∗d,M (R∗d1 , . . . ,R∗dℓ))d
′
,

and the inclusion map is continuous.
• If d1 ≤ d2, then there is a continuous inclusion

Cktr(R∗d1 ,M (R∗d1 , . . . ,R∗dℓ))d
′
→ Cktr(R∗d2 ,M (R∗d1 , . . . ,R∗dℓ))d

′

given by sending f to the function (X1, . . . , Xd2) 7→ f(X1, . . . , Xd1).
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It is often convenient to work with bounded functions so as not to worry about growth
conditions at ∞. Thus, we define the following BCktr spaces.

Definition 3.14. For f ∈ Cktr(R∗d,M (R∗d1 , . . . ,R∗dℓ))d
′
, we define

∥f∥BCtr(R∗d,M ℓ)d′ := sup
R

∥f∥Ctr(R∗d,M ℓ)d′ ,R.

For k ∈ N0 ∪ {∞}, we define BCktr(R∗d,M ℓ)d
′
as the set of f ∈ Cktr(R∗d,M ℓ)d

′
such that

∥∂k
′
f∥BCtr(R∗d,M ℓ)d′ <∞

for k′ ∈ N0 with k′ ≤ k.

We equipBCktr(R∗d,M (R∗d1 , . . . ,R∗dℓ))d
′
with the topology given by these seminorms.

If k < ∞, there are only finitely many of these seminorms, so we have a Banach space.
Note that this topology on BCktr(R∗d,M ℓ)d

′
is stronger than the subspace topology from

Cktr(R∗d,M ℓ)d
′
. Moreover, BCktr(R∗d,M ℓ)d

′
is a Banach space for k ∈ N0 and a Fréchet

space for k = ∞.

Remark 3.15. At this point, it may not be clear whether there are any nontrivial functions
BCktr(R∗d,M ℓ)d

′
. However, it turns out that these functions are quite abundant. It follows

from Proposition 4.13 below that if ϕ : R → R is a function whose Fourier transform satisfies∫
R |snϕ(s)| ds <∞ for all n, then an element of BC∞

tr (R) is defined by applying ϕ to self-
adjoint operators through functional calculus. Furthermore, it follows from Theorem 3.21
below thatBC∞

tr functions are closed under composition (hence also under multiplication).
Moreover, if f ∈ BC∞

tr (R∗d,M (R∗d1 , . . . ,R∗dℓ)), then so is tr(f).

3.3. Continuity and differentiability properties. Functions in belonging to Ctr(R∗d,

M (R∗d1 , . . . ,R∗dℓ))d
′
have the following continuity property, which is a type of uniform

continuity for X in the ∥·∥∞-ball of radius R.

Lemma 3.16. Let f = (fA,τ )(A,τ)∈W ∈ Ctr(R∗d,M (R∗d1 , . . . ,R∗dℓ))d
′
. Then for every

R > 0 and ϵ > 0, there exists a δ > 0 such that for every (A, τ) ∈ W, if X and
X′ ∈ Ad

sa with ∥X∥∞ ≤ R and ∥X′∥∞ ≤ R and ∥X − X′∥∞ < δ for each i, then
∥fA,τ (X)− fA,τ (X′)∥M ℓ,tr < ϵ.

Proof. First, consider the case where f ∈ TrP(R∗d,M (R∗d1 , . . . ,R∗dℓ))d
′
. Let X and X′

be self-adjoint d-tuples from (A, τ) with ∥X∥∞ ≤ R and ∥X′∥ ≤ R and ∥X−X′∥∞ < δ.
Let α, α1, . . . , αℓ ∈ [1,∞] with 1/α = 1/α1 + · · ·+ 1/αℓ, and let Y1 ∈ Ad1 , . . . ,Yℓ ∈ Adℓ

with ∥Yj∥αj ≤ 1. It follows from Lemma 3.7 that

d

dt
fA,τ ((1− t)X+ tX′)[Y1, . . . ,Yℓ] = (∂f)A,τ ((1− t)X+ tX′)[Y1, . . . ,Yℓ,X

′ −X].

Since ∥(1− t)X+ tX′∥∞ ≤ R for t ∈ [0, 1], we get

∥(∂f)A,τ ((1− t)X+ tX′)[Y1, . . . ,Yℓ,X
′ −X]∥α

≤ ∥∂f∥Ctr(R∗d,M ℓ+1)d′ ,R∥Y1∥α1
. . . ∥Yℓ∥αℓ∥X′ −X∥∞

≤ ∥∂x1f∥Ctr(R∗d,M ℓ+1)δ.
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Hence,

∥fA,τ (X′)[Y1, . . . ,Yℓ]− fA,τ (X)[Y1, . . . ,Yℓ]∥α ≤ ∥∂f∥Ctr(R∗d,M ℓ+1)d′ ,Rδ.

The desired uniform continuity of f ∈ TrP(R∗d,M (R∗d1 , . . . ,R∗dℓ))d
′
follows.

In general, if f ∈ Ctr(R∗d,M ℓ+1)d
′
, then there is a sequence of trace polynomials f (n)

that converge to f in Ctr(R∗d,M ℓ+1)d
′
. For a given R > 0, this implies that f (n) → f with

respect to ∥·∥Ctr(R∗d,M ℓ+1)d′ ,R. The uniform continuity property asserted in the lemma
holds for f by the principle that uniform continuity is preserved under uniform limits.

Next, we discuss how the non-commutative derivatives defined in this paper related
to the more standard notions of Fréchet differentiation for functions between Banach
spaces. While this discussion is of interest in its own right, it is also helpful for our
proof of the chain rule in the next section, since it allows us to deduce properties of
Ctr(R∗d,M (R∗d1 , . . . ,R∗dℓ)) from the better known properties of Fréchet derivatives.

Let X and Y be Banach spaces over R, and let f : X → Y. We say that f is Fréchet-
differentiable at x0 ∈ X if there is a bounded linear map T : X → Y such that

lim
x→x0

∥f(x)− f(x0)− T (x− x0)∥
∥x− x0∥

= 0.

This T is unique and is denoted Df(x0). We say that f is Fréchet-C1 if f is Fréchet-
differentiable at every point and x 7→ Df(x) is a continuous function X → L (X ,Y),
where L (X ,Y) is the Banach space of bounded linear transformations X → Y. By
induction, we say that f is Fréchet-Ck if it is Fréchet-differentiable at every point and Df
is Fréchet-Ck−1. We say that f is Fréchet-C∞ if it is Fréchet-Ck for every k ∈ N0.

If f is Fréchet-Ck, then the kth-order Fréchet derivatives Dkf are multilinear maps
X k → Y defined as follows. For k = 2, D(Df)(x) is an element of L (X ,L (X ,Y)). But a
linear map from X to L (X ,Y) is equivalent to a bilinear map X ×X → Y . The operator
norm on L (X ,L (X ,Y)) agrees with the norm on bilinear forms given by

∥Λ∥ = sup {∥Λ[x1, x2]∥ : ∥x1∥, ∥x2∥ ≤ 1}.

In a similar way, let M k(X ,Y) be the space of k-linear forms X k → Y. Then the k-fold
application ofD to a Fréchet-Ck function f produces a functionDkf from X to M k(X ,Y).

The spaces Cktr(R∗d,M (R∗d1 , . . . ,R∗dℓ))d
′
can be described alternatively as follows.

Lemma 3.17. Let f = (fA,τ )(A,τ)∈W be a tuple of functions Ad
sa ×Ad1

sa × · · · × Adℓ
sa → Ad′

that is multilinear in the last ℓ variables. Then f ∈ Cktr(Rd,M (R∗d1 , . . . ,R∗dℓ))d
′
if and

only if the following hold:

(1) For each (A, τ), fA,τ is a Fréchet-Ck function Ad
sa → M ℓ(Asa,Ad′), where Ad

sa and
Ad are viewed as Banach spaces with respect to ∥·∥∞.

(2) For k′ ≤ k, there exists

fk′ ∈ Ctr(R∗d,M (R∗d1 , . . . ,R∗dℓ × R∗d × · · · × R∗d︸ ︷︷ ︸
k′

))d
′

such that for all (A, τ) ∈ W,
Dk′(fA,τ ) = fA,τk′ .
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Proof. Suppose that f ∈ Cktr(R∗d,M ℓ)d
′
. By Definition 3.13, this means that all the

iterated directional derivatives up of order k′ ≤ k exist and are given by functions fk′ in
Ctr(R∗d,M ℓ+k′)d

′
. Now observe that for each (A, τ), the function fk′ defines a continuous

map from Ad
sa to the space of multilinear forms

Ad1
sa × · · · × Adℓ

sa ×Ad
sa × · · · × Ad

sa → Ad′

endowed with ∥·∥∞;∞,...,∞. This follows from Lemma 3.16 because for a multilinear form
Λ : Aℓ+k′

sa → Ad′ , we have ∥Λ∥∞;∞,...,∞ ≤ ∥Λ∥M ℓ,tr. Once we have this continuity, it
is a standard argument to show that fA,τ is Fréchet-Ck; this is a generalization of the
well-known fact from multivariable calculus that if a function has continuous iterated
directional derivatives up to order k, then it is Ck.

The converse is immediate. Indeed, the combination of statements (1) and (2) is stronger
than Definition 3.13 since Fréchet-differentiability implies the existence of directional
derivatives.

Remark 3.18 (Equality of mixed partials). The equality of mixed partials generalizes
to the setting of Fréchet differentiation: If f is a Fréchet-Ck function, then Dkf is a
symmetric multilinear form, that is, it is invariant under permutation of the arguments.
For f ∈ Cktr(R∗d,M (R∗d1 , . . . ,R∗dℓ))d

′
and σ in the symmetric group Perm(ℓ), we denote

by fσ ∈ Cktr(R∗d,M (R∗dσ−1(1) , . . . ,R∗dσ−1(ℓ))) the function given by

(fσ)
A,τ (X)[Y1, . . . ,Yℓ] = fA,τ (X)[Yσ−1(1), . . . ,Yσ−1(ℓ)].

This defines a right action of Perm(ℓ) on Cktr(R∗d,M ℓ)d
′
, and this action is isometric for

each seminorm ∥·∥Ctr(R∗d,M ℓ),R.
Equality of mixed partials means that if f ∈ Cktr(R∗d,M (R∗d1 , . . . ,R∗dℓ))d

′
, then

(∂kf)σ = ∂kf for every permutation σ that only affects the last k elements (that is, the
indices corresponding to the multilinear arguments introduced by differentiation).

Remark 3.19 (Lipschitz bounds). Similar reasoning as in the proof of Lemma 3.16 shows
the following Lipschitz-type bound: Let f ∈ C1

tr(R∗d;M (R∗d1 , . . . ,R∗dℓ))d
′
. Then for

(A, τ) ∈ W and R > 0 and α1, . . . αℓ, α, β ∈ [1,∞] with 1/α = 1/α1 + · · · + 1/αℓ + 1/β,
we have

∥fA,τ (X′)[Y1, . . . ,Yℓ]− fA,τ (X)[Y1, . . . ,Yℓ]∥α
≤ ∥∂f∥Ctr(R∗d,M ℓ+1)d′ ,R∥X−X′∥β∥Y1∥α1 . . . ∥Yℓ∥αℓ .

In particular, taking ℓ = 0, we see that for every f ∈ C1
tr(R∗d)d

′
, every α ∈ [1,∞], and

every (A, τ) ∈ W, the function fA,τ is Lipschitz with respect to ∥·∥α on the ∥·∥∞ ball
of Ad

sa with radius R, with Lipschitz constant bounded by ∥∂f∥Ctr(R∗d1 ,M (R∗d1 ))d2 ,R.

3.4. Composition. In this section, we will discuss composition of functions in Ck,ℓtr (R∗d)d
′

and the chain rule. The first lemma describes composition in our spaces of non-commutative
continuous functions.

Lemma 3.20. Let f ∈ Ctr(R∗d′ ,M (R∗d1 , . . . ,R∗dn))d
′′

for some n, d′ ∈ N0 and let d′′,
d1, . . . , dn ∈ N. Let g ∈ Ctr(R∗d)d

′

sa for some d ∈ N0. For each m = 1, . . . , n, let hm ∈
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Ctr(R∗d,M (R∗dm,1 , . . . ,R∗dm,ℓm ))dm for some ℓm ∈ N0 and dm,1, . . . , dm,ℓm . Let Lm =

ℓ1 + · · ·+ ℓm. Then there exists a (unique) function

f(g) # [h1, . . . ,hn] ∈ Ctr(R∗d,M (R∗d1,1 , . . . ,R∗d1,ℓ1 , . . . ,R∗dm,1 , . . . ,R∗dn,ℓn ))d
′′

given by

(f(g) # [h1, . . . ,hn])
A,τ (X)[Y1, . . . ,YLn ]

:= fA,τ (gA,τ (X))[hA,τ
1 (X)[Y1, . . . ,YL1

], . . . ,hA,τ
n (X)[YLn−1+1, . . . ,YLn ]].

Moreover, if we fix R > 0 and if

R′ = ∥g∥Ctr(R∗d)d′ ,R,

then

∥f(g) # [h1, . . . ,hn]∥Ctr(R∗d1 ,MLn )d′′ ,R′

≤ ∥f∥Ctr(R∗d′ ,Mn)d′′ ,R′∥h1∥Ctr(R∗d1 ,M ℓ1 ),R . . . ∥hn∥Ctr(Rd1 ,M ℓn ),R.

Moreover, the composition map

Ctr(R∗d)d
′

sa ×
n∏

m=1

Ctr(R∗d,M (R∗dm,1 , . . . ,R∗dm,ℓm ))dm

→ Ctr(R∗d,M (R∗d1,1 , . . . ,R∗d1,ℓ1 , . . . ,R∗dm,1 , . . . ,R∗dn,ℓn ))d
′′

is jointly continuous.

Proof. Let F = f(g)[h1, . . . ,hn]. Fix R and let R′ be as above. We begin by proving the
inequality that for each (A, τ),

∥FA,τ∥MLn ,tr,R ≤ ∥fA,τ∥Mn,tr,R′∥hA,τ
1 ∥M ℓ1 ,tr,R . . . ∥hA,τ

n ∥M ℓn ,tr,R. (3.4.1)

Let α, α1, . . . , αLn ∈ [1,∞] be such that

1

α
=

1

α1
+ · · ·+ 1

αLn
.

Let β1, . . . , βn be given by

1

βm
=

ℓm∑
j=1

1

αLm−1+j
.

Let X ∈ Ad
sa with ∥X∥ ≤ R. For each m ≤ n and j ≤ ℓm, let YLm−j+j ∈ Adm,j such that

∥Yi∥αi ≤ 1 for each i = 1, . . . , Ln. Note that

∥gA,τ (X)∥∞ ≤ ∥g∥tr,R ≤ R′.

Hence,

∥FA,τ (X)[Y1, . . . ,YLn ]∥α
≤ ∥fA,τ∥Mn,tr,R′∥hA,τ

1 (X)[Y1, . . . , YL1 ]∥β1 . . . ∥hA,τ
n (X)[YLn−1+1, . . . ,YLn ]∥βn .
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Moreover, for each m, by the definition of βm and of ∥hA,τ
m ∥M ℓm tr,R, we have

∥hA,τ
m (X)[YLm−1+1, . . . ,YLm ]∥βm

≤ ∥hA,τ
m ∥M ℓ1 ,tr,R∥YLm−1+1∥αLm−1+1

. . . ∥YLm∥αLm ≤ ∥hA,τ
m ∥M ℓn ,tr,R.

Therefore, (3.4.1) holds.
Now let us prove that F ∈ Ctr(R∗d,M (R∗d1,1 , . . . ,R∗d1,ℓ1 , . . . ,R∗dm,1 , . . . ,R∗dn,ℓn ))d

′′
.

We proceed in several steps.

(1) Suppose that f , g, and the hm’s are all trace polynomials. Then clearly F is a trace
polynomial.

(2) Next, suppose that f and the hm’s are trace polynomials, while g is in Ctr(R∗d)d
′

sa. Let
g(N) ∈ TrP(R∗d)d

′

sa such that g(N) → g in Ctr(R∗d)d
′

sa as N → ∞. If we fix R > 0, then

R∗ := sup
N

∥g(N)∥Ctr(R∗d)d′ ,R <∞.

Applying Lemma 3.16 with the radius R∗, we see that

lim
N→∞

sup
(A,τ)∈W

∥fA,τ ((g(N))A,τ )− fA,τ (g)∥Mn,tr,R = 0.

Let F(N) be defined analogously to F except using g(N) instead of g. By the same
argument as (3.4.1),

∥(F(N))A,τ − FA,τ∥MLn ,tr,R

≤ ∥fA,τ ((g(N))A,τ )− fA,τ (gA,τ )∥Mn,tr,R∥h1∥M ℓ1 ,tr,R . . . ∥hn∥M ℓn ,tr,R.

Hence,
lim
N→∞

sup
(A,τ)∈W

∥(F(N))A,τ − FA,τ∥MLn ,tr,R = 0,

so that F ∈ Ctr(R∗d,M (R∗d1,1 , . . . ,R∗d1,ℓ1 , . . . ,R∗dm,1 , . . . ,R∗dn,ℓn ))d
′′

because this
space is complete with respect to the family of seminorms.

(3) Suppose f is a trace polynomial, while hm ∈ Ctr(R∗d,M (R∗dm,1 , . . . ,Rdm,ℓm ))dmsa
and g ∈ Ctr(R∗d)d

′

sa. We approximate hm by trace polynomials h
(N)
m as N → ∞.

Then using (3.4.1), we conclude that the function F(N) obtained from composing
f with g and h

(N)
m converges to F with respect to the seminorms used to define

Ctr(R∗d,M (R∗d1,1 , . . . ,R∗d1,ℓ1 , . . . ,R∗dm,1 , . . . ,R∗dn,ℓn ))d
′′
, hence F is in this space.

(4) Finally, we consider the general case. In the last step we approximate f by trace
polynomials f (N) as N → ∞. The argument is similar to the previous step, so we leave
the details as an exercise.

Finally, to prove continuity, it suffices to show that given f ,g,h1, . . . ,hn and given R1 and
ϵ > 0, there exist R2, δ1, δ2, and η1, . . . , ηn such that if

∥f ′ − f∥Ctr(R∗d2 ,Mn),R2
< δ2,

∥g′ − g∥Ctr(R∗d1 ),R1
< δ1,

∥h′
m − hm∥Ctr(R∗d1 ,M ℓm ),R1

< ηm,
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then
∥F′ − F∥Ctr(R∗d1 ,MLn )d3 ,R1

< ϵ.

Let R2 = ∥g∥Ctr(R∗d1 )d2 ,R1
+1. Then by choosing δ2 small enough, we can guarantee that

∥g′∥Ctr(R∗d1 )d2 ,R1
< R2. Then we use the uniform continuity of f as in (2) to control the

error when we swap out g for g′. Proceeding as in (3) and (4), we can control the errors
when swapping out f for f ′ and hm for h′

m by choosing δ1 and η1, . . . , ηn small enough.
We leave the details as an exercise.

Theorem 3.21. Let k ∈ N0 ∪ {∞} and n ∈ N0. Let f ∈ Cktr(R∗d′ ,M (R∗d1 , . . . ,R∗dn))d
′′

for some d′ ∈ N0 and d′′, d1, . . . , dn ∈ N. Let g ∈ Cktr(R∗d)d
′

sa for some d ∈ N0. For
each m = 1, . . . , n, let hm ∈ Cktr(R∗d,M (R∗dm,1 , . . . ,R∗dm,ℓm ))dm for some ℓm ∈ N0 and
dm,1, . . . , dm,ℓm . Let Lm = ℓ1 + · · ·+ ℓm. Then

f(g) # [h1, . . . ,hn] ∈ Cktr(R∗d,M (R∗d1,1 , . . . ,R∗d1,ℓ1 , . . . ,R∗dm,1 , . . . ,R∗dn,ℓn ))d
′′
,

and for k′ ≤ k, we have

∂k
′
[f(g) # [h1, . . . ,hn]]

=

k′∑
j=0

∑
(B1,...,Bn,B

′
1,...,B

′
j)

partition of [Ln+k
′],

minB′
1<···<minB′

j

(
∂jf(g) # [∂|B1|h1, . . . , ∂

|Bn|hn, ∂
|B′

1|g, . . . , ∂|B
′
j |g]

)
σ
,

where σ is the permutation given by

(σ(1), . . . , σ(Ln + k′)) = (I1, . . . , In, B1, . . . , Bn, B
′
1, . . . , B

′
j),

where

Im = {|B1|+ · · ·+ |Bm|+ Lm+1 + 1, . . . , Lm+1 + |B1|+ · · ·+ |Bm|+ Lm},

and where each of the sets Ii, Bi, and B′
i is interpreted in the definition of σ as a list of

elements in order from least to greatest. Here the blocks B1, . . . , Bn, B
′
1, . . . , B

′
j are regarded

as an ordered tuple rather than a set, so that the same partition (set of blocks) can occur
several times. Moreover, the composition map

Cktr(R∗d)d
′

sa ×
n∏

m=1

Cktr(R∗d,M (R∗dm,1 , . . . ,R∗dm,ℓm ))dm

→ Cktr(R∗d,M (R∗d1,1 , . . . ,R∗d1,ℓ1 , . . . ,R∗dm,1 , . . . ,R∗dn,ℓn ))d
′′

is jointly continuous.

Remark 3.22. It is immediate from the theorem that the BCktr spaces are also closed
under composition.

Proof. Fix (A, τ) ∈ W. Then by iteratively applying the chain rule for Fréchet-Ck functions
(which is standard), we obtain the formula asserted above with fA,τ , gA,τ , and hA,τ rather
than f , g, and hm. Because of Lemma 3.20, the resulting expression is an element of
Ctr(R∗d1 ,MLn+k

′
)d3 .
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To explain the formula, note that when we apply ∂ iteratively k′ times, the operator ∂
at each stage could “hit” three different things:

(1) It could differentiate ∂jf(g) by the chain rule which will change it to ∂j+1f(g) and
produce another term ∂g, which we append as the (j + 1)th argument for ∂j+1f(g)

(thus, setting tj+1 = 0).
(2) It could differentiate an already existing term ∂tig that is one of the multilinear

arguments (which was originally produced by step (1)).
(3) It could differentiate one of the multilinear arguments ∂smhm.

We arrive at the formula by keeping track of all these possibilities. Here Bm represents the
set of time indices when hm is differentiated andB′

i represents the set of indices in which the
ith derivative of g is appended and differentiated. Since the copies are appended in order,
we have minB′

1 < · · · < minB′
j . The first Ln input vectors into ∂k

′
[f(g) # [h1, . . . ,hn]]

are supposed to represent the multilinear arguments in the positions that already existed
at stage 0; or in other words, YLm−1+1, . . . ,YLm should be plugged into the first ℓm places
of hm for each m, which is the index set Im. The permutation σ is defined to put these
vectors into the correct locations, and the same for the tangent vectors corresponding to
differentiation of the terms of the form hi or ∂ig.

Continuity of the composition operation follows from the formula for derivatives and
the continuity claim in Lemma 3.20.

Corollary 3.23. Cktr(R∗d) is a ∗-algebra.

Proof. We already explained the ∗-operation on Cktr(R∗d). If f and g are self-adjoint, then
the product fg is the same as h(f, g) where h(x1, x2) = x1x2 ∈ TrP(R∗2). Since h is C∞

tr ,
it follows from Theorem 3.21 that if f and g are Cktr and self-adjoint, then fg is Cktr. The
restriction of self-adjointness for f and g can be removed by decomposing a general element
into its real and imaginary (that is, self-adjoint and anti-self-adjoint) parts.

Corollary 3.24. There is a continuous map

tr : Cktr(R∗d,M (R∗d1 , . . . ,R∗dℓ)) → Cktr(R∗d,M (R∗d1 , . . . ,R∗dℓ))

defined by
(tr(f))A,τ (X)[Y1, . . . ,Yℓ] = τ(fA,τ (X)[Y1, . . . ,Yℓ]).

Moreover, ∂k
′
[tr(f)] = tr[∂k

′
f ] for k′ ≤ k.

Proof. The trace tr can be viewed as an element g of C∞
tr (R∗0,M (R∗1)) that is given by

gA,τ [Y ] = τ(Y ). Recall that |τ(X)| ≤ ∥X∥α for all α ∈ [1,∞] and so ∥g∥Ctr(R∗0,M1),R

= 1 for all R. Also, ∂kg = 0 for k ≥ 1. For f ∈ Cktr(R∗d,M ℓ)sa, we define tr(f) :=

g[f ]. Then the relation ∂k
′
[tr(f)] = tr[∂k

′
f ] follows from the chain rule. A general f ∈

Cktr(R∗d,M (R∗d1 , . . . ,R∗dℓ)) can be broken into its self-adjoint and anti-self-adjoint parts,
and thus the map tr can be extended to all of Cktr(R∗d,M (R∗d1 , . . . ,R∗dℓ)).

As a consequence, if f ,g ∈ Cktr(R∗d)d
′
, we can define a new function ⟨f ,g⟩tr ∈

tr(Cktr(R∗d)) by
⟨f ,g⟩A,τtr (X) = ⟨fA,τ (X),gA,τ (X)⟩τ .
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In particular, we will denote by ⟨x,x⟩tr the function whose evaluation on (A, τ) and X

is ∥X∥22.

3.5. An inverse function theorem. The following result is a version of the inverse
function theorem. Although it would be possible to prove inverse function theorems on an
operator norm ball, it is sufficient for our purposes to use the “cheap” global version that
comes from a contraction mapping principle.

Proposition 3.25 (Global inverse function theorem). Let k ≥ 1. Let f ∈ Cktr(R∗d)dsa for
some k ≥ 1. Suppose that for some 0 < K < K ′, we have

∥∂f −K ′ Id∥BCtr(R∗d,M1)d ≤ K.

Then there exists (a unique) g ∈ Cktr(R∗d)dsa such that f ◦ g = g ◦ f = id.
Denote this function by f−1. For a given K ′ < K, we have continuity of the map

f 7→ f−1 :
{
f ∈ Cktr(R∗d)dsa : ∥∂f −K ′ Id∥BCtr(R∗d,M1(R∗d))d ≤ K

}
→ Cktr(R∗d)dsa,

where we use the subspace topology from Cktr(R∗d)dsa on the domain.

Proof. By substituting (1/K ′)f for f and g(K ′(·)) for g, we may assume without loss of
generality that K ′ = 1. Define g0 = id and inductively

gn+1 = id + (id− f) ◦ gn.

Note that ∥(id − f)A,τ (X) − (id − f)A,τ (Y)∥∞ ≤ K∥X − Y∥∞ for X,Y ∈ Ad
sa for any

(A, τ) ∈ W. It follows that

∥(id− f) ◦ h− (id− f) ◦ h′∥Ctr(R∗d)d,R ≤ K∥h− h′∥Ctr(R∗d)d,R

for h,h′ ∈ Ctr(R∗d)dsa and R > 0. In particular, for R > 0,

∥gn+1 − gn∥Ctr(R∗d)dsa,R
≤ Kn∥g1 − g0∥Ctr(R∗d)dsa,R

= Kn∥id− f∥Ctr(R∗d)dsa,R
.

So, gn converges as n→ ∞ to some g ∈ Ctr(R∗d)dsa, which must satisfy g = id+(id−f)◦g,
or in other words f ◦ g = id. Since id− f is K-Lipschitz on Ad

sa for any (A, τ) and K < 1,
it follows that fA,τ is injective. Thus, in the relation fA,τ ◦ gA,τ ◦ fA,τ = fA,τ , we may
cancel fA,τ on the left-hand side and thus obtain g ◦ f = id. Since the rate of convergence
in ∥·∥Ctr(R∗d)d,R only depends on K and ∥id − f∥Ctr(R∗d)dsa,R

, it follows that g depends
continuously on f in Cktr(R∗d)dsa.

Note that by the chain rule and induction, gn ∈ Cktr(R∗d)dsa and for 1 ≤ k′ ≤ k we have

∂k
′
gn+1 =

k′∑
j=1

∑
(B1,...,Bj)

partition of [k′]
minB1<···<minBj

(∂j(id− f) ◦ gn)[∂|B1|gn, . . . , ∂
|Bj |gn].

We claim that ∂k
′
gn converges as n→ ∞. We first describe the candidate limit functions

g(k′) as fixed points of the equation where we substitute g(k′) for ∂k
′
gn and ∂k

′
gn+1. Of

course g(0) will simply be g. Separating out the j = 1 term on the right-hand side, this
equation becomes
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g(k′) = (Id− ∂f ◦ g) # g(k′) −
k′∑
j=2

∑
(B1,...,Bj)

partition of [k′]
minB1<···<minBj

(∂jf ◦ g)[g(|B1|), . . . ,g(|Bj |)].

Since ∥Id−∂f∥BCtr(R∗d,M1)d ≤ K < 1, it follows that the right-hand side is K-contractive
as a function of g(k′). Thus, we may construct the functions g(k′) by induction on k′;
assuming the previous terms have been defined, g(k′) is obtained by iteration of the
right-hand side, starting with the function Id for k′ = 1 and 0 for k′ > 1. The rate of
convergence of the iterates with respect to ∥·∥Ctr(R∗d),R is controlled completely by the
constant K, the norms of the derivatives of f on the ball of radius R′ := ∥g∥Ctr(R∗d)d,R,
and the norms of the previous terms g(j) on the ball of radius R. In particular, we can
show that g(k′) ∈ Ctr(R∗d,M k′(R∗d))d depends continuously on f ∈ Cktr(R∗d)dsa using
induction on k′. Indeed, once we know the claim for j < k′, then the iterates for g(k′)

depend continuously on f , and the preceding remarks show that for each R, the rate of
convergence will be uniform on some open set in Cktr(R∗d)dsa containing f .

To finish the proof, it only remains to show that g is in Cktr(R∗d)dsa and ∂k
′
g = g(k′)

for k′ ≤ k. To this end, it suffices to show that ∂k
′
gn → g(k′) as n → ∞. We proceed by

induction on k′ ≥ 1 (with k′ = 0 already proved). Subtracting the relations for ∂k
′
gn+1

and g(k′), we get

∂k
′
gn+1 − g(k′) = (Id− ∂f ◦ gn) # (∂k

′
gn − g(k′)) + (∂f ◦ gn − ∂f ◦ g) # g(k′)

+

k′∑
j=2

∑
(B1,...,Bj)

partition of [k′]
minB1<···<minBj

[
(∂j(id− f) ◦ gn)[∂|B1|gn, . . . , ∂

|Bj |gn]

− (∂jf ◦ g)[g(|B1|), . . . ,g(|Bj |)]
]
.

Let ϵn,R be the norm of (∂f ◦gn−∂g)#g(k′) plus the norms of the terms in the summation.
By the induction hypothesis and by continuity of composition ϵn,R → 0 as n → ∞, and
we also have

∥∂k
′
gn+1 − g(k′)∥Ctr(R∗d,Mk′ (R∗d))d,R ≤ K∥∂k

′
gn − g(k′)∥Ctr(R∗d,Mk′ (R∗d))d,R + ϵn,R.

A straightforward induction on n shows that

∥∂k
′
gn − g(k′)∥Ctr(R∗d,Mk′ (R∗d))d,R

≤ Kn∥∂k
′
g0 − g(k′)∥Ctr(R∗d,Mk′ (R∗d))d,R +

n∑
m=0

Kmϵn−m,R.

Clearly, the first term on the right-hand side goes to zero as n → ∞. For the sec-
ond term, note that the bi-infinite sequence (1m≤nϵn−m,R)m,n is bounded and we have
limn→∞ 1m≤nϵn−m,R = 0. Because

∑∞
m=0K

m <∞, the dominated convergence theorem
implies that

lim
n→∞

n∑
m=0

Kmϵn−m,R = lim
n→∞

∞∑
m=0

Km1m≤nϵn−m = 0.

Thus, ∂k
′
gn → g(k′) as desired.
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4. Non-commutative smooth functions: connections

4.1. Scalar-valued functions, non-commutative laws, andoperator algebras. The
trace map in Corollary 3.24 leads to the following definition.

Definition 4.1. We denote the image of tr in Cktr(R∗d,M (R∗d1 , . . . ,R∗dℓ)) by

tr(Cktr(R∗d,M (R∗d1 , . . . ,R∗dℓ))).

Observation 4.2. Let f ∈ Cktr(R∗d,M (R∗d1 , . . . ,R∗dℓ)). Then the following are equivalent:

(1) f ∈ tr(Cktr(R∗d,M (R∗d1 , . . . ,R∗dℓ))),
(2) fA,τ (X)[Y1, . . . ,Yℓ] ∈ C for all (A, τ) and X,Y1, . . . ,Yℓ ∈ Asa,
(3) f = tr(f).

Thus, tr(Cktr(R∗d,M ℓ) may be viewed as the subspace of Cktr(R∗d,M (R∗d1 , . . . ,R∗dℓ))

consisting of scalar-valued functions. Similarly, f ∈ tr(Cktr(R∗d,M (R∗d1 , . . . ,R∗dℓ))) is
self-adjoint if and only if fA,τ is real-valued for every (A, τ) ∈ W.

Non-commutative laws can be characterized as certain linear functionals on Ctr(R∗d).
To state this result, we use the following definitions.

Definition 4.3. We say that f ∈ Cktr(R∗d) is positive if fA,τ (X) ≥ 0 in A for every
(A, τ) ∈ W and X ∈ Ad

sa. We say that a map Φ : Cktr(R∗d1) → Ctr(R∗d2) is positive if it
maps positive elements to positive elements.

Definition 4.4. Let A be an algebra. We say that map Φ : Cktr(R∗d) → A is multiplicative
over tr(Ctr(R∗d)) if Φ(fg) = Φ(f)Φ(g) whenever f ∈ tr(Cktr(R∗d)).

Lemma 4.5. The following three sets are in bijection with each other:

(1) the space Σd of non-commutative laws λ,
(2) the set of continuous positive algebra homomorphisms ρ : tr(Ctr(R∗d)) → C,
(3) the set of continuous unital positive maps Φ : Ctr(R∗d) → C that are multiplicative

over tr(Ctr(R∗d)) and satisfy Φ = Φ ◦ tr.

The bijections are given by

λ = ρ ◦ tr |C⟨x1,...,xd⟩, λ = Φ|C⟨x1,...,xd⟩, Φ = ρ ◦ tr, ρ = Φ|tr(Ctr(R∗d)).

Proof. First, we show the bijection between (2) and (3). Note that tr is a continuous unital
positive map Ctr(R∗d) → tr(Ctr(R∗d)) that is multiplicative over tr(Ctr(R∗d)). Hence, if ρ
satisfies (2), then Φ = ρ ◦ tr satisfies (3). Conversely, if Φ satisfies (3), then Φ|tr(Ctr(R∗d))

satisfies (2), and the maps ρ 7→ ρ ◦ tr and Φ 7→ Φ|tr(Ctr(R∗d)) are mutually inverse.
Next, we show the bijection between (1) and (2). If ρ satisfies (2), then let λ(p) =

ρ(tr(p)) for p ∈ C⟨x1, . . . , xd⟩. Since ρ is an algebra homomorphism it is unital and hence
λ(1) = 1. Also, λ(pq) = λ(qp) since tr(pq) = tr(qp) in Ctr(R∗d). Thirdly, tr(p∗p) is positive
in tr(Ctr(R∗d)), hence λ(p∗p) ≥ 0. Finally, since ρ is continuous, there exist R > 0 and
δ > 0 such that

∥f∥Ctr(R∗d),R ≤ δ =⇒ |ρ(tr(f))| < 1.
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Taking p(x) = xi1 . . . xiℓ , we have ∥p∥Ctr(R∗d),R = Rℓ and hence

|λ(p)| = |ρ(tr(p))| ≤ Rℓ/δ.

Since this holds for all ℓ, we know λ is exponentially bounded and hence is a non-
commutative law.

Conversely, suppose that λ is a non-commutative law in Σd,R. Let X be a d-tuple of
self-adjoint operators in (A, τ) which realize the law λ. Then define ρ : tr(Ctr(R∗d)) → C
by ρ(f) = f(X). Clearly, f is a positive homomorphism, and also ρ is continuous since
|ρ(f)| ≤ ∥f∥Ctr(R∗d),R.

Now, let us show that the maps λ 7→ ρ and ρ 7→ λ described above are mutually
inverse. If we start with λ and define ρ(f) = f(X) using A, τ , and X as above, then
ρ(tr(p)) = τ(p(X)) = λ(p). On the other hand, suppose we start with ρ and let λ =

ρ ◦ tr |C⟨x1,...,xd⟩. Let X be a tuple realizing the law λ. Then clearly ρ(tr(p)) = τ(p(X)).
Since ρ is a homomorphism, it follows that ρ(f) = f(X) holds for all scalar-valued trace
polynomials. But the trace polynomials are dense in Ctr(R∗d) and hence this equality holds
for all f .

This lemma allows us to describe the push-forward of non-commutative laws by func-
tions f ∈ Ctr(R∗d)d

′

sa. Indeed, if f ∈ Ctr(R∗d)d
′

sa, then there is a continuous positive homo-
morphism tr(Ctr(R∗d′)) → tr(Ctr(R∗d)) given by g 7→ g ◦ f . Continuity follows because f is
bounded in ∥·∥∞ on each ∥·∥∞-ball. If ρ is a positive homomorphism tr(Ctr(R∗d)sa) → C,
then f∗ρ := ρ ◦ f is a continuous positive homomorphism tr(Ctr(R∗d′)) → C. Since the
continuous homomorphisms are in bijection with non-commutative laws, there is a corre-
sponding push-forward operation f∗ : Σd → Σd′ . Furthermore, the push-forward map f∗ is
characterized by the property that for all (A, τ) ∈ W and X ∈ Ad

sa, we have λf(X) = f∗λX.
Push-forwards of non-commutative laws lead naturally to inclusions and isomorphisms

of tracial C∗- and W∗-algebras. The next observation is immediate from Lemma 2.20.

Observation 4.6. Let f ∈ Ctr(R∗d)dsa. Let µ ∈ Σd, and let (A1, τ1) be the W∗ GNS
representation of µ, and let X ∈ (A1)

d
sa be the canonical generators having the non-

commutative law µ. Similarly, let (A2, τ2) be the GNS representation for f∗µ with its
canonical generators Y ∈ (A2)

d′

sa. Then there is a unique inclusion map ι : (A2, τ2) →
(A1, τ1) of tracial W∗-algebras such that ι(Y) = fA1,τ1(X). Moreover, ι(C∗(Y)) ⊆ C∗(X).

Observation 4.7. Consider the same situation as above, and suppose there exists a function
g ∈ Ctr(R∗d′)dsa such that gA2,τ2(Y) = X. Then ι is an isomorphism of tracial W∗-algebras,
which also restricts to an isomorphism C∗(Y) → C∗(X).

Observation 4.8. Suppose that f ∈ Ctr(R∗d)d
′

sa and Ctr(R∗d′)dsa satisfy f ◦ g = id and
g ◦ f = id. Let µ ∈ Σd. Then by the previous observations there is an isomorphism of
the tracial W∗-algebras associated to µ and f∗µ respectively, which also restricts to an
isomorphism of the C∗-algebras associated to the two laws.

Remark 4.9. If f and g as above satisfy f ◦ g = id and g ◦ f = id, then we must have
d = d′. This is because f defines a homeomorphism MN (C)dsa → MN (C)d′sa for every N ,
so it follows from the invariance of domain theorem in topology (and in fact, we would
only need the homeomorphism for a single value of N to make this conclusion). However,
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if we only assume that gA,τ (fA,τ (X)) = X for a particular d-tuple of operators X in a
particular (A, τ), then it is a difficult question whether d must equal d′, and the answer
will likely depend on the properties of the tuple X.

4.2. One-variable functional calculus

Lemma 4.10. If ϕ ∈ C(R), then the function f = (fA,τ )(A,τ)∈W given by fA,τ (X) = ϕ(X)

for every (A, τ) ∈ W and X ∈ Asa is an element of Ctr(R∗1).

Proof. Let (ϕ(N))N∈N be a sequence of polynomials which converge to ϕ uniformly on
compact subsets of R. By the spectral mapping theorem, for any (A, τ) and any self-
adjoint operator X in A with ∥X∥ ≤ R, we have

∥ϕ(N)(X)− ϕ(X)∥∞ ≤ sup
t∈[−R,R]

|ϕ(N)(t)− ϕ(t)|.

Hence, the sequence of polynomials ϕ(N)(x) ∈ C[x] ⊆ Ctr(R) converges in Ctr(R) to some
function f , which clearly must satisfy fA,τ (X) = ϕ(X) for self-adjoint X in (A, τ).

Definition 4.11. Given ϕ ∈ C(R), we denote the corresponding element of Ctr(R) by
ϕ(x), where x is the same formal variable used for defining the trace polynomials in Ctr(R).
Similarly, for j ≤ d, we may define an element ϕ(xj) in Ctr(R∗d) as the element sending a
self-adjoint tuple (X1, . . . , Xd) in (A, τ) to ϕ(Xj).

Under what conditions ϕ(x) ∈ Cktr(R∗d)? Peller, Aleksandrov, and Nazarov have studied
the free difference quotients of functions on the real line for the sake of understanding the
perturbations of self-adjoint operators [73, 2, 1, 4, 3], and concluded that Besov spaces are
natural spaces of functions on R that lead to operator Ck functions; for a self-contained
development of operator Ck functions, see [67]. However, we do not need the full strength
of these results, and we will be content to directly apply one of the key basic ideas,
Fourier decomposition, to our current context. We also point out that the recent papers
[26] and [72] have applied the same functional calculus/Fourier decomposition techniques
to study the finer properties of random matrix models. We begin by describing the non-
commutative derivatives of the complex exponential eix ∈ Ctr(R) for each t ∈ R. In
the formula for derivatives, we recall that the theory of Riemann integration is valid for
continuous functions on polytopes taking values in a Fréchet space, with all the same
proofs that are learned in undergraduate calculus.

Lemma 4.12. For each t ∈ R, the function eitx is in BC∞
tr (R) and satisfies

∥∂k[eitx]∥BCtr(R,Mk) ≤ tk. (4.2.1)

The derivatives are given explicitly as follows. Let ∆k denote the simplex

∆k := {(s0, . . . , sk) : sj ≥ 0, s0 + · · ·+ sk = 1},

and let ρk be the standard uniform probability measure on ∆k. Then

∂k[eitx][y1, . . . , yk] =
(it)k

k!

∑
σ∈Perm(k)

∫
∆k

eits0xyσ(1)e
its1x . . . yσ(k)e

itskx dρk(s0, . . . , sk).

(4.2.2)
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Here y1, . . . , yk denote the formal variables occurring as multilinear arguments of the
derivative, and the integral is interpreted as a Riemann integral with values in the Fréchet
space Ctr(R,M k).

Proof. First, we prove the formula for the derivative. Consider the projection map πk :

Rk+1 → Rk onto the first k coordinates. Note that πk gives an affine bijection from ∆k onto
the simplex {sj ≥ 0, s0+ · · ·+sk−1 ≤ 1}, and therefore this map is measure-preserving up
to a constant factor. The Lebesgue measure on Rk assigns total mass 1/k! to the simplex
πk(∆k) and hence (4.2.2) is equivalent to

∂k[eitx][y1, . . . , yk]

= (it)k
∑

σ∈Perm(k)

∫
πk(∆k)

eits0xyσ(1)e
its1x . . . yσ(k)e

it(1−s0+···+sk−1)x ds0 . . . dsk−1.

(4.2.3)

We prove this formula by induction. First, consider k = 1. For n ∈ N, the function xn

is in Ctr(R) with ∥xn∥Ctr(R),R = Rn. Moreover, by the product rule,

∂[xn][y] =
n−1∑
m=0

xn−1−myxm,

so clearly ∥∂[xn]∥Ctr(R,M1),R ≤ nRn−1. It follows that the series
∞∑
n=0

1

n!
(itx)n

converges in C1
tr(R). This series must agree with eitx since they agree when evaluating on

any self-adjoint operator X. We thus have

∂[eitx][y] =
∞∑
n=0

(it)n

n!

n−1∑
m=0

xn−1−myxm =
∑
ℓ,m≥0

(it)ℓ+m+1

(ℓ+m+ 1)!
xℓyxm

= it
∑
ℓ,m≥0

1

(ℓ+m+ 1)!
(itx)ℓy(itx)m.

Observe that by repeated integration by parts∫ 1

0

1

ℓ!
sℓ

1

m!
(1− s)m ds =

∫ 1

0

1

(ℓ+ 1)!
sℓ+1 1

(m− 1)!
(1− s)m−1 ds = · · ·

=

∫ 1

0

1

(ℓ+m)!
sℓ+m ds =

1

(ℓ+m+ 1)!
,

so that

∂[eitx][y] = it
∑
ℓ,m≥0

(∫ 1

0

1

ℓ!
sℓ

1

m!
(1− s)m ds

)
(itx)ℓy(itx)m

= it

∫ 1

0

∑
ℓ,m≥0

1

ℓ!
(itsx)ℓ

1

m!
(it(1− s)x)m ds = it

∫ 1

0

eitsxyeit(1−s)x ds.
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Note that (itsx)ℓy(itx(1 − s))m is an element of Ctr(R,M 1) that depends continuously
on s and its norm on the R-ball is bounded by (|t|R)ℓ+m. This implies uniform convergence
of the series and hence the Ctr(R,M 1)-valued summation and integration are defined and
exchangeable. This proves (4.2.2) and hence (4.2.3) in the case k = 1.

For the induction step, assume (4.2.2) holds for k. Then by applying the product rule
inside the integral, we evaluate ∂k+1[eitx][y1, . . . , yk, yk+1] as

(it)k

k!

∑
σ∈Perm(k)

∫
∆k

k∑
ℓ=0

eits0xyσ(1) . . . e
itsℓ−1xyσ(ℓ) ∂[e

itsℓ ][yk+1]

× yσ(ℓ+1)e
itsℓ+1x . . . yσ(k)e

itskx dρk(s0, . . . , sk).

Using the k = 1 case,

∂[eitsℓ ][yk+1] = itsℓ

∫ 1

0

eitsℓuxyk+1e
istℓ(1−u)x du = it

∫ sℓ

0

eitvxyk+1e
it(sℓ−v)x dv.

We substitute this into the above equation. Then we observe that for any function ϕ

on ∆k+1, we have

k!

∫
∆k

∫ sℓ

0

ϕ(s0, . . . , sk, sℓ − v) dv dρk(s0, . . . , sk)

= (k + 1)!

∫
∆k+1

ϕ(s0, . . . , sk+1) dρk+1(s0, . . . , sk+1),

where we use the parametrization of ∆k by πk(∆k). Also, recall that ρk is permutation
invariant. Thus, ∂k+1[eitx][y1, . . . , yk, yk+1] becomes

(it)k+1

(k + 1)!

∑
σ∈Perm(k)

k∑
ℓ=0

∫
∆k+1

eits0xyσ(1) . . . e
itsℓ−1xyσ(ℓ)e

itsℓxyk+1

× eitsℓ+1xyσ(ℓ+1) . . . e
itskxyσ(k)e

itsk+1x dρk+1(s0, . . . , sk+1).

It is a straightforward combinatorial manipulation to reduce this to (4.2.2) for k + 1;
the idea is that by choosing a permutation σ ∈ Perm(k) and then inserting k + 1 at
every possible position before, between, or after the existing elements, we achieve every
permutation of k + 1 elements.

Now note that for any operator X, eitX is unitary. This implies that ∥eitx∥BCtr(R) = 1.
By substituting this into (4.2.2), we get (4.2.1).

The role of the Fourier transform is to decompose a function on R into a linear
combination of complex exponentials. For ϕ ∈ L1(R), the Fourier transform is given by

ϕ̂(s) =

∫
R
e−2πistϕ(t) dt.

If ϕ̂ ∈ L1(R), then we have the Fourier inversion formula

ϕ(t) =

∫
R
e2πitsϕ̂(s) ds.

The Fourier transform extends to a well-defined operator on the space of tempered distri-
butions and in particular is well-defined for any continuous function of polynomial growth
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at ∞. We also have
ϕ̂′(s) = 2πisϕ̂(s)

for all tempered distributions. In particular, this implies that if skϕ̂(s) is in L1(R), then
(d/dt)kϕ is in BC(R). In fact, we will show a similar property for the non-commutative
derivatives of ϕ(x) in Ctr(R).

Proposition 4.13. Let k ∈ N.

(1) Suppose that ϕ∈BC(R) and
∫
R(1 + |s|k)|ϕ̂(s)| ds is finite. Then ϕ ∈ BCktr(R) with

∥∂ℓϕ(x)∥BCtr(R,M ℓ) ≤
∫
R
|(2πis)ℓϕ̂(s)| ds

for each ℓ ≤ k.
(2) If ϕ ∈ Ck+2(R), then ϕ(x) ∈ Cktr(R).

Proof. (1) In light of (4.2.1), for every R > 0 and ℓ ≤ k we have

∥∂ℓ(e2πisx)∥Ctr(R),R ≤ |2πs|ℓ.

Moreover, the map s 7→ ∂k[e2πisx] from R to Ctr(R,M ℓ) is continuous by continuity of
composition in Lemma 3.20. Moreover, ϕ̂ is continuous. Thus, the improper Riemann
integral ∫

R
∂ℓ[e2πisx]ϕ̂(s) ds = lim

S→∞

∫ S

−S
∂ℓ[e2πisx]ϕ̂(s) ds

is well-defined in Ctr(R,M ℓ) for each ℓ ≤ k. Or equivalently, the improper Riemann
integral

∫
R e

2πisxϕ̂(s) ds is well-defined in Cktr(R). By evaluating this on any self-adjoint
operatorX and using the spectral decomposition ofX, we see that ϕ(x) =

∫
R e

2πisxϕ̂(s) ds

in Ctr(R). Therefore, ϕ ∈ Cktr(R). Also,

∂ℓ[ϕ(x)] =

∫
R
∂ℓ[e2πisx]ϕ̂(s) ds,

so that ∥∂ℓ[ϕ(x)]∥Ctr(R,M ℓ),R ≤
∫
R |(2πis)kϕ̂(s)| ds for all R, which implies ϕ ∈ BCktr(R).

(2) Since the definition of Cktr(R) requires approximation of ϕ(x) and its derivatives
on each operator norm ball, it suffices to show that ϕ(x) agrees with a Cktr(R) function
on each operator norm ball. Fix R, and let ψ ∈ Ck+2

c (R) such that ψ|[−R,R] = ϕ|[−R,R].
Clearly, ψ(x) agrees with ϕ(x) on the operator norm ball of radius R. Note that sℓψ̂(s)
is bounded for ℓ ≤ k + 2. In particular, (1 + |s|k)|ψ̂(s)| is bounded by a constant times
1/(1 + s2), and hence it is integrable. Thus, (1) shows that ψ ∈ Cktr(R) as required.

The following is a technical variant of the previous proposition which we will use later
in the proof of Theorem 7.18. The point is that we can control ∂ϕ(x) with only information
about ϕ̂′ and not ϕ̂.

Lemma 4.14. Suppose that ϕ ∈ C1(R) with polynomial growth at ∞. If sϕ̂(s) is in
C(R) ∩ L1(R), then ϕ(x) ∈ C1

tr(R) with ∂ϕ(x) ∈ BCtr(R,M (R∗1)).

Proof. Note that for any R > 0, (1− e−Rs
2

)ϕ̂(s) is in C(R)∩L1(R). Thus, we may define

ϕR(t) =

∫
R
e2πits(1− e−Rs

2

)ϕ̂(s) ds.
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Thus, ϕ̂R(s) = (1− e−Rs
2

)ϕ̂(s) and ϕ̂′R(s) = 2πis(1− e−Rs
2

)ϕ̂(s). Because 2πisϕ̂(s) is in
L1(R)∩C(R), we have 2πis(1−e−Rs2)ϕ̂(s) → 2πisϕ̂(s) in L1(R) asR→ ∞. In particular,
it follows that ϕ′R → ϕ′ uniformly, hence ϕR − ϕR(0) → ϕ − ϕ(0) uniformly on compact
sets, and so ϕR(x)− ϕR(0) + ϕ(0) → ϕ(x) in Ctr(R). Now because 2πisϕ̂R(s) → 2πisϕ̂(s)

in L1(R), we see in particular that 2πisϕ̂R(s) is Cauchy in L1(R) as R → ∞, and hence
∂ϕR(x) is Cauchy in BCtr(R,M (R∗1)) as R→ ∞, and thus converges to some limit. The
limit must give the Fréchet derivative of ϕ(x) and hence ϕ ∈ C1

tr(R) and ∂ϕ ∈ BCtr(R).

4.3. The gradient, divergence, and Laplacian. A function f ∈ tr(C1
tr(R∗d)) defines

for each (A, τ) ∈ W a map Ad
sa → C. Since Ad

sa is contained in the Hilbert space L2(A, τ)dsa,
it makes sense at least formally to speak of the gradient of f . In fact, taking A =MN (C)
with its canonical trace trN , we obtain a C1 function fMN (C),trN : MN (C)dsa → C, which
certainly has a gradient with respect to the inner product coming from trN . The rigorous
construction of the gradient in fact makes sense for f ∈ tr(C1

tr(R∗d,M (R∗d1 , . . . ,R∗dℓ))).
We start with an auxiliary technical lemma.

Lemma 4.15. There is a Fréchet-space isomorphism

Φ : tr(Ctr(R∗d,M (R∗d1 , . . . ,R∗dℓ ,R∗d))) → Ctr(R∗d,M (R∗d1 , . . . ,R∗dℓ))d

such that Φ(g) is the unique element satisfying

gA,τ (X)[Y1, . . . ,Yℓ,Y] = ⟨Y,Φ(g)A,τ (X)[Y1, . . . ,Yℓ]⟩τ . (4.3.1)

Furthermore, we have

∥Φ(g)∥Ctr(R∗d,M ℓ),R ≤ ∥g∥Ctr(R∗d,M ℓ+1),R ≤ d∥Φ(g)∥Ctr(R∗d,M ℓ),R (4.3.2)

Finally, for k ∈ N0 ∪ {∞}, Φ maps tr(Cktr(R∗d,M (R∗d1 , . . . ,R∗dℓ ,R∗d)) isomorphically
(as Fréchet spaces) onto Cktr(R∗d,M (R∗d1 , . . . ,R∗dℓ)d, and it satisfies

∂k
′
(Φ(g)) = Φ((∂k

′
g)σ) for k′ ≤ k, (4.3.3)

where σ is the permutation of {1, . . . , ℓ+ 1 + k′} that moves ℓ+ 1 to the last position and
leaves the other indices in the same order.

Proof. Consider a trace polynomial g in Ctr(R∗d,M (R∗d1 , . . . ,R∗dℓ)) that is expressed as
a product of monomials

τ(g1(x,y1, . . . ,yℓ)) . . . τ(gk(x,y1, . . . ,yℓ))τ(h1(x,y1, . . . ,yℓ)yih2(x,y1, . . . ,yℓ)),

such that the overall expression is multilinear in y1, . . . ,yℓ,y, where y = (y1, . . . , yd).
Then set

Φ(g) = (0, . . . , 0︸ ︷︷ ︸
i−1

, h2h1, 0, . . . , 0︸ ︷︷ ︸
d−i

).

Straightforward computation checks that Φ(g) satisfies (4.3.1). The map Φ extends to all
trace polynomials by linearity.

Next, we must pass to the completion Ctr(R∗d,M (R∗d1 , . . . ,R∗dℓ ,R∗d)). To this end,
we first show (4.3.2) in the special case where g is a trace polynomial. Let (A, τ) ∈ W, let
X ∈ Ad

sa with ∥X∥∞ ≤ R, let α, α1, . . . , αℓ ∈ [1,∞] with 1/α = 1/α1 + · · ·+1/αℓ, and let
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Yj ∈ Adj with ∥Yj∥αj ≤ 1. Let 1/α+ 1/β = 1, and let Y ∈ Ad with ∥Y∥β ≤ 1. Then

|⟨Y,Φ(g)A,τ (X)[Y1, . . . ,Yℓ]⟩τ | = |gA,τ (X)[Y1, . . . ,Yℓ,Y]| ≤ ∥g∥Ctr(R∗d,M ℓ+1),R.

Since Y was arbitrary with ∥Y∥β ≤ 1, we have

∥Φ(g)A,τ (X)[Y1, . . . ,Yℓ]∥α ≤ ∥g∥Ctr(R∗d,M ℓ+1),R.

Then taking the supremum over X,Y1, . . . ,Yℓ and α, α1, . . . , αℓ satisfying the conditions
given above, and over (A, τ) ∈ W, we obtain

∥Φ(g)∥Ctr(R∗d,M ℓ)d,R ≤ ∥g∥Ctr(R∗d,M ℓ+1),R.

Conversely, to estimate g in terms of Φ(g), let (A, τ) and X be as above and consider α,
α1, . . . , αℓ, β with 1/α = 1/α1 + · · · + 1/αℓ + 1/β. For j = 1, . . . , ℓ, let Yj ∈ Adj with
∥Yj∥αj ≤ 1 and let Y ∈ Ad with ∥Y∥β ≤ 1. Let β′ satisfy 1/α1 + · · ·+ 1/αℓ + 1/β′ = 1.
Then β′ ≤ β and hence ∥Y∥β′ ≤ d∥Y∥β ≤ d. Since gA,τ (X)[Y1, . . . ,Yℓ,Y] is a scalar, its
norm in Lα(A, τ) is equal to its absolute value, hence

|gA,τ (X)[Y1, . . . ,Yℓ]| = |⟨Y,Φ(g)A,τ (X)[Y1, . . . ,Yℓ]⟩τ | ≤ d∥Φ(g)∥Ctr(R∗d,M ℓ),R.

Hence, (4.3.2) holds when f is a trace polynomial. It follows that the map Φ extends to
the unique map

tr(Ctr(R∗d,M (R∗d1 , . . . ,R∗dℓ ,R∗d)) → Ctr(R∗d,M (R∗d1 , . . . ,R∗dℓ)))d

and that this map (still denoted by Φ) is injective. To see that Φ is surjective, let h ∈
Ctr(R∗d,M (R∗d1 , . . . ,R∗dℓ))d. Let g ∈ tr(Ctr(R∗d,M (R∗d1 , . . . ,R∗dℓ ,R∗d))) be given by

gA,τ (X)[Y1, . . . ,Yℓ,Y] = ⟨Y,hA,τ (X)[Y1, . . . ,Yℓ]⟩τ .

Then Φ(g) = h. So Φ is a linear isomorphism. Continuity of Φ and Φ−1 is clear from
(4.3.2).

Finally, one checks (4.3.3) directly from the characterization (4.3.1) of Φ.
It follows that Φ maps tr(Cktr(R∗d,M (R∗d1 , . . . ,R∗dℓ ,R∗d))) isomorphically onto

Cktr(R∗d,M (R∗d1 , . . . ,R∗dℓ))d.

Definition 4.16. For f ∈ tr(C1(R∗d,M (R∗d1 , . . . ,R∗dℓ)), we define ∇f := Φ(∂f), where
Φ is the map in the previous lemma. Equivalently, ∇f is characterized by the relation that
for every (A, τ), for X ∈ Ad

sa, and Y1 ∈ Ad1
sa , . . . ,Yℓ ∈ Adℓ

sa , and Y ∈ Ad
sa, we have

(∂f)A,τ (X)[Y1, . . . ,Yℓ,Y] = ⟨Y,∇fA,τ (X)[Y1, . . . ,Yℓ]⟩τ .

The previous lemma implies in particular that for each R > 0,

∥∇f∥Ctr(R∗d,M ℓ),R ≤ ∥∂f∥Ctr(R∗d,M ℓ+1),R ≤ d∥∇f∥Ctr(R∗d,M ℓ),R. (4.3.4)

Also, for k ∈ N0 ∪ {∞}, we have f ∈ tr(Ck+1
tr (R∗d,M (R∗d1 , . . . ,R∗dℓ))) if and only if

∇f is in Cktr(R∗d,M (R∗d1 , . . . ,R∗dℓ))d. Intuition for the gradient comes from the following
special cases.

Remark 4.17. Suppose that f(x) = τ(ϕ(x)) for some C1 function ϕ : R → C. We claim
that f ∈ tr(C1

tr(R∗d)) and ∇f(x) = ϕ′(x). To prove this, first consider the case where
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ϕ(t) = tn. Then

∂fA,τ (X)[Y ] =
n−1∑
j=0

τ(XjY Xn−1−j) = τ(nXn−1Y ) = τ(ϕ′(X)Y ),

so that ∇fA,τ (X) = ϕ′(X). By linearity, the same holds whenever ϕ is a polynomial.
Finally, if ϕ is C1, then there exist polynomials ϕN such that ϕN → ϕ and ϕ′N → ϕ′

uniformly on compact subsets ofR. Hence,∇[tr(ϕN (x))] = ϕ′N (x) → ϕ′(x) inCtr(R), which
implies that ∂[tr(ϕN (x))] converges in Ctr(R,M (R)). The limit clearly gives ∂[tr(ϕ(x))],
hence ∇[tr(ϕ(x))] = ϕ′(x) as desired.

Remark 4.18. Suppose that f(x) = τ(p(x)) for some non-commutative polynomial p.
Then ∇f as defined in Definition 4.16 is the same as the cyclic gradient of the non-
commutative polynomial p introduced by Voiculescu [91, 94, 96]. For further explanation,
see [22], [33, §3], [47, §14.1].

Consider the matrix algebra (MN (C), trN ). Recall thatMN (C)dsa with the inner product
coming from trN is a real inner-product space of dimension dN2, and hence can be mapped
by a linear isometry onto RdN2

. Hence, the classical gradient, divergence, Jacobian, and
Hessian all make sense for MN (C)dsa. If f ∈ tr(C1

tr(R∗d)), then fMN (C),trN :MN (C)dsa → C
has its gradient given by (∇f)MN (C),trN . Moreover, if f ∈ C1

tr(R∗d)d, then the Jacobian
matrix of fMN (C),trN (X) corresponds to the linear transformation (∂f)MN (C),trN (X) :

MN (C)dsa →MN (C)d.
It is natural to ask whether the divergence also has an analog defined on Ctr(R∗d)d.

Recall that if f : Rd → Cd, then div(f) =
∑d
j=1 ∂jfj . The divergence is the trace of the

Jacobian matrix Df (that is, the Fréchet derivative). Moreover, it can be expressed in
probabilistic terms as follows. Let Z be a standard Gaussian (random) vector in Rd. Then

div(f)(x) = Tr(Df(x)) = E[⟨Z, Df(x)Z⟩].

Now the analog of the standardGaussian vector in free probability is a standard semicircular
family S = (S1, . . . , Sd), where the Sj ’s are freely independent of each other and each Sj
has the spectral measure (1/2π)

√
4− t2 1[−2,2](t) dt. Let (B, σ) be the tracial W∗-algebra

generated by the standard semicircular family S. Then we want to define, for f ∈ C1
tr(R∗d)d,

div(f)A,τ (X) = ⟨S, ∂fA∗B,τ∗σ(X)[S]⟩τ∗σ,

where (A ∗ B, τ ∗ σ) denotes the W∗-algebraic free product of (A, τ) and (B, σ). As in
the case of the gradient, we will phrase the definition in greater generality to work with
multilinear forms. As in the study of the gradient, we begin with an auxiliary technical
lemma.

Lemma 4.19. Let ℓ ∈ N0 and d, d′, d1, . . . , dℓ ∈ N. Let (B, σ) be the tracial W∗-algebra
generated by a standard semicircular family S.

(1) There exists a unique continuous map

Υ : Ctr(R∗d,M (R∗d1 , . . . ,R∗dℓ ,R∗d,R∗d))d
′
→ Ctr(R∗d,M (R∗d1 , . . . ,R∗dℓ))d

′
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satisfying

Υ(f)A,τ (X)[Y1, . . . ,Yℓ] = EA[f
A∗B,τ∗σ(X)[Y1, . . . ,Yℓ,S,S]], (4.3.5)

where EA : A ∗ B → A is the unique trace-preserving conditional expectation.
(2) We have

∥Υ(f)∥Ctr(R∗d,M ℓ)d′ ,R ≤ ∥f∥Ctr(R∗d,M ℓ+2)d′ ,R.

(3) For k ∈ N0 ∪ {∞}, Υ maps Cktr(R∗d,M (R∗d1 , . . . ,R∗dℓ ,R∗d,R∗d)) into
Cktr(R∗d,M (R∗d1 , . . . ,R∗dℓ)), and we have

∂k
′
(Υ(f)) = Υ((∂k

′
f)π) for k′ ≤ k,

where π is the permutation of {1, . . . , ℓ + k′ + 2} that moves the elements ℓ + 1 and
ℓ+ 2 to the end and keeps the others in the same order.

Proof. First, we show that if

f ∈ Ctr(R∗d,M (R∗d1 , . . . ,R∗dℓ ,R∗d,R∗d))d
′
→ Ctr(R∗d,M (R∗d1 , . . . ,R∗dℓ))d

′

is a trace polynomial, then there is a trace polynomial Υ(f) satisfying (4.3.5) (which is
clearly uniquely determined by this relation). We may consider each coordinate 1, . . . , d′

individually and thus assume without loss of generality that d′ = 1. By linearity, it suffices
to consider the case where f = tr(p1) . . . tr(pn)q where p1, . . . , pn, q are non-commutative
monomials (and f satisfies the appropriate multilinearity conditions). We then consider
the following cases. To make the discussion clearer, we shall assume the polynomial is
evaluated on some (A, τ), X,Y1, . . . ,Yℓ, and S as in (4.3.5) when referring to the different
arguments of the function, but of course the statements are equally valid for all instances
of (A, τ), X, and so forth.

(a) Suppose that one of the monomials pj is linear in S, or more precisely, it contains
one occurrence of Si for one value of i. Then it will evaluate to zero by free independence.
Thus, we may take Υ(f) = 0.

(b) Similarly, if one of the monomials pj contains an occurrence of Si and Sj for i ̸= j,
then it has the form

g1(X,Y1, . . . ,Yℓ)Sig2(X,Y1, . . . ,Yℓ)Sjg3(X,Y1, . . . ,Yℓ)

where the gj ’s are non-commutative monomials. By free independence, the trace will be
zero, and hence we may again take Υ(f) = 0.

(c) Suppose that one of the monomials pj contains two occurrences of Si for some i.
Then it has the form

g1(X,Y1, . . . ,Yℓ)Sig2(X,Y1, . . . ,Yℓ)Sig3(X,Y1, . . . ,Yℓ)

where the gj ’s are non-commutative monomials. By free independence the trace is
tr(g3g1) tr(g2) evaluated on X,Y1, . . . ,Yℓ. Thus, Υ(f) is obtained from f by replacing
tr(pj) with tr(g3g1) tr(g2).

(d) Suppose that q contains an occurrence of Si and an occurrence of Sj for i ̸= j. Then
using free independence (similar to case (2)), we see that EA[q(X,Y1, . . . ,Yℓ,S,S)] = 0,
so we can take Υ(f) = 0.
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(e) Suppose that q contains two occurrences ofSi for some i. Then q(X,Y1, . . . ,Yℓ,S,S)

can be written as

g1(X,Y1, . . . ,Yℓ)Sig2(X,Y1, . . . ,Yℓ)Sig3(X,Y1, . . . ,Yℓ).

Since the remaining terms in f are scalar-valued, they can be factored out of the conditional
expectation EA. The conditional expectation onto A of q(X,Y1, . . . ,Yℓ,S,S) will be

g1(X,Y1, . . . ,Yℓ)τ [g2(X,Y1, . . . ,Yℓ)]g3(X,Y1, . . . ,Yℓ).

Hence, Υ(f) will be obtained from f by replacing q by g1g3 tr(g2).

Next, let us prove (2) for the trace polynomial case. In all the above computations
with free independence, we only had to use the first and second moments of S with respect
to the trace σ. Thus, we would have gotten the same result if we took S1, . . . , Sd to be
freely independent operators, each of which has as its spectral distribution the Bernoulli
measure (1/2)(δ−1 + δ1). In particular, for these operators ∥S∥∞ = 1. Thus, (2) follows
directly from our definitions of the norms.

Then using (2), we can extend the claim about existence of Υ(f) satisfying (4.3.5) from
the case of trace polynomial f to general f ∈ Ctr(R∗d,M (R∗d1 , . . . ,R∗dℓ ,R∗d,R∗d))d

′
.

The extended map Υ clearly still satisfies (2), which in turn implies it is continuous.
Finally, to prove (3), the equality ∂k

′
(Υ(f)) = Υ((∂k

′
f)σ) can be checked directly

from (4.3.5) since the substitution of S into two places commutes with the operation of
Fréchet differentiation. But the relation ∂k

′
(Υ(f)) = Υ((∂k

′
f)σ) implies that Υ maps

Cktr(R∗d,M (R∗d1 , . . . ,R∗dℓ ,R∗d,R∗d)) into Cktr(R∗d,M (R∗d1 , . . . ,R∗dℓ)).

Remark 4.20. In the proof, we saw that the “cross terms” that mix Si and Sj for i ̸= j

will cancel. Thus, we can in fact rewrite Υ as

Υ(f)A,τ (X)[Y1, . . . ,Yℓ] =
d∑
j=1

EA[f
A∗B,τ∗σ(X)[Y1, . . . ,Yℓ, S̃j , S̃j ]],

where S̃j = (0, . . . , 0, Sj , 0, . . . , 0) where Sj occurs in the jth position.

Definition 4.21. We define the divergence

∇† : C1
tr(R∗d)d → tr(Ctr(R∗d))

by ∇† = Υ ◦ ∂ ◦ Φ−1 where Φ is as in Lemma 4.15 and Υ is as in Lemma 4.19. In other
words,

∇†(f)A,τ (X) = ⟨S, ∂fA∗B,σ∗τ (X)[S]⟩τ∗σ,

where (B, σ) is the tracial W∗-algebra generated by a standard semicircular family S =

(S1, . . . , Sd).

We can define a similar operation more generally on multilinear forms.

Definition 4.22. Let ℓ ∈ N0 and d, d1, . . . , dℓ ∈ N. We define

∂† : C1
tr(R∗d,M (R∗d1 , . . . ,R∗dℓ ,R∗d)) → Ctr(R∗d,M (R∗d1 , . . . ,R∗dℓ))

by ∂† = Υ ◦ ∂.

This leads to the definition of the free Laplacian.
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Definition 4.23. Define

L : C2
tr(R∗d,M (R∗d1 , . . . ,R∗dℓ))d

′
→ Ctr(R∗d,M (R∗d1 , . . . ,R∗dℓ))d

′

by L := ∂†∂.

Observation 4.24. If f ∈ tr(C2
tr(R∗d)), we have Lf = ∇†∇f .

Remark 4.25. In the next section, we shall state an analog of the classical fact that the
divergence is the trace of the Jacobian and the Laplacian is the trace of the Hessian after
we discuss the trace on Ctr(R∗d,M (R∗d))d.

Remark 4.26. There is a generalization of all the above differential operators to functions
that depend not only on X but also on an auxiliary variable X′. More precisely, let ℓ ∈ N0,
let d, d′, d′′ ∈ N, and let d1, . . . , dℓ ∈ N. Then we may consider d′′-tuples of functions of
(A, τ) and X ∈ Ad

sa, X′ ∈ Ad′

sa, and Yj ∈ Adj . Let

∂x : C1
tr(R∗(d+d′),M (R∗d1 , . . . ,R∗dℓ)) → Ctr(R∗(d+d′),M (R∗d1 , . . . ,R∗dℓ ,R∗d))

be the operation of differentiation with respect to the first d variables, which are represented
by the formal variable x = (x1, . . . , xd). Lemma 4.15 generalizes to define an isomorphism

Φ : tr(Ctr(R∗(d+d′),M (R∗d1 , . . . ,R∗dℓ ,R∗d))) → Ctr(R∗(d+d′),M (R∗d1 , . . . ,R∗dℓ))d,

and hence Definition 4.16 generalizes to define ∇x. Moreover, Lemma 4.19 generalizes to
define a map

Ctr(R∗(d+d′),M (R∗d1 , . . . ,R∗dℓ ,R∗d,R∗d))d
′′
→ Ctr(R∗(d+d′),M (R∗d1 , . . . ,R∗dℓ))d

′′

by
Υ(f)A,τ (X,X′)[Y1, . . . ,Yℓ] = EA[f

A∗B,τ∗σ(X,X′)[Y1, . . . ,Yℓ,S,S]].

Hence, we can define ∂†x and Lx analogously to ∂† and L. Finally, if Lx′ denotes the
Laplacian with respect to the last d′ variables rather than the first d variables, and if L
denotes the Laplacian with respect to the entire collection of variables (x,x′), we have

Lx + Lx′ = L.

This follows from Remark 4.20.

4.4. The ∗-algebra Ctr(R∗d,M (R∗d))d, its trace, and its log-determinant. In this
section, we endow Ctr(R∗d,M (R∗d))d with the structure of a tracial ∗-algebra, which we
view as a tracial non-commutative analog of C(Rd,Md(C)) with the pointwise adjoint and
trace operations.

Recall that if F ∈ Ctr(R∗d,M (R∗d))d, then for each (A, τ) ∈ W and X ∈ Ad
sa,

FA,τ (X) defines a (complex) linear transformation Ad → Ad. Moreover, for F,G ∈
Ctr(R∗d,M (R∗d))d, we have

(F#G)A,τ (X)[Y] = FA,τ (X)[GA,τ (X)[Y]].

By Lemma 3.20, F # G ∈ Ctr(R∗d,M (R∗d))d, and more generally, by Theorem 3.21, if
F and G are in Cktr(R∗d,M (R∗d))d, then so is F#G. In other words, Cktr(R∗d,M (R∗d))d

is an algebra under #-multiplication.
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Moreover, the identity element of Ctr(R∗d,M (R∗d)) is the function Id given by

Id(x)[y] = y.

(We use the lowercase id to denote the identity function in Ctr(R∗d)d.)
In fact, for k ∈ N0, Ctr(R∗d,M (R∗d))d behaves like a Banach algebra in the following

way. This will be useful for proving smoothness of functions defined by #-power series,
such as the logarithm used in the proof of Proposition 4.32.

Lemma 4.27. Let k ∈ N0. For F ∈ Cktr(R∗d,M (R∗d))d, define

∥F∥Cktr(R∗d,M1)d,R =

k∑
j=0

1

j!
∥∂jF∥Ctr(R∗d,M1+j)d,R.

Then
∥F#G∥Cktr(R∗d,M1,R ≤ ∥F∥Cktr(R∗d,M1)d,R∥G∥Cktr(R∗d,M1)d,R.

Proof. Let k′ ≤ k. We apply the formula from Theorem 3.21 to compute ∂k
′
[F # G]

by taking n = 1 and f = F and g = id and h1 = G. Note that |B′
i| = 1 and hence

|B1| = k′ − j. Since the blocks B′
i must have their minimal elements ordered, they are

uniquely determined by the choice of the block B1. Thus,

∂k
′
[F#G] =

∑
B1⊆{2,...,k′+1}

∂k
′−|B1|F# [∂|B1|G, Id, . . . , Id]σ,

where σ is the permutation sending 1 to 1 and mapping 2, . . . , 1+ |B1| ontoB1 and sending
the rest of 2 + |B1|, . . . , 1 + k′ in order onto the remaining points in [k′ + 1]. For each
j ≤ k′, there are

(
k′

j

)
choices of B1 with |B1| = j, which results in the estimate

∥∂k
′
[F#G]∥Ctr(R∗d,Mk′+1)d,R

≤
k′∑
j=1

(
k′

j

)
∥∂k

′−jF∥Ctr(R∗d,M1+k′−j)d,R∥∂
jG∥Ctr(R∗d,M1+j)d,R.

Hence,

∥F#G∥Cktr(R∗d,M1)d,R

=
k∑

k′=0

1

k′!
∥∂k

′
[F#G]∥Ctr(R∗d,Mk′+1)d,R

≤
k∑

k′=0

k′∑
j=1

1

(k′ − j)!j!
∥∂k

′−jF∥Ctr(R∗d,M1+k′−j)d,R∥∂
jG∥Ctr(R∗d,M1+j)d,R

≤
( k∑
i=0

1

i!
∥∂iF∥Ctr(R∗d,M1+i)d,R

)( k∑
j=1

1

j!
∥∂jG∥Ctr(R∗d,M1+j)d,R

)
= ∥F∥Cktr(R∗d,M1)d,R∥G∥Cktr(R∗d,M1)d,R.

Next, we claim that Cktr(R∗d,M (R∗d))d is a ∗-algebra with respect to some involution ✶

that is compatible with the #-multiplication structure. Recall that we have already defined
an involution ∗ by pointwise application of ∗, that is, (F∗)A,τ (X)[Y] = FA,τ (X)[Y]∗
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for X,Y ∈ Ad
sa. However, this involution is analogous to applying entrywise complex

conjugation to a matrix rather than taking the adjoint. To prevent ambiguity, we will use
the symbol ✶ for the new adjoint operation.

Lemma 4.28. There exists a unique involution ✶ on Ctr(R∗d,M (R∗d))d such that for all
(A, τ) ∈ W and X ∈ Ad

sa and Y1,Y2 ∈ Ad, we have

⟨(F✶)A,τ (X)[Y1],Y2⟩τ = ⟨Y1,F
A,τ (X)[Y2]⟩τ . (4.4.1)

Furthermore, ✶ defines a continuous map Cktr(R∗d,M (R∗d)) → Cktr(R∗d,M (R∗d))d for
every k with

∥∂kF✶∥Ctr(R∗d,Mk+1)d,R = ∥∂kF∥Ctr(R∗d,Mk+1),R for R > 0, (4.4.2)

and hence for k ∈ N and R > 0,

∥F✶∥Cktr(R∗d,M1)d,R = ∥F∥Cktr(R∗d,M1)d,R. (4.4.3)

We also have
(F#G)✶ = G✶ # F✶. (4.4.4)

Example 4.29. Let pi,j and qi,j for i, j = 1, . . . , d be non-commutative polynomials (or
more generally operator-valued trace polynomials). Define F ∈ Ctr(R∗d,M (R∗d))d by

(FA,τ (X)[Y])i =

d∑
j=1

pi,j(X)Yjqi,j(X),

where (·)i denotes the ith component of the d-tuple. Then

((F✶)A,τ (X)[Y])i =
d∑
j=1

pj,i(X)∗Yjqj,i(X)∗;

this follows from the lemma and a direct computation with traciality that the expression
here satisfies (4.4.1) for F. For another example, let G ∈ Ctr(R∗d,M (R∗d))d be given by

(GA,τ (X)[Y])i =

d∑
j=1

pi,j(X)τ(Yjqi,j(X)).

Then
((G✶)A,τ (X)[Y])i = qj,i(X)∗τ(Yjpj,i(X)∗).

Proof of Lemma 4.28. Let Φ : tr(Ctr(R∗d,M k+2(R∗d))) → Ctr(R∗d,M k+1(R∗d))d be as
in Lemma 4.15 for each k ∈ N. Let σ be the element of Perm(k+2) that switches the last
2 indices. Then we define Ω : Ctr(R∗d,M k+1(R∗d))d → Ctr(R∗d,M k+1(R∗d))d by

Ω(F) := Φ(Φ−1(F)∗σ).

In the case k = 1, Ω defines a map from Ctr(R∗d,M (R∗d)) to itself, and we define
F✶ := Ω(F). By Lemma 4.15, Ω is a continuous involution. By direct computation from
(4.3.1), for any k, for any (A, τ) ∈ W and X,Y,Y1, . . . ,Yk+1 ∈ Ad, we have

⟨Ω(F)A,τ (X)[Y1, . . . ,Yk+1],Y⟩τ = ⟨Yk+1,F
A,τ (X)[Y1, . . . ,Yk,Y]⟩τ ,
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and hence in particular (4.4.1) holds. Moreover, for any k, if 1/α = 1/α1 + · · · + 1/αk+1

and 1/α+ 1/β = 1, then

∥Ω(F)A,τ (X)∥α;α1,...,αk = sup {∥Ω(F)A,τ (X)[Y1, . . . ,Yk+1]∥τ,α : ∥Yj∥τ,αj ≤ 1}
= sup {⟨Y,Ω(F)A,τ (X)[Y1, . . . ,Yk+1]⟩τ : ∥Y∥β ≤ 1, ∥Yj∥τ,αj ≤ 1}
= sup {⟨FA,τ (X)[Y1, . . . ,Yk,Y],Yk+1⟩τ : ∥Y∥β ≤ 1, ∥Yj∥τ,αj ≤ 1}
= ∥FA,τ (X)∥(1−1/αk+1)−1;α1,...,αk,β .

It follows that
∥Ω(F)∥Ctr(R∗d,Mk+1)d,R = ∥F∥Ctr(R∗d,Mk+1)d,R

for all R. Then we observe that ∂[Ω(F)] = Ω[(∂F)σ], and hence by induction ∂j [Ω(F)] is
Ω of a permutation of ∂jF whenever F is a Cjtr function. It follows that ✶, which is the
k = 1 case of Ω, satisfies (4.4.2) and (4.4.3). Finally, to show (4.4.4), note that by (4.4.1),
for any (A, τ) and X,Y1,Y2 ∈ Ad

sa we have

⟨Y1, [(F#G)✶]A,τ (X)[Y2]⟩τ = ⟨Y1, [G
✶ # F✶]A,τ (X)[Y2]⟩τ .

By linearity, the same relation holds if Y1 is taken from Ad rather than Ad
sa. This implies

that [(F#G)✶]A,τ (X)[Y2] = Y1, [G
✶ #F✶]A,τ (X)[Y2], and since (A, τ), X, and Y2 were

arbitrary (4.4.4) holds.

Next, we construct a trace functional on Ctr(R∗d,M (R∗d))d.

Lemma 4.30. There exists a unique linear functional

Tr# : Ctr(R∗d,M (R∗d))d → tr(Ctr(R∗d))

satisfying
[Tr#(F)]

A,τ (X) = ⟨S,FA∗B,τ∗σ(X)[S]⟩τ∗σ (4.4.5)

for (A, τ) ∈ W, where (B, σ) is the tracial W∗-algebra generated by a standard free semi-
circular family S = (S1, . . . , Sd). We have

Tr#(F
✶) = Tr#(F)

∗ (4.4.6)

and
Tr#(F#G) = Tr#(G# F). (4.4.7)

Furthermore, Tr# maps Cktr(R∗d,M (R∗d))d into tr(Cktr(R∗d)) for each k ∈ N0 ∪ {∞}, and
for k′ ≤ k we have

∥∂k
′
Tr#(F)∥Ctr(R∗d,M1+k′ ),R ≤ d∥∂k

′
F∥Ctr(R∗d,M1+k′ )d,R. (4.4.8)

Proof. We define Tr#(F) = Υ ◦ Φ−1(F) where Φ is as in Lemma 4.15 and Υ is as in
Lemma 4.19. Then (4.4.5) is verified from the definitions of Φ and Υ. The relation (4.4.6)
follows because

⟨S,FA∗B,τ∗σ(X)[S]⟩τ∗σ = ⟨(F✶)A∗B,τ∗σ(X)[S],S⟩τ∗σ = ⟨S, (F✶)A∗B,τ∗σ(X)[S]⟩τ∗σ.

The claim about Cktr functions and (4.4.8) follow from (4.3.2) and (4.3.3) together with
Lemma 4.19(2, 3).
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It remains to prove (4.4.7). By density and by continuity of the composition operations,
it suffices to consider elements F, G of Ctr(R∗d,M (R∗d))d given by trace polynomials.
Then there are trace polynomials Fi,j,k,ℓ for i, j ∈ [d] and k = 1, . . . ,K and ℓ = 1, . . . , 4

such that for all (A, τ),

FA,τ
i (X)[Y] =

K∑
k=1

d∑
j=1

(
FA,τ
i,j,k,1(X)YjF

A,τ
i,j,k,2(X) + FA,τ

i,j,k,3(X)τ(FA,τ
i,j,k,4(X)Yj)

)
and similarly we may write

GA,τ
i (X)[Y] =

K′∑
k′=1

d∑
j=1

(
GA,τ
i,j,k′,1(X)YjG

A,τ
i,j,k′,2(X) +GA,τ

i,j,k′,3(X)τ(GA,τ
i,j,k′,4(X)Yj)

)
.

By free independence,
(τ ∗ σ)(FA,τ

i,j,k,4(X)Sj) = 0

so that

FA∗B,τ∗σ
i (X)[S] = FA,τ

i (X)[Y] =
K∑
k=1

d∑
j=1

FA,τ
i,j,k,1(X)SjF

A,τ
i,j,k,2(X).

Again using free independence, we have

(τ ∗ σ)(GA,τ
i,m,k′,4(X)FA,τ

m,j,k,1(X)SjF
A,τ
m,j,k,2(X)) = 0.

Hence,

(GA∗B,τ∗σ(X)[FA∗B,τ∗σ(X)[S]])i

=
∑
k,k′

d∑
j=1

d∑
m=1

GA,τ
i,m,k′,1(X)FA,τ

m,j,k,1(X)SjF
A,τ
m,j,k,2(X)GA,τ

i,m,k′,2(X),

and thus

⟨S,GA∗B,τ∗σ(X)[FA∗B,τ∗σ(X)[S]]⟩τ∗σ

=
∑
k,k′

d∑
i,j,m=1

(τ ∗ σ)[SiGA,τ
i,m,k′,1(X)FA,τ

m,j,k,1(X)SjF
A,τ
m,j,k,2(X)GA,τ

i,m,k′,2(X)].

If i ̸= j, then the trace of the expression in the sum is zero by free independence. Moreover,
the i = j can be evaluated using free independence as follows:

∑
k,k′

d∑
j,m=1

(τ ∗ σ)[SjGA,τ
i,m,k′,1(X)FA,τ

m,j,k,1(X)SjF
A,τ
m,j,k,2(X)GA,τ

i,m,k′,2(X)]

=
∑
k,k′

d∑
j,m=1

τ [GA,τ
i,m,k′,1(X)FA,τ

m,j,k,1(X)]τ [FA,τ
m,j,k,2(X)GA,τ

i,m,k′,2(X)].

This expression is invariant if we switch F and G, by applying traciality of τ and inter-
changing the indices j and m. Thus, (4.4.7) holds.

We will next discuss the log-determinant described by Tr# on Ctr(R∗d,M (R∗d))d.
It is easiest to define this trace in terms of the Fuglede–Kadison determinant on tracial
W∗-algebras. To this end, let us interpret the trace Tr# in terms of traces on a C∗-algebra.
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Observe that for each (A, τ) ∈ W and each X ∈ Ad
sa with ∥X∥∞ ≤ R, the function

F(X) defines a bounded linear transformation πA,τ
X (F) : L2(A, τ)d → L2(A, τ)d with

∥πA,τ
X (F)∥ ≤ ∥F∥Ctr(R∗d,M (R∗d))d,R.

We define a C∗-seminorm on Ctr(R∗d,M (R∗d))d by

∥F∥C∗,R = sup {∥πA,τ
X (F)∥ : (A, τ) ∈ W, X ∈ Ad

sa, ∥X∥∞ ≤ R}.

The separation-completion of Ctr(R∗d,M (R∗d))d with respect to this seminorm is thus
a C∗-algebra. We will (temporarily) denote this C∗-algebra by CR and the quotient map
Ctr(R∗d,M (R∗d))d → CR by πR. Letting (B, σ) be the tracial W∗-algebra generated by a
free semicircular family S, we have

|Tr#(F)A,τ (X)| = ⟨S, πA∗B,τ∗σ
X (F)S⟩τ∗σ ≤ d∥πA∗B,τ∗σ

X (F)∥.

Thus,F 7→ (1/d) Tr#(F)
A,τ passes to awell-defined tracial state trA,τX on theC∗-algebraCR.

In particular, after constructing the GNS representation of CR associated to trA,τX , we can
obtain a tracial W∗-algebra as the WOT-closure of the image of this representation.

For an algebra A, let GL(A) denote the group of invertible elements. For F ∈
GL(Ctr(R∗d,M (R∗d))d) and (A, τ) ∈ W and X ∈ Ad

sa with ∥X∥∞ ≤ R, consider the
Fuglede–Kadison log-determinant

log∆A,τ
X (F) := d trA,τX log πR(F

✶F)1/2.

It follows from the work of Fuglede and Kadison [36, Theorem 1, property 1◦] that

log∆A,τ
X (F#G) = log∆A,τ

X (F) + log∆A,τ
X (G).

Our goal is to show that if F is in GL(Cktr(R∗d,M (R∗d))d), then the log-determinant
defines a function in tr(Ctr(R∗d)). We will use the path-connectedness of the general linear
group.

Lemma 4.31. Let k ∈ N0 ∪ {∞}. Then GL(Cktr(R∗d,M )d) is path-connected.

Proof. Let tr ∈ C∞
tr (R∗d,M (R∗d))d denote the function tr(x)[y] = (tr(y1), . . . , tr(yd)).

Note that tr# tr = tr and tr✶ = tr.
There is a ∗-homomorphism ϕ :Md(C) → C∞

tr (R∗d,M (R∗d))d given by

ϕ(M)(x) =
( d∑
j=1

m1,jxj , . . . ,
d∑
j=1

md,jxj

)
.

Since ϕ(M) commutes with the self-adjoint idempotent tr, the ∗-algebra N generated by
ϕ(Md(C)) and tr is isomorphic to Md(C)⊕Md(C), where for matrices M1, M2 ∈Mn(C),
the elementM1⊕M2 inMd(C)⊕Md(C) corresponds toM1(Id−tr)+M2tr. Thus,GL(N )

is path-connected.
It remains to show that every F in Cktr(R∗d,M (R∗d))d is path-connected to some

element of GL(N ). For t ∈ [0, 1], let F(t id) be the composition of F with t id. By
Theorem 3.21, t 7→ F(t id) is a continuous function [0, 1] → Cktr(R∗d,M (R∗d))d. Since
F 7→ F(t id) is a ∗-homomorphism, F(t id) ∈ GL(Cktr(R∗d,M (R∗d))d) for all t. Hence, F is
path-connected to F(0) = F ◦ (0 id) in GL(Cktr(R∗d,M (R∗d))d). In the case where F is a
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trace polynomial, it is easy to check that F(0) ∈ N since all the monomials involving x

will disappear when we compose with the zero function. Since N is closed, it follows that
F(0) ∈ N for all F ∈ GL(Cktr(R∗d,M (R∗d))d).

Proposition 4.32. Let k ∈ N0 ∪ {∞}. Then there exists a unique map

log∆# : GL(Cktr(R∗d,M (R∗d))d) → tr(Cktr(R∗d))

such that for each (A, τ) ∈ W and X ∈ Ad
sa, we have

(log∆#(F))
A,τ (X) = log∆A,τ

X (F).

Moreover, log∆# is a continuous group homomorphism with respect to multiplication in
the domain and addition in the codomain.

Proof. The claim for k = ∞ will follow if we can prove it for k < ∞, so assume k < ∞.
Let F ∈ GL(Cktr(R∗d,M (R∗d))d, and fix R > 0. Since there is a continuous path from F

to Id, we can write
F = F1 . . .Fn

with ∥F✶
jFj − Id∥Cktr(R∗d,M (R∗d))d < 1. Then by additivity of the Fuglede–Kadison deter-

minant, for each (A, τ) ∈ W and X ∈ Ad
sa with ∥X∥∞ ≤ R, we have

log∆A,τ
X (F) =

n∑
j=1

log∆A,τ
X (Fj).

Since ∥F✶
jFj − Id∥Cktr(R∗d,M (R∗d))d,R < 1 and because of Lemma 4.27 we have convergence

of the power series

log#(F
✶
jFj) = −

∞∑
m=1

1

m
(id− F✶

jFj)
#m

with respect to ∥·∥Cktr(R∗d,M (R∗d))d,R. Since the representation πA,τ
X is bounded by in norm

by ∥·∥Ctr(R∗d,M (R∗d))d,R and respects analytic functional calculus, we have

log∆A,τ
X (Fj) = −1

2

∞∑
m=1

1

m
(Tr#[(Id− F✶

jFj)
#m])A,τ (X).

Because of convergence of the series

−1

2

n∑
j=1

∞∑
m=1

1

m
Tr#[(Id− F✶

jFj)
#m] (4.4.9)

in ∥·∥Cktr(R∗d,M (R∗d))d,R, it follows that log∆A,τ
X (F) is a Fréchet-Ck function ofX on the ball

over radiusR, and that this function, aswell as its derivatives up to order k, be approximated
on the ball of radius R of every (A, τ) ∈ W by functions in Cktr(R∗d,M (R∗d))d, where the
approximation of the k′ derivative occurs with respect to ∥·∥Ctr(R∗d,Mk′ ),R. Since this holds
for every R, we conclude that log∆A,τ

X (F) defines a function log∆#(F) in tr(Cktr(R∗d)).
The fact that log∆#(F#G) = log∆#(F)+log∆#(G) follows immediately from addi-

tivity of the Fuglede–Kadison determinant. Next, to prove continuity of log∆#, it suffices
to check continuity at the point Id. Fix R > 0. Then in a neighborhood of Id, the power
series expansion log# converges uniformly with respect to ∥·∥Cktr(R∗d,M (R∗d))d,R, and hence
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in this neighborhood log∆#(F
✶F) and its derivatives up to order k depend continuously

on F with respect to ∥·∥Cktr(R∗d,M (R∗d))d,R in the domain and
∑k
k′=0∥∂k

′
(·)∥Ctr(R∗d,Mk′ ),R

in the target space.

The following gives an explicit formula for ∂ log∆#(F) which is helpful for assessing
the boundedness properties of the derivative.

Lemma 4.33. Let F ∈ GL(C1
tr(R∗d,M (R∗d))d) and let G be the #-inverse of F. For

(A, τ) ∈ W and X,Y ∈ Ad
sa, we have

∂[log∆#(F)]
A,τ (X)[Y] =

〈
S, [G# ∂F+G✶ # ∂F✶]A∗B,τ∗σ(X)[S,Y]

〉
τ∗σ,

where (B, σ) is the tracial W∗-algebra generated by a family of freely independent operators
S each of which has mean zero and variance 1. In particular, if G ∈ BCtr(R∗d,M (R∗d))

and ∂F ∈ BCtr(R∗d,M 2), then ∂[log∆#(F)] ∈ BCtr(R∗d,M (R∗d)).

Proof. Let us compute the directional derivatives. Fix (A, τ) ∈ W. Let X,Y ∈ Ad
sa, and

let
Φ(t) = πA∗B,τ∗σ

X+tY (F).

Note that for Z ∈ Ad
sa,

d

dt

∣∣∣∣
t=0

[Φ(t)Z] = ∂FA∗B,τ∗σ(X+ tY)[Z,Y].

Note that∂FA∗B,τ∗σ(X+tY)[−,Y]defines aboundedoperator onL2(A, τ)dwhichdepends
continuously on t, and hence Φ(t) is differentiable in the operator norm. In particular, for
t in a neighborhood of zero, Φ(t) is contained in some interval of the form [ϵ, 2R− ϵ]. We
can compute (d/dt)|t=0 log Φ(t)

∗Φ(t) using the power series for log centered at R. If we
also apply the fact that ⟨S, (−)S⟩τ∗σ is tracial on the algebra generated by Φ(0) and Φ′(0)

(for the same reason that Tr# is a trace), we obtain

d

dt

∣∣∣∣
t=0

〈
S,

1

2
log Φ(t)∗Φ(t)S

〉
τ∗σ

=

〈
S, (Φ(0)∗Φ(0))−1 d

dt

∣∣∣∣
t=0

[Φ(t)∗Φ(t)]S

〉
τ∗σ

=
〈
S,Φ(0)−1(Φ(0)∗)−1[Φ′(0)∗Φ(0) + Φ(0)∗Φ′(0)]S

〉
τ∗σ

=
〈
S, [(Φ(0)∗)−1Φ′(0)∗ +Φ(0)−1Φ′(0)]S

〉
τ∗σ,

where the last equality follows by traciality. This reduces to the asserted formula. The
boundedness statement then follows by inspection from the formula and the definitions of
the norms.

4.5. Large N limits of differential operators on MN (C)dsa. We have defined non-
commutative analogs of the gradient, divergence, and Laplacian as well as the trace on
matrix-valued functions. Note that if f ∈ C1

tr(R∗d)d, then ∂f is the analog of the Jacobian,
and we have

∇†f = Tr#(∂f).

For f ∈ tr(C2
tr(R∗d)), the analog of the Hessian matrix would be ∂∇f , and it is straight-

forward to check that
Lf = Tr#(∂∇f).
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Let us now explain how the differential operators on non-commutative smooth functions
describe in some sense the large N limit of differential operators on MN (C)dsa. We have
already seen that if f ∈ tr(C1(R∗d)), then (∇f)MN (C),trN is the classical gradient of
fMN (C),trN as a function on the dN2-dimensional inner product space MN (C)dsa, where
the inner product is the one defined by trN . If f ∈ C1

tr(R∗d)d, then the classical divergence
of fMN (C),trN does not equal (∇†f)MN (C),trN precisely, but they agree asymptotically as
N → ∞ in the following sense.

Lemma 4.34. Let f ∈ C1
tr(R∗d)d. Let div(fMN (C),trN ) denote the classical divergence of

fMN (C),trN as a function on the inner product space MN (C)dsa. Then, for every R > 0,

lim
N→∞

∥∥∥∥ 1

N2
div(fMN (C),trN )− (∇†f)MN (C),trN

∥∥∥∥
tr,R

= 0,

where ∥·∥tr,R is as in Definition 3.10 for A =MN (C). Or more explicitly,

lim
N→∞

sup

{∥∥∥∥ 1

N2
div(fMN (C),trN )(X)− (∇†f)MN (C),trN (X)

∥∥∥∥
∞

:

X ∈MN (C)dsa, ∥X∥∞ ≤ R

}
= 0.

The previous lemma also applies to the Laplacian of functions f ∈ tr(Ctr(R∗d)) since the
Laplacian is the divergence of the gradient. Similar statements hold more generally for the
Laplacian of functions f ∈ Ctr(R∗d,M (R∗d1 , . . . ,R∗dℓ)). Note that fMN (C),trN is amap from
MN (C)dsa to the vector space of multilinear forms MN (C)d1sa × · · · ×MN (C)dℓsa →MN (C).
The classical Laplacian of vector-valued functions on a real inner product space is defined
as the sum of the second directional derivatives over an orthonormal basis (which is
the same as choosing a vector basis for the target space and computing the Laplacian
coordinatewise). As per Remark 4.26, we will state the next lemma more generally in the
case of the Laplacian with respect to a subset of the variables.

Lemma 4.35. Let f ∈ C2
tr(R∗(d+d′),M (R∗d1 , . . . ,R∗dℓ)). Let ∆x denote the Laplacian with

respect to x of a function of variables (x,x′) ∈MN (C)dsa×MN (C)d′sa. Then for every R > 0,
we have

lim
N→∞

∥∥∥∥ 1

N2
∆x[f

MN (C),trN ]− [Lxf ]
MN (C),trN

∥∥∥∥
M ℓ,tr,R

= 0,

where ∥·∥M ℓ,tr,R is as in Definition 3.10.

Because the Laplacian and the divergence are both defined in terms of the map Υ in
Lemma 4.19 (and its generalization in Remark 4.26), Lemmas 4.34 and 4.35 will follow from
relating Υ to the trace map in the finite-dimensional setting, as we will do in Lemma 4.37.

We begin with some notation. Let d, d′, ℓ ∈ N0 and d′′, d1, . . . , dℓ ∈ N.
Let M (MN (C)d1sa , . . . ,MN (C)dℓsa ;MN (C)d′′) denote the space of real-multilinear forms

MN (C)d1sa × · · · ×MN (C)dℓsa →MN (C)d′′ .
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Let E be an orthonormal basis of MN (C)dsa. Then we define

Υ(N) : M (MN (C)d1sa , . . . ,MN (C)dℓsa ,MN (C)dsa,MN (C)dsa;MN (C)d
′′
)

→ M (MN (C)d1sa , . . . ,MN (C)dℓsa ;MN (C)d
′′
)

by
(Υ(N)Λ)[Y1, . . . ,Yℓ] =

∑
E∈E

Λ[Y1, . . . ,Yℓ,E,E]. (4.5.1)

Lemma 4.36. Let Υ(N) be as above and let

Υ : Ctr(R∗(d+d′),M (R∗d1 , . . . ,R∗dℓ ,R∗d,R∗d))d
′′
→ Ctr(R∗(d+d′),M (R∗d1 , . . . ,R∗dℓ))d

′′

be given by

(Υf)A,τ (X,X′)[Y1, . . . ,Yℓ] = EA[f
A∗B,τ∗σ(X,X′)[Y1, . . . ,Yℓ,S,S]],

where (B, σ) is the tracial W∗-algebra generated by a standard semicircular d-tuple S.
Then for f ∈ Ctr(R∗(d+d′),M (R∗d1 , . . . ,R∗dℓ ,R∗d,R∗d))d

′′
, for every R > 0,

lim
N→∞

∥Υ(N)fMN (C),trN − (Υf)MN (C),trN ∥M ℓ,tr,R = 0. (4.5.2)

Proof. Note that we can also write

(Υ(N)Λ)[Y1, . . . ,Yℓ] = EΛ[Y1, . . . ,Yℓ,Z,Z], (4.5.3)

where Z is a standard Gaussian random vector in MN (C)dsa, that is, a Gaussian random
vector with mean zero and covariance matrix I. In this case S(N) = (1/N2)Z is the
Gaussian unitary ensemble. It is well-known that

E∥S(N)∥2∞ ≤ C

for some constant independent of N (and in fact much more is true); see Lemma 8.15
and the references cited in the discussion preceding that lemma. It follows that for Λ ∈
M (MN (C)d1sa , . . . ,MN (C)dℓsa ,MN (C)dsa,MN (C)dsa;MN (C)d′′), we have

∥Υ(N)Λ∥M ℓ,tr ≤ C∥Λ∥M ℓ+2,tr.

In particular, for f ∈ Ctr(R∗(d+d′),M (R∗d1 , . . . ,R∗dℓ ,R∗d,R∗d))d
′′
, we have

∥Υ(N)fMN (C),trN ∥M ℓ,tr,R ≤ C∥f∥Ctr(R∗d,M ℓ+2)d′′ ,R.

It suffices to show (4.5.2) for a dense set of f ∈Ctr(R∗(d+d′),M (R∗d1 , . . . ,R∗dℓ ,R∗d,R∗d))d
′′
,

for instance for those given by trace polynomials. Furthermore, it suffices to consider the
case d′′ = 1 since we can handle each coordinate of f individually.

To evaluate Υ(N) for trace polynomials, we use the following magic formula:
1

N2

∑
E∈E

AEiBEjC = E[AS(N)
i BS

(N)
j C] = δi=jA trN (B)C for A,B,C ∈MN (C).

(4.5.4)

This can be proved, for instance, by direct computation using the orthonormal basis E0
given by MN (C)sa,

E0 = {N1/2Ej,j}Nj=1 ∪ {(N/2)1/2(Ej,k + Ek,j)}j<k ∪ {(N/2)1/2(iEj,k − iEk,j)}j<k.
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For further detail, see [79, Lemma 4.1] or [33, Proposition 3.1]. Furthermore, using traciality
and the properties of orthonormal bases, we get

1

N2

∑
E∈E0

trN (AEi) trN (BEjC) = E [trN (ASi) trN (BSjC)]

=
1

N2
δi=j trN (ACB) =

1

N2
δi=j trN (BAC). (4.5.5)

This also implies that
1

N2

∑
E∈E0

trN (AEi)BEjC = E trN (ASi) trN (BSjC) =
1

N2
δi=jBAC, (4.5.6)

with follows by computing the inner product of this matrix with any D ∈ MN (C) using
(4.5.5) with CD instead of C.

By linearity, it suffices to evaluate Υ(N) on the following types of polynomials in
Ctr(R∗(d+d′),M (R∗d1 , . . . ,R∗dℓ ,R∗d,R∗d)).

(a) Suppose that

f(x,x′)[y1, . . . ,yℓ, s, s] = f1(x,x
′,y1, . . . ,yℓ)sif2(x,x

′,y1, . . . ,yℓ)sjf3(x,x
′,y1, . . . ,yℓ),

for some trace polynomials f1, f2, f3. Then we use (4.5.4) to compute

Υ(N)fMN (C),trN (X,X′)[Y1, . . . ,Yℓ]

= δi=jf
MN (C),trN
1 (X,X′,Y1, . . . ,Yℓ) trN [f

MN (C),trN
2 (X,X′,Y1, . . . ,Yℓ)]

· fMN (C),trN
3 (X,X′,Y1, . . . ,Yℓ)

= (Υf)MN (C),trN (X,X′)[Y1, . . . ,Yℓ].

Hence, (4.5.2) holds.
(b) Suppose that

f(x,x′)[y1, . . . ,yℓ, s, s]

= tr[f1(x,x
′,y1, . . . ,yℓ)si]f2(x,x

′,y1, . . . ,yℓ)sjf3(x,x
′,y1, . . . ,yℓ).

Then using (4.5.6), we get

Υ(N)fMN (C),trN (X,X′)[Y1, . . . ,Yℓ]

=
1

N2
δi=jf

MN (C),trN
2 (X,X′,Y1, . . . ,Yℓ)f1(X,X

′,Y1, . . . ,Yℓ)

· fMN (C),trN
3 (X,X′,Y1, . . . ,Yℓ).

As N → ∞, the ∥·∥M ℓ,tr,R of this expression tends to zero. Moreover, Υf = 0, so (4.5.2)
holds.

(c) Finally, suppose that

f(x,x′)[y1, . . . ,yℓ, s, s]

= tr[f1(x,x
′,y1, . . . ,yℓ)si] tr[f2(x,x

′,y1, . . . ,yℓ)sj ]f3(x,x
′,y1, . . . ,yℓ).

Then using (4.5.5), we see that ∥Υ(N)fMN (C),trN ∥M ℓ,tr,R → 0 asN → ∞, and alsoΥf = 0.

This completes the argument.
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As consequences, we obtain Lemmas 4.34 and 4.35 as well as the following lemma about
the trace and log-determinant of linear transformations.

Lemma 4.37. LetF ∈ Ctr(R∗d,M 1)d. ThenFMN (C),trN (X) defines a linear transformation
MN (C)d → MN (C)d, which has a well-defined trace Tr(FMN (C),trN (X)). Then for each
R > 0,

lim
N→∞

sup
X∈MN (C)dsa
∥X∥∞≤R

∣∣∣∣ 1

N2
Tr[FMN (C),trN (X)]− [Tr#(F)]

MN (C),trN (X)

∣∣∣∣ = 0.

Similarly, for each F ∈ GL(Ctr(R∗d,M 1)d) and for every R > 0, we have

lim
N→∞

sup
X∈MN (C)dsa
∥X∥∞≤R

∣∣∣∣ 1

N2
log |det[FMN (C),trN (X)]| − [log∆#(F)]

MN (C),trN (X)

∣∣∣∣ = 0.

Proof. The first claim is immediate since the trace was defined in terms of Υ in Lem-
ma 4.30. The claim about the log-determinant follows by expressing the log-determinant
as the trace of some function as in the proof of Proposition 4.32; see (4.4.9).

We also have the following refinement which allows for uniform convergence on ∥·∥2-balls
if ∂F is bounded.

Lemma 4.38. Let F ∈ C1
tr(R∗d,M 1)d with ∂F ∈ BCtr(R∗d,M 2)d. Then for each R > 0,

lim
N→∞

sup
X∈MN (C)dsa
∥X∥2≤R

∣∣∣∣ 1

N2
Tr[FMN (C),trN (X)]− [Tr#(F)]

MN (C),trN (X)

∣∣∣∣ = 0.

Similarly, suppose that F ∈ GL(C1
tr(R∗d,M 1))d with #-inverse given by G, and that

G ∈ BCtr(R∗d,M (R∗d))d and ∂F ∈ BCtr(R∗d,M (R∗d,R∗d))d. Then

lim
N→∞

sup
X∈MN (C)dsa
∥X∥2≤R

∣∣∣∣ 1

N2
log |det[FMN (C),trN (X)]| − [log∆#(F)]

MN (C),trN (X)

∣∣∣∣ = 0.

Proof. Fix R > 0 and R′ > 0. Let ϕR′(t) = max(−R′,min(t, R′)). For (A, τ) ∈ W and
X ∈ Asa, we have

∥ϕR′(X)−X∥1 ≤ τ(1R\[−R′,R′](X)) ≤ 1

R′ ∥X∥22

using properties of functional calculus and Chebyshev’s inequality. So, letting gA,τ
R′ (X) =

(ϕR′(X1), . . . , ϕR′(Xd)), we have

∥gA,τ
R′ (X)−X∥1 ≤ 1

R′ ∥X∥22.

NowF(gR′) ∈ Ctr(R∗d,M 1)d. Moreover, ifS ∈ Ad
sa and if ∥X∥2 ≤ R, then by Remark 3.19,

|⟨S,FA,τ (gA,τ
R′ (X))[S]⟩τ − ⟨S,FA,τ (X)[S]⟩τ | ≤ ∥∂F∥BCtr(R∗d,M2)∥S∥2∞∥gA,τ

R′ (X)−X∥1.

In particular, since Tr[FMN (C),trN (X)] is computed using Gaussian random vectors by
(4.5.3), and since the Gaussian unitary ensemble S(N) satisfies E∥S(N)∥2∞ ≤ C for some
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constant C, this implies that for each N ,

sup
X∈MN (C)dsa
∥X∥2≤R

∣∣∣∣ 1

N2
Tr[FMN (C),trN (X)]− 1

N2
Tr[(F ◦ gR′)MN (C),trN (X)]

∣∣∣∣
≤ C

R2

R′ ∥∂F∥BCtr(R∗d,M2).

A similar bound holds for the error from replacing F with F ◦gR′ in Tr#. As ∥gA,τR′ (X)∥∞
≤ R′, we have

lim
N→∞

sup
X∈MN (C)dsa
∥X∥2≤R

∣∣∣∣ 1

N2
Tr[(F ◦ gR′)MN (C),trN (X)]− [Tr#(F ◦ g)]MN (C),trN (X)

∣∣∣∣ = 0.

Thus,

lim sup
N→∞

sup
X∈MN (C)dsa
∥X∥2≤R

∣∣∣∣ 1

N2
Tr[FMN (C),trN (X)]− [Tr#(F)]

MN (C),trN (X)

∣∣∣∣
≤ 2R2

R′ ∥∂F∥BCtr(R∗d,M2).

Since R′ was arbitrary, we have finished proving the first claim. The proof of the second
claim is similar, using Lemma 4.33.

5. The free Wasserstein manifold and diffeomorphism group

This section will give the definition of the free Wasserstein manifold W (R∗d) consisting
of non-commutative log-densities V , the non-commutative diffeomorphism group D(R∗d),
and the transport action D(R∗d) ↷ W (R∗d). It will explain as many results as can be
proved by computation, and then sketch other ideas that will be carried out rigorously in
the rest of the paper when V is sufficiently close to the quadratic function (1/2)⟨x,x⟩tr.

5.1. Definition of the manifolds

Definition 5.1. We define the free Wasserstein manifold W (R∗d) to be the set of
V ∈ tr(C∞

tr (R∗d)) such that a⟨x,x⟩tr + b ≤ V ≤ a′⟨x,x⟩tr + b′ for some a, a′ > 0

and b, b′ ∈ R, considered modulo additive constants. Here the inequality means that for
all (A, τ) ∈ W and X ∈ Ad

sa, we have a∥X∥22 + b ≤ V A,τ (X) ≤ a′∥X∥22 + b′.

Definition 5.2. We define the tangent space TV W (R∗d) as the set of equivalence classes
of continuously differentiable paths t 7→ Vt from some interval (−ϵ, ϵ) to tr(C∞

tr (R∗d))sa
such that V0 = V modulo constants and such that a⟨x,x⟩tr + b ≤ V ≤ a′⟨x,x⟩tr + b′ for
some a, a′ > 0 and b, b′ ∈ R. Here t 7→ Vt and t 7→ Wt are considered to be equivalent if
V̇0 = Ẇ0 modulo constant functions. Here “continuously differentiable” is interpreted in
terms of the Fréchet topology on tr(Ctr(R∗d))sa.

Definition 5.3. For k ∈ N0 ∪ {∞}, we define Diffktr(R∗d) as the space of functions
f ∈ Cktr(R∗d) such that f has an inverse function f−1 ∈ Cktr(R∗d). Similarly, we de-
fine BDiffktr(R∗d) as the space of functions f ∈ Diffktr(R∗d) such that ∂f , . . . , ∂kf and
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∂f−1, . . . , ∂kf−1 are bounded. We also use the notation Difftr(R∗d) = Diff∞
tr (R∗d) and

BDifftr(R∗d) = BDiff∞
tr (R∗d). The chain rule yields

Observation 5.4. Diffktr(R∗d) and BDiffktr(R∗d) are groups under composition.

Definition 5.5. Let D(R∗d) := Difftr(R∗d) ∩ BDiff1
tr(R∗d). We define TfD(R∗d) as the

set of continuously differentiable paths t 7→ ft from some interval (−ϵ, ϵ) to D(R∗d) such
that f0 = f , the derivatives ∂ft and ∂f−1

t are uniformly bounded, and the maps t 7→ ft and
t 7→ f−1

t are continuously differentiable (−ϵ, ϵ) → C∞
tr (R∗d). Here t 7→ ft and t 7→ gt are

considered equivalent if ḟ0 = ġ0.

Lemma 5.6. There is a group action D(R∗d) ↷ W (R∗d) given by

(f , V ) 7→ f∗V := V ◦ f−1 − log∆#(∂f
−1).

More generally, this formula defines an action Diffk+1
tr (R∗d) ↷ tr(Cktr(R∗d))sa.

Proof. First, note that if V ∈ tr(Cktr(R∗d))sa and f ∈ Diffk+1
tr (R∗d), then we have

f∗V ∈ tr(Cktr(R∗d))sa. Indeed, Theorem 3.21 shows that V ◦ f−1 ∈ tr(Cktr(R∗d))sa, and
Proposition 4.32 shows that log∆#(∂f

−1) ∈ tr(Cktr(R∗d))sa.
To show that f∗(g∗V ) = (f ◦ g)∗V , observe that

V ◦ (f ◦ g)−1 − log∆#(∂(f ◦ g)−1) = (V ◦ g−1) ◦ f−1 − log∆#((∂g
−1 ◦ f−1) # ∂f−1)

= (V ◦ g−1 − log∆#(∂g
−1)) ◦ f−1 − log∆#(∂f

−1).

To complete the proof that D(R∗d) acts on W (R∗d), it suffices to show that if f ∈
BDiff1

tr(R∗d) and V ∈ tr(Ctr(R∗d))sa satisfies a⟨x,x⟩tr + b ≤ V ≤ a′⟨x,x⟩tr + b′, then f∗V

satisfies similar bounds. Now ∂f−1 and its inverse ∂f ◦ f−1 are both bounded. This implies
a uniform bound, independent of R, on the C∗-norms ∥∂f−1∥C∗,R and ∥(∂f−1)#−1∥C∗,R

used in the definition of log∆#. Hence, log∆#(∂f
−1) is bounded. Thus, it remains to

show that V ◦ f−1 has quadratic upper and lower bounds. But note that f−1 and f both
have bounded first derivative, and thus they are both uniformly Lipschitz with respect to
∥·∥2 by Remark 3.19, and hence for all (A, τ) ∈ W and X ∈ Ad

sa,

∥f−1(0)∥2 +
1

∥∂f∥BCtr(R∗d,M1)

∥X∥2

≤ ∥(f−1)A,τ (X)∥2 ≤ ∥f−1(0)∥2 + ∥∂f−1∥BCtr(R∗d,M1)∥X∥2.

Substituting this into the given bounds for V completes the argument.

The group action D(R∗d) ↷ W (R∗d) produces a map from Tid(D(R∗d)) to TV W (R∗d).
This transformation from “infinitesimal transport maps” to perturbations of V is described
as follows. For the classical analog, see [54, Theorem 3.5].

Lemma 5.7. Let (−ϵ, ϵ) → D(R∗d) : t 7→ ft be a tangent vector at id in D(R∗d), and let
V ∈ W (R∗d). Then t 7→ Vt := (ft)∗V is a tangent vector at V in W (R∗d). Moreover,

V̇0 = −∇∗
V ḟ0,

where
∇∗
V h := −Tr#(∂h) + ∂V # h for h ∈ C1

tr(R∗d)d.
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Proof. Let gt = f−1
t . Note that V̇t = ∂V (gt)[ġt], which depends continuously on t in

tr(C∞
tr (R∗d),M (R∗d)) by Theorem 3.21. Next, we claim that

d

dt
log∆#(∂gt) = Tr#(∂ġt # ∂ft ◦ gt).

Let gs,t = gs ◦ g−1
t . Then for small δ ∈ R, we have

∂gt+δ = (∂gt+δ,t ◦ gt) # ∂gt,

hence
log∆#(∂gt+δ)− log∆#(∂gt) = (log∆#∂gt+δ,t) ◦ gt.

Note that gt+δ,t → id in Ctr(R∗d)d as δ → 0 and

d

dδ

∣∣∣∣
δ=0

gt+δ,t = ġt ◦ g−1
t .

For each R > 0 and k > 0, the series expansion

log∆#(∂gt+δ,t) = −1

2

∞∑
m=1

1

m
Tr#[(Id− (∂gt+δ,t)

✶ # ∂gt+δ,t)
#m]

converges in ∥·∥Ck(R∗d,M (R∗d))d,R for sufficiently small δ. Therefore,

d

dδ

∣∣∣∣
δ=0

log∆#(∂gt+δ,t) =
1

2
Tr#

(
d

dδ

∣∣∣∣
δ=0

(gt+δ,t)
✶ # ∂gt+δ,t

)
=

1

2
Tr#

(
d

dδ

∣∣∣∣
δ=0

(∂gt+δ,t + (∂gt+δ,t)
✶)

)
.

Now ∂gA,τ
t+δ,t(X) maps Ad

sa → Ad
sa for any (A, τ). Therefore, if (B, σ) is the tracial W∗-

algebra generated by a semicircular d-tuple S, then ∂gA∗B,σ∗τ
t+δ,t (X)[S] is self-adjoint and

hence

⟨S, ∂gA∗B,σ∗τ
t+δ,t (X)[S]⟩τ∗σ = ⟨∂gA∗B,σ∗τ

t+δ,t (X)[S],S⟩τ∗σ = ⟨S, ((∂gt+δ,t)✶)A∗B,σ∗τ (X)[S]⟩τ∗σ.

Hence, Tr#((∂gt+δ,t)✶) = Tr#(∂gt+δ,t), which implies that

d

dδ

∣∣∣∣
δ=0

log∆#(∂gt+δ,t) = Tr#

(
d

dδ

∣∣∣∣
δ=0

∂gt+δ,t

)
= Tr#(∂(ġt ◦ g−1

t ))

= Tr#(∂gt ◦ g−1
t # ∂(g−1

t )).

Thus,

d

dt
log∆#(∂gt) = Tr#(∂ġt ◦ g−1

t # ∂(g−1
t )) ◦ gt = Tr#(∂ġt # ∂ft ◦ gt).

This is continuous in t by Theorem 3.21 and Proposition 4.32. Hence, t 7→ log∆#(∂gt) is
continuously differentiable as desired. The above computations also show that

V̇0 =
d

dt

∣∣∣∣
t=0

[V ◦ gt − log∆#(∂gt)] = ∂V # ġ0 − Tr#(∂ġ0)

= −∂V # ḟ0 +Tr#(∂ ḟ0) = −∇∗
V ḟ0.
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5.2. Paths from infinitesimal transport. Given a tangent vector t 7→ ft of the identity
in D(R∗d), the function ḟ0 ∈ Ctr(R∗d)dsa can be viewed as a d-dimensional vector field. The
next lemma describes how to construct a path in D(R∗d) as the flow of a family of vector
fields.

Lemma 5.8. Suppose that t 7→ ht is a continuous map [0, T ] → C1
tr(R∗d)dsa such that

∥∂ht∥BCtr(R∗d,M1)d is bounded by a constant M . Then there exist continuous maps t 7→ ft
and t 7→ gt from [0, T ] to C1

tr(R∗d)dsa satisfying

ft = id +

∫ t

0

hu ◦ fu du, gt = id−
∫ t

0

ht−u ◦ gu du,

ft ◦ gt = gt ◦ ft = id

and
∥∂ft∥BCtr(R∗d,M1)d ≤ eMt, ∥∂gt∥BCtr(R∗d,M1)d ≤ eMt.

Furthermore, for k ≥ 1, if t 7→ ht is a continuous map into Cktr(R∗d)dsa, then so are t 7→ ft
and t 7→ gt. If in addition ∥∂k′ht∥BCtr(R∗d,Mk′ )d is bounded for each 1 ≤ k′ ≤ k, then the
same holds for ft and gt.

Proof. We focus first on the function ft and its derivatives. We construct the solution ft
through Picard iteration. Let

ft,0 = id, ft,n+1 = id +

∫ t

0

hu ◦ fu,n du.

As in §4, we understand the right-hand side in terms of Riemann integration for functions
with values in a Fréchet space. The same arguments used in single variable calculus show
that for any continuous function γ from [0, T ] into a Fréchet space Y, the Riemann integral∫ T
0
γ is well-defined. Moreover,

∫ t
0
γ is continuously differentiable with derivative equal

to γ. Now Ctr(R∗d)dsa is a Fréchet space and the composition operation is continuous, so
by induction ft,n is a well-defined and continuous function [0, T ] → Ctr(R∗d)dsa.

Next, since ∂hu is bounded by M for all u, we know that for every (A, τ) ∈ W, the
function hA,τ

u : Ad
sa → Ad

sa is M -Lipschitz with respect to ∥·∥∞. It follows that

∥hu ◦ fu,n − hu ◦ fu,n−1∥Ctr(R∗d),R ≤M∥fu,n − fu,n−1∥Ctr(R∗d),R.

Therefore,

∥ft,n+1 − ft,n∥Ctr(R∗d),R ≤M

∫ t

0

∥fu,n − fu,n−1∥Ctr(R∗d),R du.

By induction,

∥ft,n+1 − ft,n∥Ctr(R∗d),R ≤ Mntn

n!
sup
t∈[0,T ]

∥ft,1 − id∥Ctr(R∗d,R).

For each R, the right-hand side goes to zero. Hence, ft,n converges to some function ft in
Ctr(R∗d) as n→ ∞ uniformly for all t, which satisfies the integral equation as desired.

For k ≥ 1, suppose that t 7→ ht is a continuous map into Cktr(R∗d)d, and we will show
that t 7→ ft is as well. Because the composition operation on Cktr functions is continuous,
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we find by the chain rule that for n ∈ N0,

∂ft,n+1 = Id+

∫ t

0

(∂hu ◦ fu,n) # ∂fu,n du,

and for 2 ≤ k′ ≤ k,

∂k
′
ft,n+1 =

k′∑
j=1

∑
B1,...,Bj

partition of [k′]
minB1<···<minBj

∫ t

0

(∂jhu ◦ fu,n) # [∂|B1|fu,n, . . . , ∂
|Bj |fu,n] du.

We want to show that ∂k
′
ft,n converges as n → ∞ in order to conclude that ft is in

Cktr(R∗d)dsa.
First, we construct the limiting functions. For 1 ≤ k′ ≤ k, we claim that there is a

continuous function t 7→ f
(k′)
t from [0, T ] toCtr(R∗d,M (R∗d, . . . ,R∗d)) (here themultilinear

form has k′ arguments) that satisfies

f
(1)
t = Id+

∫ t

0

(∂hu ◦ fu) # ∂f (1)u du (5.2.1)

and for 2 ≤ k′ ≤ k,

f
(k′)
t,n+1 =

k′∑
j=1

∑
B1,...,Bj

partition of [k′]
minB1<···<minBj

∫ t

0

(∂jhu ◦ fu) # [f (|B1|)
u , . . . , f (|Bj |)u ] du. (5.2.2)

We proceed by strong induction. Let k′ ≥ 1 and suppose the claim holds for all 1 ≤ ℓ < k′.
Note that the right-hand side only has one term which depends on f

(k′)
u , namely the term

(∂hu ◦ fu) # f
(k′)
u for j = 1. All the other terms f

(|Bi|)
u are already defined by inductive

hypothesis and bounded in ∥·∥Ctr(R∗d,M |Bi|)d,R. Since ∂hu is bounded byM , the right-hand

side is thus M -Lipschitz in f
(k′)
u with respect to ∥·∥Ctr(R∗d,Mk′ )d,R. Thus, a solution f

(k′)
u

exists by Picard iteration by the same argument as we used for ft.
Let f

(0)
t = ft. Next, we show by strong induction on k′ that for each R > 0, we have

∂k
′
ft,n → f

(k′)
t in ∥·∥Ctr(R∗d,Mk′ ) as n → ∞ uniformly for t ∈ [0, T ]. Suppose k′ ≥ 1 and

the claim holds for ℓ < k′. Fix R > 0. Observe that

∂k
′
ft,n+1 − f

(k′)
t =

∫ t

0

(∂hu ◦ fu,n) # (∂k
′
ft,n − f

(k′)
t ) du

+

∫ t

0

(∂hu ◦ fu − ∂hu − ◦fu,n) # f
(k′)
t du

+
k′∑
j=2

∑
B1,...,Bj

partition of [k′]
minB1<···<minBj

∫ t

0

(∂jhu ◦ fu,n) # [∂|B1|fu,n, . . . , ∂
|Bj |fu,n]

−
k′∑
j=2

∑
B1,...,Bj

partition of [k′]
minB1<···<minBj

(∂jhu ◦ fu) # [f (|B1|)
u , . . . , f (|Bj |)u ] du.
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For n ≥ 1, let

ϵn,R = sup
t∈[0,T ]

∥∥(∂hu ◦ fu − ∂hu − ◦fu,n) # f
(k′)
t ∥Ctr(R∗d,Mk′ ),R

+
k′∑
j=2

∑
B1,...,Bj

partition of [k′]
minB1<···<minBj

∥(∂jhu ◦ fu,n) # [∂|B1|fu,n, . . . , ∂
|Bj |fu,n]

− (∂jhu ◦ fu) # [f (|B1|)
u , . . . , f (|Bj |)u ]

∥∥
Ctr(R∗d,Mk′ )d,R

.

By the inductive hypothesis and continuity of composition, we have ϵn,R → 0 as n→ ∞.
We have

∥∂k
′
ft,0 − f

(k′)
t ∥Ctr(R∗d,Mk′ ),R ≤ sup

u∈[0,T ]

∥f (k
′)

u ∥Ctr(R∗d,Mk′ )d,R =: K

and

∥∂k
′
ft,n+1 − f

(k′)
t ∥Ctr(R∗d,Mk′ )d,R ≤

∫ t

0

(M∥∂k
′
ft,n − f

(k′)
t ∥Ctr(R∗d,Mk′ )d,R + ϵn,R) du.

A straightforward induction on n shows that

∥∂k
′
ft,n − f

(k′)
t ∥Ctr(R∗d,Mk′ ),R ≤ KMntn

n!
+

n∑
ℓ=1

ϵn−ℓ,RM
ℓtℓ

ℓ!
.

Let ϵn,R = 0 for n ≤ 0. Then
n∑
ℓ=1

ϵn−ℓ,RM
ℓtℓ

ℓ!
=

∞∑
ℓ=1

ϵn−ℓ,RM
ℓtℓ

ℓ!
→ 0

as n → ∞ by the dominated convergence theorem because (ϵn−ℓ,R)n,ℓ∈N is bounded and
ϵn−ℓ,R → 0 as n→ ∞ and

∑∞
m=1(Mt)m/m! converges. Therefore,

∥∂k
′
ft,n − f

(k′)
t ∥Ctr(R∗d,Mk′ ),R → 0 as n→ ∞

as desired.
Because ∂k

′
ft,n → f

(k′)
t as n → ∞ for each k′ ≤ k, we conclude that ft ∈ Cktr(R∗d)d

and ∂k
′
ft = f

(k′)
t for k′ ≤ k. We already showed that f

(k′)
t depends continuously on t

in Ctr(R∗d,M (R∗d, . . . ,R∗d))d and therefore t 7→ ft is a continuous map from [0, T ] into
Cktr(R∗d)d.

The bound ∥ft∥Ctr(R∗d,M1)d ≤ eMt follows from (5.2.1) by the same argument as
Grönwall’s inequality in classical ordinary differential equations. Similarly, if ∂k

′
ht is

uniformly bounded for each k′ ≤ k, then one can obtain a Grönwall-type bound and
(5.2.2) to show that ∂k

′
ft is uniformly bounded for k′ ≤ k. We leave the details to the

reader.
It remains to show that the same claims hold for gt as for ft. By applying the foregoing

argument to a subinterval of [0, T ], we obtain functions ft,s for s, t ∈ [0, T ] such that
t 7→ ft,s is continuous and

ft,s = id +

∫ t

s

hu ◦ fu,s du.
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Also, ft,s ∈ C1
tr(R∗d)dsa and ∥∂ft,s∥BCtr(R∗d,M1)d ≤ eM |t−s|. One can verify from the integral

equations that ft1,t2 ◦ ft2,t3 = ft1,t3 , which is a standard idea in ordinary differential
equations. In particular, since ft = ft,0, the inverse function is given by gt = f0,t, which
satisfies the integral equation asserted in the proposition after switching the order of the
endpoints in the Riemann integral.

Remark 5.9. Of course, the lemma applies equally well to negative time intervals. It also
works for unbounded time intervals with the hypotheses and conclusions modified to state
uniform bounds on each compact time interval rather than for all time.

An important special case is when h is independent of t. Let h ∈ C∞
tr (R∗d)dsa with ∂h

bounded. Then there is a one-parameter group (ft)t∈R in D(R∗d) solving the equation

ft = id +

∫ t

0

h ◦ fu du.

In the spirit of Lie theory, we will denote ft by exp(th). This description of one-parameter
subgroups naturally gives rise to a Lie bracket on C∞

tr (R∗d)dsa analogous to the classical Lie
bracket on vector fields associated to the classical diffeomorphism group of Rd (also known
as the Poisson bracket). Suppose h1,h2 ∈ C∞

tr (R∗d)dsa have bounded first derivatives. Then
using continuity of t 7→ exp(th) and the differential equation above, one can compute that

exp(th1) ◦ exp(th2) ◦ exp(−th1) ◦ exp(−th2) = id + t2[h1,h2] + o(t2),

where
[h1,h2] := ∂h1 # h2 − ∂h2 # h1,

and where “o(t2)” means o(t2) with respect to each of the seminorms in C∞
tr (R∗d)dsa. It is

an exercise to check that the Lie bracket is a continuous map C∞
tr (R∗d)dsa ×C∞

tr (R∗d)dsa →
C∞

tr (R∗d)dsa and satisfies the Jacobi identity. In the special case of non-commutative poly-
nomials and power series, this Lie bracket was studied by [95, §6.1 and §6.5].

The classical idea that vector fields represent differential operators adapts to this
setting as well. For any h ∈ C∞

tr (R∗d)dsa, let δh : C∞
tr (R∗d) → C∞

tr (R∗d) be the map
∂hf := ∂f # h. It follows from the product rule (which is a special case of Theorem 3.21)
that ∂h(fg) = (∂hf) · g + f · (∂hg), that is, ∂h is a derivation on the algebra C∞

tr (R∗d).
We also have

∂h1
∂h2

f = ∂(∂f # h2) # h1 = ∂2f # [h2,h1]− ∂f # ∂h2 # h1,

hence
(∂h1

∂h2
− ∂h2

∂h1
)f = −∂[h1,h2]f.

In other words, h 7→ −∂h is a Lie algebra homomorphism from C∞
tr (R∗d)dsa to the Lie

algebra of derivations on C∞
tr (R∗d).

The next lemma describes how the flows (ft) of Lemma 5.8 will act upon some V ∈
tr(C1

tr(R∗d))sa. This is the basic computation that underlies our results about free transport.

Lemma 5.10. Let t 7→ Vt be continuously differentiable map [0, T ] → tr(C1
tr(R∗d))sa and

let V̇t be its time derivative. Let t 7→ ht be a continuous map [0, T ] → C1
tr(R∗d)dsa with
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∥∂ht∥BCtr(R∗d,M1)d bounded, and let ft be the solution from Lemma 5.8 to the equation

ft = id +

∫ t

0

hu ◦ fu du. (5.2.3)

Then in tr(Ctr(R∗d)) we have
d

dt
[(f−1
t )∗Vt] = (V̇t +∇∗

Vtht) ◦ ft. (5.2.4)

In particular, Vt = (ft)∗V0 modulo constants for all t if and only if −∇∗
Vt
ht = V̇t modulo

constants for all t.

Proof. For s, t ∈ [0, T ], let ft,s be the solution to the equation

ft,s = id +

∫ t

s

hu ◦ fu,s du,

which is guaranteed to exist by Lemma 5.8. Then for t ∈ [0, T ] and ϵ ∈ R such that
t+ ϵ ∈ [0, T ], we have ft+ϵ = ft+ϵ,t ◦ ft. Moreover,

(f−1
t )∗Vt = Vt ◦ ft − log∆#∂ft,

and
(f−1
t+ϵ)∗Vt+ϵ = Vt+ϵ ◦ ft+ϵ,t ◦ ft − log∆#∂ft+ϵ,t ◦ ft − log∆#∂ft.

Therefore,

(f−1
t+ϵ)∗Vt+ϵ−(f−1

t )∗Vt =
(
(Vt+ϵ−Vt)◦ft+ϵ,t+[Vt◦ft+ϵ,t−Vt]− log∆#∂ft+ϵ,t

)
◦ft. (5.2.5)

By continuity of composition (see Lemma 3.20), we have

lim
ϵ→0

Vt+ϵ − Vt
ϵ

◦ ft+ϵ,t = V̇t ◦ ft,t = V̇t in tr(Ctr(R∗d)).

Meanwhile, regarding the last two terms on the right-hand side of (5.2.5), we have

[Vt ◦ ft+ϵ,t − Vt]− log∆#∂ft+ϵ,t = (f−1
t+ϵ,t)∗Vt − Vt.

The same reasoning as in Lemma 5.7 shows that
d

dϵ

∣∣∣∣
ϵ=0

(f−1
t+ϵ,t)∗Vt = ∇∗

Vtht

holds in tr(Ctr(R∗d))sa. However, gs,t is replaced by fs,t, which results in the sign of ht
changing in the final formula. Moreover, since we have only assumed that ht is C1

tr(R∗d)dsa
rather than C∞

tr (R∗d,M (R∗d)), we only have ∂fs,t ∈ Ctr(R∗d,M (R∗d)). Altogether,

lim
ϵ→0

1

ϵ

(
(f−1
t+ϵ)∗Vt+ϵ − (f−1

t )∗Vt
)
=

(
V̇t + ⟨∇Vt,ht⟩tr − Tr#(∂ht)

)
◦ ft,

which proves (5.2.4). The final claim of the proposition follows immediately.

The case where h is independent of t is worthy of special note, since it gives a description
of one-parameter subgroups of D(R∗d) that stabilize some V ∈ W (R∗d) (the analog of
measure-preserving transformations).

Corollary 5.11. Suppose that V ∈ tr(C1
tr(R∗d))sa, and that h ∈ Ctr(R∗d)dsa with ∂h ∈

BCtr(R∗d,M (R∗d))d. Let ft = id +
∫ t
0
h ◦ fu du. Then (ft)∗V = V for all t if and only if

∇∗
V h = 0.
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Remark 5.12. Voiculescu [94, §6.12] studied the related notion of diffeomorphisms that
preserve a given non-commutative law µ. If there is a law µV canonically associated to V (as
described below), then V may not be uniquely determined by µV , and thus preserving µV
is a weaker condition than preserving V .

Note that the stabilizer D(R∗d, V ) := {f ∈ D(R∗d) : f∗V = V } is a subgroup that
is closed under limits with respect to convergence of f and f−1 in C1

tr(R∗d)d. Based on
Corollary 5.11, the tangent space of the subgroup D(R∗d, V ) at the identity should naturally
be identified with (a subspace of) ker(∇∗

V ) ⊆ C∞
tr (R∗d)dsa. Thus, we expect that ker(∇∗

V ) is
closed under Lie brackets. To give a rigorous justification for this, we observe the following
identity.

Lemma 5.13. For V ∈ tr(C∞
tr (R∗d))sa and h1,h2 ∈ C∞

tr (R∗d)dsa,

∇∗
V [h1,h2] = ∂(∇∗

V h1) # h2 − ∂(∇∗
V h2) # h1.

Proof. Fix (A, τ) ∈ W. Let (B, σ) be the tracial W∗-algebra generated by a freely inde-
pendent standard semicircular d-tuple S. Then

∇∗
V (∂h1 # h2)

A,τ (X)

= − ⟨S, ∂(∂h1 # h2)
A∗B,τ∗σ(X)[S]⟩τ∗σ + (∂V # ∂h1 # h2)

A,τ (X)

= − ⟨S, ∂h1 # ∂h2)
A∗B,τ∗σ(X)[S]⟩τ∗σ − ⟨S, ∂2hA∗B,τ∗σ

1 (X)[hA,τ
2 (X),S]⟩τ∗σ

+ (∂V # ∂h1 # h2)
A,τ (X)

= − Tr#(∂h1 # ∂h2)
A,τ (X)− ⟨S, ∂2hA∗B,τ∗σ

1 (X)[S,hA∗B,τ∗σ
2 (X)]⟩τ∗σ

+ (∂V # ∂h1)
A,τ (X)[h2)

A,τ (X)]

= − Tr#(∂h1 # ∂h2)
A,τ (X) + ∂(∇∗

V h1)
A,τ (X)[hA,τ

2 (X)].

Therefore,
∇∗
V (∂h1 # h2) = −Tr(∂h1 # ∂h2) + ∂(∇∗

V h1) # h2.

When we subtract∇∗
V (∂h2#h1) from∇∗

V (∂h1#h2), we find that the termsTr#(∂h1#∂h2)

and Tr#(∂h2 # ∂h1) cancel.

5.3. The Laplacian and the Riemannian metric. Recall that the Riemannian metric
on the classical Wasserstein manifold is given by∫

⟨∇L−1
V V̇1,∇L−1

V V̇2⟩ dµV

for two tangent vectors V̇1 and V̇2 at the point V such that
∫
V̇j dµV = 0. To define the

Riemannian metric in free case, we must describe how to associate a non-commutative
law µV to some V ∈ W (R∗d) as well as how to invert L−1

V on the space of functions with
expectation zero. As this section is primarily concerned with formal computation, we will
state the necessary ingredients as hypotheses.

There are several ways to approach the problem of associating a non-commutative
law µV to a potential V . We will assume here that µV is characterized by ∇∗

V h having
expectation zero for all h ∈ tr(C∞

tr (R∗d)), a relation known as the Dyson–Schwinger
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equation. The analogous property in the classical setting is that∫
(⟨∇V,h⟩ − div(h)) dµ = 0,

which holds for the Gibbs measure dµ(x) = e−V dx/
∫
e−V for the potential V , as can be

seen by integration by parts. In §7, we will argue that for many choices of V , there exist
non-commutative laws satisfying the Dyson–Schwinger equation.

Assumption 5.14. Suppose that V ∈ W (R∗d) and there is a unique non-commutative
law µV ∈ Σd that satisfies the Dyson–Schwinger equation

µ̃V [∇∗
V h] = 0 (5.3.1)

for h ∈ C∞
tr (R∗d)d, where µ̃V is the positive homomorphism tr(C∞

tr (R∗d)) → C corre-
sponding to µV .

The second hypothesis is invertibility of the Laplacian associated to V , which we will
discuss in §6 for potentials V close to (1/2)

∑
j tr(x

2
j ).

Definition 5.15. For V ∈ W (R∗d), we define LV : tr(C∞
tr (R∗d)) → tr(C∞

tr (R∗d)) by

LV f := −∇∗
V∇f = Tr#(∂∇f)− ∂V #∇f.

Assumption 5.16. Suppose Assumption 5.14 holds and there is a continuous linear
transformation ΨV : tr(C∞

tr (R∗d)) → ker(µ̃V ) ⊆ tr(C∞
tr (R∗d)) such that −LVΨV f =

−ΨV LV f = f − µ̃V (f).

Definition 5.17. Suppose that V ∈ W (R∗d) satisfies Assumptions 5.14 and 5.16. Then
we define a formal Riemannian metric ⟨·, ·⟩V on TV W (R∗d) by

⟨V̇ , Ẇ ⟩TV W (R∗d) = µ̃(⟨∇ΨV V̇ ,∇ΨV Ẇ ⟩tr),

where by abuse of notation V̇ represents an equivalence class of paths t 7→ Vt in the tangent
space with V̇0 = V̇ .

The operator ΨV has another use besides defining the Riemannian metric. We saw in
Lemma 5.7 that a vector field h, viewed as a tangent vector to id in D(R∗d), produces a
tangent vector V̇ = −∇∗

V h to V in W (R∗d). The operator ΨV allows us to reverse this
transformation, since for any V̇ , the vector field −∇ΨV V̇ satisfies

V̇ = −∇∗
V (−∇ΨV V̇ ).

Furthermore, if we go from a vector field h by ∇∗
V to a perturbation V̇ = −∇∗

V h and then
back by −∇ΨV to a vector field ∇ΨV∇∗

V h, then we see that any vector field is equivalent
modulo ker(∇∗

V ) to a gradient. The operator

PV = ∇ΨV∇∗
V : C∞

tr (R∗d)d → C∞
tr (R∗d)d

thus represents the “projection of vector fields onto gradients”, and 1 − PV is the free
version of the Leray projection in fluid dynamics. The operators LV , ∇, ∇∗

V , ΨV , and PV
satisfy the following relations.

Proposition 5.18. Suppose that V ∈ W (R∗d) satisfies Assumptions 5.14 and 5.16. Con-
sider the operators

C ι−→ tr(C∞
tr (R∗d))

∇−→ C∞
tr (R∗d)d,
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where ι maps a scalar to the corresponding constant function, and

C∞
tr (R∗d)d

∇∗
V−−→ tr(C∞

tr (R∗d))
µ̃V−−→ C.

Then:

(1) ker(∇) = ker(LV ) = ι(C).
(2) Im(∇∗

V ) = Im(LV ) = ker(µ̃V ).
(3) −LVΨV LV = LV and −ΨV LVΨV = ΨV .
(4) P2

V = PV .
(5) Every f ∈ C∞

tr (R∗d)d can be uniquely written as f = ∇g + h where g ∈ tr(C∞
tr (R∗d))

and ∇∗
V h = 0. Here ∇g = PV f .

Proof. (1) Clearly, ι(C) ⊆ ker(∇) ⊆ ker(LV ). Conversely, if f ∈ ker(LV ), then f =

−ΨV LV f + µ̃V f = µ̃V f ∈ ι(C).
(2) Clearly, Im(LV ) ⊆ Im(∇∗

V ). Moreover, (5.3.1) says precisely that Im(∇∗
V ) ⊆

ker(µ̃V ). Finally, if f ∈ ker(µ̃V ), then f = −LVΨV f + µ̃V f = ∇∗
V∇ΨV f + 0.

(3) Note that −LVΨV LV f = LV (f − µ̃V (f)) = LV f and −ΨV LVΨV f = ΨV f −
µ̃V (ΨV f) = ΨV f since Im(ΨV ) ⊆ ker(µ̃V ).

(4) Note that ∇ΨV∇∗
V∇ΨV∇∗

V = −∇ΨV LVΨV∇∗
V = ∇ΨV∇∗

V .
(5) To show existence, fix f and let g = ΨV∇∗

V f and h = f −∇g = (1 − PV )f . Then
∇∗
V h = ∇∗

V f − ∇∗
V∇ΨV∇∗

V f = (1 + LV )∇∗
V f = µ̃V∇∗

V f = 0. For uniqueness, note that
PV f must equal ∇g, and hence h must equal (1− PV )f .

In the classical setting, PV is the L2-orthogonal projection of the space of vector fields
onto the subspace of gradients. Thus, PV h is a vector field which will produce the same
perturbation of V through the transport action as h does, and which has L2 norm less
than or equal to that of h. That is, PV is an infinitesimal version of optimal transport.
For the same idea to apply in the free setting, we would like to show that ker(∇∗

V ) and
Im(∇) are orthogonal with respect to µ̃V .

Although this is merely an integration-by-parts computation in the classical case, the
same approach does not directly work in the free setting because (despite our choice of
notation) ∇∗

V is not actually the adjoint of ∇. Rather, it is the large N limit of 1/N2

times the adjoint of ∇ on L2(µ
(N)
V ), where µ(N)

V is the measure on MN (C)dsa with density
proportional to e−N

2V . The adjointness relation as written does not make sense in the
large N limit because of the factor of 1/N2.

There is another natural heuristic for why ker(∇∗
V ) and Im(∇) are orthogonal. If

h ∈ ker(∇∗
V ) with appropriate boundedness assumptions, then h should generate a one-

parameter group of measure-preserving transformations ft for V by Corollary 5.11. If
we differentiate the equation µ̃V [g ◦ ft] = µ̃V [g] at t = 0, we get µ̃V [⟨∇g,h⟩tr] = 0.
However, to make a rigorous argument, it is easier to directly use the Lie bracket identity
of Lemma 5.13 (related to the group of measure-preserving transformations) together with
the Dyson–Schwinger equation.

Proposition 5.19. Suppose that V satisfies Assumption 5.14, and in (3)–(5) suppose also
that V satisfies Assumption 5.16.
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(1) µ̃V [⟨∇∇∗
V h1,h2⟩tr] = µ̃V [⟨h1,∇∇∗

V h2⟩tr] for h1,h2 ∈ Ctr(R∗d)d.
(2) µ̃V [⟨∇LV g1,∇g2⟩tr] = µ̃V [⟨∇g1,∇LV g2⟩tr] for g1, g2 ∈ tr(C∞

tr (R∗d)).
(3) µ̃V [⟨∇ΨV g1,∇g2⟩tr] = µ̃V [⟨∇g1,∇ΨV g2⟩tr] for g1, g2 ∈ tr(C∞

tr (R∗d)).
(4) If g ∈ tr(C∞

tr (R∗d)) and h ∈ ker(∇∗
V ), then µ̃V [⟨∇g,h⟩tr] = 0.

(5) µ̃V [⟨PV h1,h2⟩tr] = µ̃V [⟨h1,PV h2⟩tr] for h1,h2 ∈ Ctr(R∗d)d.

Proof. (1) By complex-linearity, it suffices to consider the case when h1 and h2 are
self-adjoint. By Lemma 5.13, we have

∇∗
V [h1,h2] = ⟨∇∇∗

V h1,h2⟩tr − ⟨∇∇∗
V h2,h1⟩tr.

When we apply µ̃V , the left-hand side evaluates to zero, hence

µ̃V [⟨∇∇∗
V h1,h2⟩tr] = µ̃V [⟨∇∇∗

V h2,h1⟩tr] = µ̃V [⟨h1,∇∇∗
V h2⟩tr],

since h1 and ∇∇∗
V h2 are self-adjoint (which follows since ∇∗

V h2 is real-valued).
(2) Substitute hj = ∇gj into (1) and apply ∇∗

V∇ = −LV .
(3) Substitute ΨV gj for gj in (2) and note that ∇LVΨV gj = ∇[µ̃V [gj ]− gj ] = −∇gj .
(4) Note that

µ̃V [⟨∇g,h⟩tr] = −µ̃V [⟨∇∇∗
V∇ΨV g,h⟩tr] = −µ̃V [⟨∇ΨV g,∇∇∗

V h⟩tr] = 0.

(5) Since PV h1 ∈ Im(∇) and (1− PV )h2 ∈ ker(∇∗
V ), they are orthogonal with respect

to µ̃V ◦ ⟨·, ·⟩tr. Therefore,

µ̃V [⟨PV h1,h2⟩tr] = µ̃V [⟨PV h1,PV h2⟩tr].
By symmetrical reasoning, this equals µ̃V [⟨h1,PV h2⟩tr].

In contrast to the situation with ∇, the adjoint of the operator ∂ can be understood di-
rectly from the Dyson–Schwinger equation. The following lemma is related to computations
in [81, Proposition 21].

Lemma 5.20. Let V satisfy Asssumptions 5.14 and 5.16. Define

∂∗V : C1
tr(R∗d,M (R∗d))d → Ctr(R∗d)d

by
∂∗V F = F#∇V − ∂†F.

Then for f ∈ C2
tr(R∗d)d and F ∈ C2

tr(R∗d,M (R∗d))d, we have

µ̃V ⟨f , ∂∗V F⟩tr = µ̃V Tr#[(∂f)
✶F].

Remark 5.21. We can define a semi-inner product on C∞
tr (R∗d)d by (f ,g) 7→ µ̃V ⟨f ,g⟩tr,

and a semi-inner product on C∞
tr (R∗d,M (R∗d))d by (F,G) 7→ µ̃V Tr#(F#G). The lemma

then says that ∂∗V is formally the adjoint of ∂ with respect to these inner products.

Proof of Lemma 5.20. We apply (5.3.1) with h = (F✶ # f)∗. Observe that

∂V # h = ⟨∇V,h⟩tr = ⟨h∗,∇V ⟩tr = ⟨F✶ # f ,∇V ⟩tr = ⟨f ,F#∇V ⟩tr.
Next, we computeTr#(∂h). LetΦ andΥ be the maps in Lemmas 4.15 and 4.19 respectively.
Then for (A, τ) ∈ W and X,Y ∈ Ad

sa, we have

Φ−1(h)A,τ (X)[Y] = ⟨Y,hA,τ (X)⟩τ = ⟨hA,τ (X)∗,Y⟩τ
= ⟨(F✶)A,τ (X)[fA,τ (X)],Y⟩τ = ⟨fA,τ (X),FA,τ (X)[Y]⟩τ .
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Now
Tr#(∂h) = Υ(Φ−1(∂h)) = Υ(∂Φ−1(h))),

where the last equality follows from (4.3.3) and the fact that Υ(gπ) = Υ(g) when π is
the permutation that switches the last two indices. Let (B, σ) be generated by a standard
semicircular d-tuple S. Using our previous expression for Φ−1(h), we have

Υ(∂Φ−1(h))A,τ (X) =
d

dt

∣∣∣∣
t=0

⟨fA∗B,τ∗σ(X+ tS),FA∗B,τ∗σ(X+ tS)[S]⟩τ∗σ

= ⟨∂fA∗B,τ∗σ(X)[S],FA∗B,τ∗σ(X)[S]⟩τ∗σ + ⟨fA∗B,τ∗σ(X), ∂FA∗B,τ∗σ(X)[S,S]⟩τ∗σ
= ⟨S, (∂f✶ # F)A∗B,τ∗σ(X)[S]⟩τ∗σ + ⟨fA,τ (X), EA∂F

A∗B,τ∗σ(X)[S,S]⟩τ
= Tr#[(∂f)

✶F]A,τ (X) + ⟨fA,τ (X), (∂†F)A,τ (X)⟩τ .

Thus, we get
Tr#(∂h) = Tr#[(∂f)

✶F] + ⟨f , ∂†F⟩tr.

So the Dyson–Schwinger equation yields

µ̃V ⟨f ,F#∇V ⟩tr = µ̃V Tr#[(∂f)
✶F] + µ̃V ⟨f , ∂†F⟩tr,

which is the desired equality.

5.4. Strategy and discussion. A natural strategy to produce transport maps from one
point V0 to another V1 in W (R∗d) is as follows. Suppose we are given a path t 7→ Vt from
[0, 1] into the free Wasserstein manifold. Suppose all the Vt’s satisfy Assumptions 5.14
and 5.16. Assume without loss generality that V̇t has expectation zero under µVt . Let
ht = −∇ΨVt V̇t, so that −∇∗

Vt
ht = V̇t. Let ft solve the equation ft = id +

∫ t
0
hu ◦ fu du.

Then (ft)∗V0 should equal Vt for all t. Of course, carrying this out rigorously requires
additional analytic assumptions.

The remainder of the paper will show that Assumptions 5.14 and 5.16 hold and the
transport strategy can be carried out rigorously for potentials V ∈ C∞

tr (R∗d) of the form
V (x) = (1/2)

∑
j tr(x

2
j )+W (x) such that ∂W is uniformly bounded and ∂∇W is uniformly

bounded by a constant strictly less than 1. More precisely, §6 will study the heat semigroup
associated to LV , and from there the associated expectation EV : tr(Ctr(R∗d)) → C and
the pseudo-inverse ΨV of the Laplacian LV . These results will imply that V satisfies
Assumption 5.16, and that there is a unique law µV satisfying µ̃V (LV f) = 0 for all
f ∈ tr(C2

tr(R∗d)). However, this alone does not imply that µV satisfies (5.3.1).
Next, §7 will study the free Gibbs laws associated to a potential V , that is, non-

commutative law maximizing a certain free entropy functional. These results will imply
that if ∂W and ∂2W are bounded (here there are no restrictions on the constant), then there
exists a non-commutative law ν satisfying the Dyson–Schwinger equation ν̃[∇∗

V h] = 0 for
all sufficiently smooth h. Hence, in the situation where ∂∇W is uniformly smaller than
1, we have existence and uniqueness of a law µV satisfying (5.3.1), or in other words, V
satisfies Assumption 5.14.

In order to execute the strategy for constructing transport, we need ht = −∇∗
Vt
ΨVt V̇t

to have uniformly bounded first derivative and to depend continuously on t in order to
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apply Lemmas 5.8 and 5.10. Thus, in our construction of ΨV in §6, we have to estimate
the derivatives of ΨV f and show that ΨV f depends continuously on V and f jointly. The
continuity property of course increases the amount of technical work, but it follows quite
naturally from the stochastic construction of the heat semigroup provided that we have
uniform bounds on ∂V and ∂∇V . On the other hand, to get ht to have bounded first
derivative with our methods requires us to assume that ∂3Vt is bounded and that ∂V̇t and
∂2V̇t are bounded.

In §8, we complete the argument for transport by showing that (f1)∗µV0 = µV1 , and
this yields isomorphism of the C∗ and W∗-algebras associated to µV0

and µV1
. In §8.4,

assuming a smaller bound for ∂2V − Id, we construct transport functions ht and ft which
are triangular, in the sense that

ft(x1, . . . , xd) = (ft,1(x1), ft,2(x1, x2), . . . , ft,d(x1, . . . , xd)).

This produces a triangular isomorphism of C∗ and W∗-algebras.
It is natural to ask what the minimal assumptions are on V0 and V1 to obtain

isomorphisms of the associated C∗ and W∗-algebras. First, although we assume that
V ∈ tr(C∞

tr (R∗d)) throughout, the proof would work just as well if V is merely in
tr(C3

tr(R∗d)) (with of course the required bounds on the derivatives). We did not wish to
get mired down with writing the precise smoothness assumptions needed for each result.
In any case, the smoothness assumptions needed in this proof may not be optimal. For
instance, von Neumann algebraic triangular transport was constructed in [46, 47] using
only assumptions on the first two derivatives of V . We have not yet verified that this would
be sufficient for C∗-algebraic triangular transport.

More generally, do we expect such results to hold for functions V which are not
perturbations of a quadratic, and especially thosewhich are not even convex?Unfortunately,
the C∗-isomorphism can fail even for d = 1 with V ∈ tr(C∞

tr (R∗d)).
Random matrix theorists have carried out a detailed analysis of the case (among others)

where d = 1 and V (X) = tr(f(X)) for some smooth f : R → R; see [17, 10, 15, 14, 16]. Of
course, by §4.2, such a V will be in tr(C∞

tr (R∗d)). As in [10, §7.1], consider f(t) = t4/4−ct2,
orV (x) = tr(x4)/4−c tr(x2). Letµ(N) be the associated measure onMN (C)sa, and letX(N)

be a random matrix chosen according to this measure. It was shown that for large enough c,
the empirical spectral distribution of X(N) converges in probability to a measure ρ on R
whose support is the disjoint union of two closed intervals. If X is a self-adjoint operator in
(A, τ) with spectral distribution ρ, then C∗(X) ∼= C[0, 1]⊕C[0, 1]. In particular, it is not
isomorphic to the C∗-algebra generated by a self-adjoint operator S with the semicircular
distribution.

As a side note, the function tr(x4)/4 − c tr(x2) is not a bounded perturbation of
(1/2) tr(x2), hence not among the class of functions studied in this paper. However, one
can easily modify the function t4/4− ct2 near ∞ so that it is a bounded perturbation of
some constant times t2. If this modification is close enough to ∞, and the values of the
modified function remain sufficiently large in that region, then the support of the limiting
distribution can be forced to stay inside a bounded set where the function was not changed
(using similar techniques to [10, §7.1], [47, §18.2]), and hence the limiting distribution
will still be ρ because of [17, Theorem 1]. Similarly, one could consider a function such as
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f(t) = t2/2 + ae−bt
2

for large constants a and b. By choosing the coefficients correctly,
one could presumably produce similar behavior to t4/4− ct2 in that the limiting empirical
spectral distribution would have a support with two components.

Such examples are an obstruction to C∗ transport results for free Gibbs laws for
generalV . These exampleswill in fact failAssumptions 5.14 and5.16. Indeed, by reweighting
the pieces of µV on each component of the support, one can obtain a continuum of measures
that satisfy the Dyson–Schwinger equation, although it turns out that often there is still
a unique maximizer of entropy. Moreover, if we consider a smooth function f on R that is
constant on each component of the support, then ∇(f(x)) = f ′(x) will evaluate to zero
in L2 of the free Gibbs law for V . Although this is not technically the same as ∇(f(x))

being zero in Ctr(R∗d)d, this behavior still suggests an obstacle to inverting LV modulo
constant functions. On the other hand, [14] and [16] were able to invert the Laplacian on L2

modulo a finite-dimensional kernel (still for a single matrix). It is an intriguing possibility
that something like this could work for the multi-matrix setting and lead to a transport
result that applies as long as ht is in a certain subspace of C∞

tr (R∗d)dsa complementary to
the kernel of LVt .

We also remark that since W∗-isomorphism is weaker than C∗-isomorphism, there
could be situations in which the former is possible even when the latter is not. In the case
of a single self-adjoint operator, topological obstructions, such as disconnected support,
disappear when we pass from the algebra of continuous functions to the L∞ space. On
the other hand, Brown showed that finite free entropy for a non-commutative law is not
sufficient to guaranteeW∗-isomorphism with the law of a semicircular family [20]. However,
we do not know of any counterexamples to having W∗-isomorphism between µV and the
law of a free semicircular family for any smooth V with quadratic growth at ∞. Voiculescu
conjectured such W∗-isomorphism for a certain class of potentials in [97].

6. Pseudo-inverse of the Laplacian LV

As we saw in §2.2 and §5, the Laplacian associated to V plays an important role in
converting between perturbations of V and infinitesimal transport maps, both in the
classical case and in the non-commutative case. Recall that for V ∈ tr(C∞

tr (R∗d)), the
associated Laplacian is defined by

LV f = Lf −
d∑
j=1

∂xjf #∇xjV.

For each k ∈ N0 ∪ {∞}, this operator is a continuous linear transformation Ck+2
tr (R∗d) →

Cktr(R∗d).
We seek sufficient conditions forLV to have a one-dimensional kernel and a well-behaved

pseudo-inverse ΨV . We will use this in §8.1 to verify that V satisfies Assumption 5.16.
As discussed in §5.4, we do not expect this to hold in all cases, so we will assume that
V is close in a certain sense to the quadratic (1/2)⟨x,x⟩tr. Following similar ideas to
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[10, 7, 29, 39, 40, 30] and especially [30], since we cannot work directly with the density in
the free setting, we will instead recover EV and ΨV from the heat semigroup (etLV )t∈[0,∞),
which in turn will be constructed from a free stochastic process X (X, t) solving the
equation

dX (X, t) = dS(t)− 1
2∇xV (X (X, t)) dt, X (X, 0) = X,

where (S(t))t∈[0,∞) is a free Brownian motion in d variables, freely independent of X. We
remark that the technical development of free SDE theory owes a great deal to the work of
Biane [8], Biane and Speicher [9, 10], and Dabrowski [29, 28], although due to the simple
nature of the SDE considered here, we opt for a self-contained treatment which does not
require any background in free stochastic analysis.

In fact, the SDE construction only depends on V through its gradient ∇V and nothing
about the construction of the SDE and heat semigroup requires us to use a gradient.
Hence, we will prove the results with ∇V replaced by a function J ∈ C∞

tr (R∗d)dsa which
is sufficiently close to the identity function. As motivation, note that in the case where
J = ∇V , the condition ∥∂J− Id∥BCtr(R∗d,M (R∗d)) < 1 would mean that the Hessian of V
is within 1 of Id. In the classical world, this implies that V is uniformly convex.

Definition 6.1. For constants c ∈ (0, 1) and a ∈ R, we define

J d
a,c := {J ∈ C∞

tr (R∗d) : ∥J− id∥BCtr(R∗d)d ≤ a, ∥∂J− Id∥BCtr(R∗d,M1)d ≤ 1− c}.

We also define
LJf := Lf − ∂f # J.

Thus, in particular, the earlier operator LV would equal L∇V in this notation. This
will not cause any confusion because V and ∇V are different types of objects: V is a scalar-
valued function while ∇V is a d-tuple of operator-valued functions. A precise statement
of our results is as follows.

Definition 6.2. Let J ∈ J d
a,c. Let (A, τ) be a tracial W∗-algebra, let (B, σ) be the tracial

W∗-algebra generated by a d-tuple of self-adjoint free Brownian motions (S1(t), . . . ,Sd(t))
for t ∈ [0,∞), and let (A ∗ B, τ ∗ σ) be the tracial free product of (A, τ) and (B, σ). For
X = (X1, . . . , Xd) ∈ Ad

sa, let X (X, t) = XA,τ (X, t) be the solution to the integral equation

X (X, t) = X + S(t) +
∫ t

0

J(X (X, u)) du

(which we will show is well-defined in Lemma 6.10). Note that X is a function from
Ad

sa × [0,∞) into (A ∗ B)dsa. For f ∈ Ctr(R∗d), we define

(etLJf)A,τ (X) := EA[f
A∗B,τ∗σ(X (X, 2t))],

where EA : A ∗ B → A is the unique trace-preserving conditional expectation.

Theorem 6.3. Let J ∈ J d
a,c for some a ∈ R and c ∈ (0, 1). Let f ∈ Cktr(R∗d).

(1) We have etLJf ∈ Cktr(R∗d).
(2) As t→ ∞, the function etLJf converges in Cktr(R∗d) to a constant EJf .
(3) The integral ΨJf =

∫∞
0

[etLJ − EJ]f dt makes sense as an improper Riemann integral
in Cktr(R∗d).
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(4) We have
−LJΨJ + EJ = −ΨJLJ + EJ = id

as operators Cktr(R∗d) → Cktr(R∗d).

This theorem is a summary of the results we will prove in this section. In particular:

(1) See Lemma 6.17.
(2) See Proposition 6.22 and (6.2.2).
(3) See Proposition 6.26.
(4) See Proposition 6.29.

Actually, as we are interested in studying conditional distributions and conditional trans-
port, we will prove a more general result, which allows J and f to depend on an auxiliary
variable x′. We will furthermore allow f to be in Cktr(R∗(d+d′),M (R∗d1 , . . . ,R∗dℓ))d

′′
for

some ℓ ∈ N0 and d1, . . . , dℓ, and d′′ ∈ N. The more general definition of the heat semigroup
is as follows.

Definition 6.4. Consider formal variables x = (x1, . . . , xd) and x′ = (x′1, . . . , x
′
d′). Let

π(x,x′) = x and π′(x,x′) = x′. Moreover, let Π(x,x′)[y,y′] = y and Π′(x,x′)[y,y′] = y′,
where y is a d-tuple and y′ is a d′-tuple. Then define

J d,d′

a,b := {J ∈ C∞
tr (R∗(d+d′))dsa : ∥J− π∥BCtr(R∗(d+d′))d ≤ a,

∥∂J−Π∥BCtr(R∗(d+d′),M (R∗d))d ≤ 1− c}.

Definition 6.5. Let J ∈ J d,d′

a,b . Let (A, τ) be a tracial W∗-algebra, let (B, σ) be the
tracial W∗-algebra generated by a d-tuple of freely independent self-adjoint free Brownian
motions (S1(t), . . . ,Sd(t)) for t ∈ [0,∞), and let (A ∗ B, τ ∗ σ) be the tracial free product
of (A, τ) and (B, σ). For X = (X1, . . . , Xd) ∈ Ad

sa and X′ = (X ′
1, . . . , X

′
d′) ∈ Ad′

sa, let
XA,τ (X,X ′, t) be the solution to the integral equation

X (X,X′, t) = X+ S(t) +
∫ t

0

J(X (X,X′, u), X ′) du

(which we will show is well-defined in Lemma 6.10). Note that XA,τ is a function from
Ad+d′

sa × [0,∞) into (A ∗ B)dsa. For f ∈ Cktr(R∗(d+d′),M (R∗d1 , . . . ,R∗dℓ))d
′′
, we define

(etLx,Jf)A,τ (X,X′)[Y1, . . . ,Yℓ] = EA[f
A∗B,τ∗σ(X (X,X ′, 2t), X ′)[Y1, . . . ,Yℓ]],

where EA : A ∗ B → A is the unique trace-preserving conditional expectation.

We refer to Propositions 6.22 and 6.26 for the precise generalizations of Theorem 6.3
to the conditional setting.

6.1. The process X (X,X′, t). The bulk of the technical work to prove Theorem 6.3 lies
in showing that X is a “C∞

tr function of (X,X′) and S” in a certain sense. Once we prove
that, it is relatively easy to deduce that if f is a Cktr function of (X,X′), then so is etLx,Jf ,
as we will do in §6.2. The results of this section are closely parallel to [30, §3.2], except
with different spaces of functions.

Recall that XA,τ (X,X′, t) depends on X and X′ as well as the free Brownian mo-
tion S(t), and thus we want to define a similar space to Cktr(R∗(d+d′)) which also allows
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dependence on a freely independent free Brownian motion. Since of course we will need
to study the space-derivatives of XA,τ (X,X′, t) of arbitrary orders, this involves defining
analogs of Ctr(R∗(d+d′),M (R∗d1 , . . . ,R∗dℓ))d

′′
that also allow dependence on S(t). For

simplicity, we call the tuple of formal variables x rather than (x,x′) in the definition.

Definition 6.6. Denote by s a collection of formal self-adjoint variables (sj(t))t∈[0,∞),j∈[d]

and let x denote a collection of formal self-adjoint variables x1, . . . , xd′ . We denote by
TrPs(R∗d,M (R∗d1 , . . . ,R∗dℓ)) the space of trace polynomials in the formal variables
x1, . . . , xd, {s(t)}t∈[0,∞), and y1, . . . ,yℓ (where yj is a dj-tuple) that are real-multilinear
in y1, . . . , yℓ.

Definition 6.7. With x and s as above, suppose that f = (fA,τ )(A,τ)∈W is a tuple of
functions where

fA,τ : (A ∗ B)d
′

sa × (A ∗ B)d1sa × · · · × (A ∗ B)dℓsa → (A ∗ B)d
′′

is a function which is real-multilinear in the last ℓ variables.
We say that f ∈ Ctr,S(R∗d′ ,M (R∗d1 , . . . ,R∗d1))d

′′
if for every R > 0 and ϵ > 0, there

exists a g ∈ TrPs(R∗d,M (R∗d1 , . . . ,R∗dℓ)) such that for every (A, τ) we have

sup {∥fA,τ (X)− g|A∗B,τ∗σ(S,X)∥M ℓ,tr : X ∈ (A ∗ B)dsa with ∥X∥∞ ≤ R} < ϵ.

We equip Ctr,S(R∗d′ ,M (R∗d1 , . . . ,R∗dℓ))d
′′

with the Fréchet topology given by the semi-
norms

∥f∥Ctr,S(R∗d′ ,M ℓ),R := sup
(A,τ)∈W

sup {∥fA,τ (X)∥M ℓ,tr : X ∈ (A ∗ B)dsa with ∥X∥∞ ≤ R}

for R > 0.

Definition 6.8. Let k ∈ N0∪{∞}. Suppose that f = (fA,τ )(A,τ)∈W is a tuple of functions
where

fA,τ : (A ∗ B)d
′

sa × (A ∗ B)d1 × · · · × (A ∗ B)dℓ → (A ∗ B)d
′′

is a function which is real-multilinear in the last ℓ variables.
We say that f ∈ Cktr,S(R∗d′ ,M ℓ)d

′
if for every k′ ∈ N0 with k′ ≤ k, there exists

gk′ ∈ Ctr,S(R∗d′ ,M ℓ+k′)d
′
such that for every (A, τ) ∈ W,

∂k
′
fA,τ = gA,τ

k′

as functions (A∗B)d2+ℓ+k′sa → A∗B. We equip Cktr,S(R∗d′ ,M (R∗d1 , . . . ,R∗dℓ))d
′′

with the
family of seminorms

∥∂k
′
f∥Ctr,S(R∗d′ ,M ℓ+k′ )d′′ ,R

for k′ ≤ k and j1, . . . , jk′ ∈ [d′] and R > 0.

Proposition 6.9. Lemma 3.20 and Theorem 3.21 hold when we replace each space
Cktr(R∗d′ ,M (R∗d1 , . . . ,R∗dℓ))d

′′
by Cktr,S(R∗d′ ,M (R∗d1 , . . . ,R∗dℓ))d

′′
.

The proof of this proposition is exactly the same as for the original statements, and so
we leave the details to the reader. Now we are ready to define the solution to the integral
equation. We continue to use S to denote a d-tuple of free Brownian motions.
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Lemma 6.10. For each (A, τ), there exists a unique function XA,τ : (A∗B)d+d′sa × [0,∞) →
(A ∗ B)dsa that is continuous in t and satisfies

XA,τ (X,X′, t) = X+ S(t)− 1

2

∫ t

0

JA∗B,τ∗σ(XA,τ (X,X′, u),X′) du. (6.1.1)

Moreover, X defines a continuous map [0,∞) → Ctr,S(R∗(d+d′))dsa which satisfies

∥X (·, t)∥Ctr,S(R∗(d+d′))d,R ≤ e−t/2(R+ 2) + (1− e−t/2)∥J− π∥BCtr(R∗(d+d′))d . (6.1.2)

Proof. Define Picard iterates inductively by

XA,τ
0 (X,X′, t) = X,

XA,τ
n+1(X,X

′, t) = S(t)− 1

2

∫ t

0

JA∗B,τ∗σ(XA,τ
n (X,X′, u),X′) du.

We will show by induction that XA,τ
n is well-defined and t 7→ Xn(·, t) is a continuous

map [0,∞) → Ctr(R∗(d+d′))dsa. The base case is immediate. For the induction step, recall
that composition is a continuous operation by Lemma 3.20/Proposition 6.9, and hence
J(Xn(x,x′, t),x′) defines a continuous map [0,∞) → Ctr(R∗(d+d′))dsa. Thus, it makes sense
to integrate from 0 to t using Riemann integration for functions taking values in a Fréchet
space, and of course the output will again be a continuous function [0,∞) → Ctr(R∗(d+d′))dsa
(the argument is the same as in [47, §14.3]). Thus, Xn+1 defines such a continuous function
as desired.

Next, we prove convergence of the Picard iterates as n → ∞. Because ∂xJ − Π is
globally bounded by c, it follows that JA∗B,τ∗σ is (1 + c)-Lipschitz in X (with respect
to ∥·∥∞). This implies that for n ≥ 1,

∥XA,τ
n+1(X,X

′, t)−XA,τ
n (X,X′, t)∥∞ ≤ 1 + c

2

∫ t

0

∥XA,τ
n (X,X′, u)−XA,τ

n−1(X,X
′, u)∥∞ du,

so that

∥Xn+1(·, t)−Xn(·, t)∥Ctr(R∗(d+d′))dsa,R
≤ 1 + c

2

∫ t

0

∥Xn(·, u)−Xn−1(·, u)∥Ctr(R∗(d+d′))dsa,R
du.

(6.1.3)
Let

C(t, R) = sup
u∈[0,t]

∥X1(·, u)−X0(·, u)∥Ctr(R∗(d+d′))dsa,R
.

Then a straightforward induction argument shows that

∥Xn+1(·, t)−Xn(·, t)∥Ctr(R∗(d+d′))dsa,R
≤ C(T,R)

(1 + c)ktn

2nn!

for t ∈ [0, T ]. This implies the convergence of Xn in Ctr(R∗(d+d′))dsa uniformly for t ∈ [0, T ]

as n → ∞. Thus, the limit X is a solution to the integral equation satisfying the desired
continuity property.

Note that we have asserted the uniqueness claim in a weaker setting than that of
continuous functions [0,∞) → Ctr(R∗(d+d′))dsa. Indeed, we claim that for a fixed (A, τ)
and initial condition X, the trajectory defined by the integral equation is unique. This
follows from the Picard–Lindelöf theory because JA∗B,τ∗σ is Lipschitz in X.
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Finally, to prove (6.1.2), the idea is to “differentiate” et/2XA,τ (X,X′, t) with re-
spect to t. One can find a stochastic differential equation for et/2X (X,X′, t) using free
Itô calculus and then use standard SDE techniques to estimate it. However, let us
give this argument in an elementary language that does not require knowledge of free
SDE.

Fix t and n, and let tj = jt/n for j = 0, . . . , n. Then

XA,τ (X,X′, tj)−XA,τ (X,X′, tj−1)

= S(tj)− S(tj−1)−
1

2

∫ tj

tj−1

JA∗B,τ∗σ(XA,τ (X,X′, u),X′) du.

Let K = J− π. By continuity of X in t, we have∫ tj

tj−1

XA,τ (X,X′, u) du = (t/n)XA,τ (X,X′, tj) + o(1/n),

where the error estimate holds uniformly for ∥(X,X′)∥ ≤ R and is independent of j. Thus,

(1 + t/2n)XA,τ (X,X′, tj)−XA,τ (X,X′, tj−1)

= S(tj)− S(tj−1)−
1

2

∫ tj

tj−1

KA∗B,τ∗σ(XA,τ (X,X′, u),X′) du+ o(1/n).

Note that 1 + t/n = et/2n + o(1/n) and hence

et/2nXA,τ (X,X′, tj)−XA,τ (X,X′, tj−1)

= S(tj)− S(tj−1)−
1

2

∫ tj

tj−1

e(u−tj−1)/2KA∗B,τ∗σ(XA,τ (X,X′, u),X′) du+ o(1/n).

Now multiply by etj−1/2 and sum from j = 1 to n to obtain

et/2XA,τ (X,X′, t)−X

=
n∑
j=1

etj−1/2[S(tj)− S(tj−1)] +

∫ t

0

eu/2KA∗B,τ∗σ(XA,τ (X,X′, u),X′) du+ o(1),

(6.1.4)

where the error estimate o(1) holds uniformly as n→ ∞ for ∥(X,X′)∥∞ ≤ R (and in fact
independently of (A, τ)). Note that

n∑
j=1

etj−1/2[S(tj)− S(tj−1)]

is a sum of freely independent semicircular d-tuples of mean zero and hence it is a free
semicircular d-tuple of mean zero, such that each coordinate has variance

n∑
j=1

etj−1(tj − tj−1) ≤
∫ t

0

eu/2 du = et − 1 ≤ et.

Hence, ∥∥∥ n∑
j=1

etj−1/2[S(tj)− S(tj−1)]
∥∥∥
∞

≤ 2et/2.
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We also have∥∥∥∥∫ t

0

eu/2KA∗B,τ∗σ(XA,τ (X,X′, u),X′) du

∥∥∥∥ ≤ (1− e−t/2)∥K∥BCtr(R∗(d+d′))d .

Thus, upon taking n→ ∞ in (6.1.4), we obtain the desired estimate.

Since t 7→ X (·, t) is a continuous map [0,∞) → Ctr,S(R∗(d+d′))dsa, we can define the
Riemann integral ∫ t

0

J(X (·, u), π′) du,

where J(X (·, u), π′) denotes the function in Ctr,S(R∗(d+d′))dsa given by composing X (·, u)
and π′ in the prescribed manner. Relying once again on the fact that the Riemann integrals
are defined for continuous functions from [0, t] to a Fréchet space, it follows that the identity

X (·, t) = S(t)− 1

2

∫ t

0

J(X , π′) du

holds in Ctr,S(R∗(d+d′))dsa. Similarly, t 7→ X (·, t) − S(t) is a continuously differentiable
function [0,∞) → Ctr,S(R∗(d+d′))d. It will be convenient in the rest of the section to view
our equations as integral/differential equations in Ctr,S(R∗(d+d′))dsa rather than equations
for functions on Ad+d′

sa for every (A, τ) separately.
The next lemma will be used to construct the process ∂X (·, t).

Lemma 6.11. Suppose that t 7→ F(·, t) is a continuous function from [0,∞) into
Ctr,S(R∗d+d′ ,M (R∗d1 , . . . ,R∗dℓ))d, and let G0 ∈ Ctr,S(R∗(d+d′),M (R∗d1 , . . . ,R∗dℓ))d.
Then there exists a unique continuous G : [0,∞) → Ctr,S(R∗(d+d′),M (R∗d1 , . . . ,R∗dℓ))d

satisfying

G(·, 0) = G0, (6.1.5)
d

dt
G(·, t) = −1

2
∂xJ(X (·, t), π′) # G(·, t) + F(·, t). (6.1.6)

Moreover,

∥G(·, t)∥Ctr,S(R∗(d+d′),M ℓ)d,R

≤ e−ct/2
(
∥G0∥CS(R∗(d+d′),M ℓ)d,R +

∫ t

0

ecu/2∥F(·, u)∥CS(R∗(d+d′),M ℓ)d,R du

)
. (6.1.7)

Proof. Recall our assumption that J = π +K with

∥∂xK∥BCS(R∗(d+d′),M1)d ≤ 1− c.

Hence,
∥∂xJ∥BCS(R∗(d+d′),M1)d ≤ 2− c.

It follows that for each t, the right-hand side of the differential equation depends in
a Lipschitz manner upon G(·, t) with respect to ∥·∥Cktr,S(R∗(d+d′),M ℓ)d,R for every R > 0,
with the Lipschitz constant being (2−c)/2. Hence, the standard Picard–Lindelöf argument
proves the existence and uniqueness of a solution.
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Because J = π +K, we also obtain
d

dt
G(·, t) + 1

2
G(·, t) = −1

2
∂xK(X (·, t), π′) # G(·, t) + F(·, t).

Hence, upon multiplying by et/2 and using the given bound for ∂xK, we obtain∥∥∥∥ ddt [et/2G(·, t)]
∥∥∥∥
Ctr,S(R∗(d+d′),M ℓ)d,R

≤ 1

2
(1− c)∥et/2G(·, t)∥Ctr,S(R∗(d+d′),M ℓ)d,R + et/2∥F(·, t)∥Ctr,S(R∗(d+d′),M ℓ)d,R.

By Grönwall’s inequality,

∥et/2G(·, t)∥Ctr,S(R∗(d+d′),M ℓ)d,R

≤ e(1−c)t/2
(
∥G0∥Ctr,S(R∗(d+d′),M ℓ)d,R

+

∫ t

0

e−(1−c)u/2eu/2∥F(·, t)∥Ctr,S(R∗(d+d′),M ℓ)d,R du

)
.

This simplifies to the desired estimate (6.1.7).

Next, we explain how to differentiate G(·, t) with respect to (x,x′) in the situation of
Lemma 6.11 when F is a C1

tr,S function. This will allow us to show that X (·, t) is a C∞
tr,S

function by induction.

Lemma 6.12. Suppose that t 7→ F(·, t) is a continuous function from [0,∞) into
C1

tr,S(R∗d+d′ ,M (R∗d1 , . . . ,R∗dℓ))d, and let G0 ∈ C1
S(R∗(d+d′),M (R∗d1 , . . . ,R∗dℓ))d. Then

the solution G in Lemma 6.11 is a continuous function [0,∞) → C1
tr,S(R∗(d+d′),

M (R∗d1 , . . . ,R∗dℓ))d, and we have

d

dt
∂G(·, t) = −1

2
∂xJ(X (·, t), π′) # ∂G(·, t)− 1

2
∂[∂xJ(X (·, t), π′)] # [G(·, t),Π] + ∂F(·, t).

(6.1.8)

Proof. We claim that for each t, the right-hand side of (6.1.6) depends in a Lipschitz manner
upon G(·, t) in C1

tr,S(R∗(d+d′),M (R∗d1 , . . . ,R∗dℓ))d. More precisely, if we subtract the
right-hand side of (6.1.6) for two different functions G and G′, then ∥·∥Ctr,S(R∗(d+d′),M ℓ)d,R

+ ∥∂·∥Ctr,S(R∗(d+d′),M ℓ+1)d,R of the difference is bounded by a constant times

∥G(·, t)− G′(·, t)∥CS(R∗(d+d′),M ℓ)d,R + ∥∂G(·, t)− ∂G′(·, t)∥CS(R∗(d+d′),M ℓ)d,R.

We already explained in the proof of Lemma 6.11 how to estimate G(·, t) − G′(·, t) with
respect to ∥·∥Ctr,S(R∗(d+d′),M ℓ)d,R. To estimate ∂G(·, t)− ∂G(·, t), note that applying ∂ to
the right-hand side of (6.1.6) results in the right-hand side of (6.1.8). We subtract the
right-hand side of (6.1.8) at G from the corresponding quantity in G′, and then estimate∥∥∥∥12∂xJ(X (·, t), π′) # (∂G′(·, t)− G(·, t))

∥∥∥∥
Ctr,S(R∗(d+d′),M (R∗d1 ,...,R∗dℓ ,R∗d))

≤ 1

2
∥∂xJ(X (·, t), π′)∥Ctr,S(R∗d,M (R∗d)d)∥∂G

′(·, t)−G(·, t))∥Ctr,S(R∗(d+d′),M (R∗d1 ,...,R∗dℓ ,R∗d)),
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and in turn,

∥∂[∂xJ(X (X,X′, t),X′)]∥Ctr(R∗(d+d′),M2),R ≤ ∥∂[∂xJ]∥Ctr(R∗(d+d′),M2),R′ ,

where R′ = max(R+ 2, ∥J− π∥BCtr(R∗(d+d′))d), by (6.1.2). The second term

−1

2
∂[∂xJ(X (·, t), π′)] # [G′(·, t)− G(·, t),Π]

can be estimated similarly. This shows the desired Lipschitz property, and hence the Picard–
Lindelöf method shows that (6.1.6) has a solution in C1

tr,S(R∗(d+d′),M (R∗d1 , . . . ,R∗dℓ))d.
Thismust agreewith the solution inCtr,S(R∗(d+d′),M (R∗d1 , . . . ,R∗dℓ))d fromLemma6.11.
Then by applying ∂ to both sides, we obtain (6.1.8).

Lemma 6.13. The function X from Lemma 6.10 is a continuous map from [0,∞) into
C∞

tr,S(R∗(d+d′))dsa. Moreover, there exist constants Ck,J,R such that

∥∂kX (·, t)∥Ctr,S(R∗(d+d′),Mk)d,R ≤ Ck,J,R (6.1.9)

for k ≥ 1 and polynomials pk,J,R : R → R such that pk,J,R has degree k and

∥∂x∂kX (·, t)∥Ctr,S(R∗(d+d′),Mk+1)d,R ≤ e−ct/2pk,J,R(t) (6.1.10)

for k ≥ 0.

Proof. Let π(X,X′) = X and π′(X,X′) = X′. We claim that for each k ≥ 1, t 7→ ∂kX (·, t)
is a continuous function

[0,∞) → BCtr,S(R∗(d+d′),M (R∗(d+d′), . . . ,R∗(d+d′)︸ ︷︷ ︸
k

))d

and it satisfies

d

dt
∂kX (·, t) = −1

2

k∑
k′=0

k−k′∑
j=0

(
j + k′

j

) ∑
(B1,...,Bj)

partition of [j]
min(B1)<···<min(Bj)

1

k!

∑
σ∈Perm([k])

∂k
′

x′∂jxJ(X (·, t), π′)

# [∂|B1|X (·, t), . . . , ∂|Bj |X (·, t),Π′, . . . ,Π′︸ ︷︷ ︸
k′

]σ. (6.1.11)

We will deduce this from Lemma 6.12 by induction.
We make a few preliminary comments on the form of the above equation before we show

the terms are well-defined. We obtained (6.1.11) by formally repeatedly differentiating the
equation for X (·, t) using the chain rule. More precisely, we differentiated the composition
of J with (X (·, t), π′), and evaluated the derivative of the inner function as (∂X (·, t),Π′),
and then expressed the result in terms of these two pieces. We moved the occurrences
of Π′ to the right for each term. In order not to worry about which order to plug in the
tangent vectors, we symmetrized over Perm(k), which is valid because the kth derivative
is a symmetric k-linear map.

On the right-hand side of (6.1.11), the term with k′ = 0, j = 1, and B1 = [k] is exactly

∂xJ(X (·, t), π′) # ∂kX (·, t),



Non-commutative smooth functions and Wasserstein manifold 89

and all the other terms only involve lower-order derivatives of X (·, t). We will denote the
sum of all these other terms by F (k)(·, t).

Now we prove by induction on k that X (·, t) defines a continuous map

[0,∞) → Ctr,S(R∗(d+d′),M (R∗(d+d′), . . . ,R∗(d+d′)︸ ︷︷ ︸
k

))d

(and hence F (k) is also well-defined) and that X satisfies the formula (6.1.11) and the
estimate (6.1.9).

For the base case k = 1, let G : [0,∞) → Ctr(R∗(d+d′),M (R∗d))d be the solution to

G(·, 0) = π,

G(·, t) = − 1
2∂xJ(X (·, t), π′) # [G(·, t)] + ∂x′J(X (·, t), π′) # Π′.

The solution exists by applying Lemma 6.11 with F given by

∂x′J(X (·, t), π′) # Π′ = ∂x′K(X (·, t), π′) # Π′,

which is bounded by a constant C ′
1,J by assumption. Thus, by (6.1.7), we have

∥G(·, t)∥BCtr,S(R∗(d+d′))d ≤ e−ct/2
(
1 +

2

c
C ′

1,J(e
ct/2 − 1)

)
,

which is bounded by a constant C1,J.
To complete the base case, we need to show G = ∂X . Let Xn be the Picard iterate

as in the proof of Lemma 6.10. Using continuity of the composition operation on C1
tr,S

functions, we see that Xn is in C1
tr,S(R∗(d+d′))dsa, and we have

∂Xn+1(·, t) = Π− 1

2

∫ t

0

∂xJ(Xn(·, u), π′) # ∂Xn(·, u) + ∂x′J(Xn(·, u), π′) # Π′ du.

By the same token as (6.1.3), we have

∥Xn+1(·, t)−X (·, t)∥Ctr(R∗(d+d′))dsa,R
≤ 1 + c

2

∫ t

0

∥Xn(·, u)−X (·, u)∥Ctr(R∗(d+d′))dsa,R
du.

In a similar way, we have

∥∂Xn+1(·, t)−F(·, t)∥Ctr(R∗(d+d′))d,R ≤
∫ t

0

(
1− c

2
∥∂Xn(·, u)−F(·, u)∥Ctr,S(R∗(d+d′),M1)d,R

+ ∥∂x∂J∥Ctr(R∗(d+d′),M2)d,R∥Xn(·, u)−X (·, u)∥Ctr,S(R∗(d+d′))d,R(C1,J + 1)

)
du;

the first error term comes from swapping out the ∂Xn in ∂xJ(Xn(·, u), π′) # ∂Xn(·, u)
for F , and the second error term comes from swapping out X for Xn inside ∂xJ. Altogether
the function

ϕn,R(t) := ∥Xn+1(·, t)−X (·, t)∥Ctr(R∗(d+d′))dsa,R
+ ∥∂Xn+1(·, t)−F(·, t)∥Ctr(R∗(d+d′))d,R

satisfies

ϕn+1,R(t) ≤ K

∫ t

0

ϕn,R(u) du
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for some constant K that depends only on W , and this implies that ϕn,R → 0 uniformly
on compact sets as n→ ∞. Thus, ∂Xn converges to F in Ctr(R∗(d+d′),M )d as n→ ∞. It
follows that X is in C1

tr(R∗(d+d′))dsa and ∂X = F .
For the induction step, suppose the claim holds for k − 1, so that

d

dt
∂k−1X (·, t) = −1

2
∂xJ(X (·, t), π′) # ∂k−1X (·, t) + F (k)(X,X′, t).

Then by Lemma 6.12, we deduce that ∂k−1X is in BC1
tr,S(R∗(d+d′),M k−1)d (and depends

continuously on t) and that ∂kX satisfies the differential equation computed by applying ∂
termwise to both sides. This computation of derivatives results in (6.1.11). Next, by
our induction hypothesis the spatial derivatives of X (·, t) of order < k satisfy (6.1.9).
This implies that F (k) is bounded in BCtr,S(R∗(d+d′),M k)d by some constant C ′

k,J,R

independent of t, because the derivatives of X of order < k are bounded on each ball of
radius R, and so are the derivatives of J(X , π′). Now we apply (6.1.7) with G = ∂kX ,
noting that G0 = 0 for k ≥ 2, and thus conclude that

∥∂kX (·, t)∥Ctr,S(R∗(d+d′),Mk)d,R ≤ e−ct/2
∫ t

0

ecu/2C ′
k,J,,R du ≤ 2

c
C ′
k,J,R =: Ck,J,R.

To show (6.1.10), we again proceed by induction on k. We can deduce a different
equation for ∂x∂kX (·, t) from (6.1.11), which has the same type of terms as (6.1.11) except
that each term has one multilinear argument of the form ∂jX replaced by ∂x∂

jX . As
before, one of the terms is

−1

2
∂xJ(X (·, t), π′) # ∂x∂

kX (·, t),

while all the other terms involve lower-order derivatives of X . We separate this first term
out, and denote the sum of the remaining terms by H(k)(·, t).

For the base case k = 0, we have H(0) = 0 and ∂xX (·, 0) = idd. Thus, using (6.1.7)
with F = H(0), we get

∥∂xX (·, t)∥BCtr,S(R∗(d+d′),M1)d ≤ e−ct/2.

Thus, the claim holds with p0,W,R(t) = 1.
For the induction step, let k ≥ 2, and suppose the claim holds for k − 1. Observe that

H(k) is bounded in ∥·∥Ctr,S(R∗(d+d′),Mk)d,R by e−ct/2p′k,J,R(t) for some polynomial p′k,J,R
of degree k − 1. This is verified by using the induction hypothesis for (6.1.10) on each
occurrence of ∂x∂jX in H(k) (there being one occurrence per summand) and applying
(6.1.9) to all the other terms. Then we apply (6.1.7) to ∂x∂

kX , noting that it vanishes
when t = 0, and thus obtain

∥∂x∂kX (·, t)∥Ctr,S(R∗(d+d′),Mk+1)d,R ≤ e−ct/2
∫ t

0

ecu/2e−cu/2p′k,J,R(u) du =: e−ct/2pk,J,R(t).

This completes the inductive step and hence verifies (6.1.10).

Remark 6.14. From the proof, it is apparent thatC1,J,R is independent ofR. Moreover, for
k > 1, the constant Ck,J,R only depends on ∥∂k′(J− π)∥Ctr(R∗d,Mk′ )d,R′ for k′ ≤ k, where
R′ = max(R+ 2, ∥J− π∥BCtr(R∗(d+d′),M1)). In particular, if J− π ∈ BCktr(R∗(d+d′),M 1),
then ∂X ∈ BCtr,S(R∗(d+d′),M 1).
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6.2. The semigroup etLx,J . Next, we explain results about the heat semigroup parallel to
[30, §3.3]. To deduce smoothness for the heat semigroup from smoothness of the stochastic
process X , we use the following result about conditional expectations.

Lemma 6.15. Let k ∈ N0 ∪ {∞}. Let d, d′, d′′ ∈ N and ℓ ∈ N0 and d1, . . . , dℓ ∈ N. Let
S be a d-variable free Brownian motion, and let (B, σ) be the associated W∗-algebra. Let
F ∈ Cktr,S(R∗d′ ,M (R∗d1 , . . . ,R∗dℓ))d

′′
. Recall that

FA,τ : (A ∗ B)d
′

sa × (A ∗ B)d1sa × · · · × (A ∗ B)dℓ → (A ∗ B)d
′′
,

and let
FA,τ (X)[Y1, . . . ,Yℓ] = EA

[
FA,τ (X)[Y1, . . . ,Yℓ]

]
for all X ∈ Ad′

sa ⊆ (A ∗ B)d′sa and Y1, . . . ,Yℓ with Yj ∈ Adj
sa ⊆ (A ∗ B)djsa . Then F =

(FA,τ )(A,τ)∈W is in Cktr(R∗d1 ,M ℓ)d
′′

and for all k′ ≤ k and R > 0,

∥∂k
′
F∥Ctr(R∗d1 ,M ℓ+k′ )d′′ ,R ≤ ∥∂k

′
F∥Ctr,S(R∗d1 ,M ℓ+k′ )d′′ ,R.

Proof. Fix (A, τ). Recall that EA : A∗B → A is a linear map which is bounded map with
respect to ∥·∥∞, the chain rule for Fréchet differentiation implies that FA,τ is Fréchet-Ck

and that for k′ ≤ k,

∂k
′
FA,τ (X)[Y1, . . . ,Yℓ+k′ ] = EA[∂

k′FA,τ (X)[Y1, . . . ,Yℓ+k′ ]].

SinceEA is a contractionwith respect to thenon-commutativeLα norm for everyα ∈ [1,∞],
we have

∥∂k
′
F∥M ℓ+k′ ,tr,R ≤ ∥∂k

′
F∥M ℓ+k′ ,tr,R

for every R > 0. Note that this estimate is independent of (A, τ).
For each k′, R > 0, and ϵ > 0, there exists g ∈ TrPS(R∗d′ ,M (R∗d1 , . . . ,R∗dℓ))d

′′
with

∥∂k
′
FA,τ − g(A,τ)∥M ℓ,tr,R ≤ ϵ for all (A, τ) ∈ W.

Now g is really a trace polynomial in the variables x, y1, . . . ,yℓ+k′ and S(t1), . . . ,S(tm)

for some finitely many times 0 < t1 < · · · < tm. We can rewrite this trace polynomial in
terms of X, the Yj ’s, and the freely independent increments S(tj)−S(tj−1), j = 1, . . . ,m,
where t0 := 0; in other words, there exists ĝ ∈ TrP(R∗(d′+md),M (R∗d1 , . . . ,R∗dℓ)d

′′
) such

that

gA,τ (X)[Y1, . . . ,Yℓ+k′ ] =

ĝA∗B,τ∗σ(X, (t1−t0)
−1/2(S(t1)−S(t0)), . . . , (tm−tm−1)

−1/2(S(tm)−S(tm−1))
)
[Y1, . . . ,Yℓ+k′ ].

Now (t1 − t0)
−1/2(S(t1) − S(t0)), . . . , (tm − tm−1)

−1/2(S(tm) − S(tm−1) is a standard
free semicircular dm-tuple. Lemma 2.23 implies that there is a trace polynomial h ∈
TrP(R∗d′ ,M (R∗d1 , . . . ,R∗dℓ))d

′′
such that

EA[g
A,τ (X)[Y1, . . . ,Yℓ+k′ ] = hA,τ (X)[Y1, . . . ,Yℓ+k′ ]

for every (A, τ) ∈ W, every X ∈ Ad′

sa, and all Y1, . . . ,Yℓ+k′ with Yj ∈ Adj
sa . Then

∥∂k
′
FA,τ − hA,τ∥M ℓ+k′ ,tr,R ≤ ϵ for all (A, τ) ∈ W,

and so ∂k
′
F ∈ Ctr(R∗d1 ,M ℓ+k′)d

′′
. This holds for all k′ ≤ k, so F ∈ Cktr(R∗d1 ,M ℓ)d

′′
.
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Remark 6.16. In fact, in the above argument, one can compute h explicitly from g by
studying the action on trace polynomials of the heat semigroup associated to the flat free
Laplacian L as in [22, §2], [33, §3], [47, §14.2]. This reasoning could be applied here to
those dm inputs of the function g where the free semicircular family is located.

Lemma 6.17. Let k ∈ N0 ∪ {∞}. Then for f ∈ Cktr(R∗(d+d′),M (R∗d1 , . . . ,R∗dℓ))d
′′
, we

have etLx,Jf ∈ Cktr(R∗(d+d′),M (R∗d1 , . . . ,R∗dℓ))d
′′
. Moreover, fix R > 0, and let

R′ = max(R+ 2, ∥∇XW∥).

Then for k′ ≤ k,

∥∂k
′
[etLx,Jf ]∥Ctr(R∗(d+d′),M ℓ+k′ )d′′ ,R ≤ Ck′,J,R

k′∑
j=1

∥∂jf∥Ctr(R∗(d+d′))d′′ ,R′ , (6.2.1)

where Ck′,J,R is a constant depending only on k′, W and R. Furthermore, suppose that
∂xf ∈ Cktr(R∗(d+d′),M (R∗d1 , . . . ,R∗dℓ))d

′′
; then for k′ ≤ k,

∥∂x∂k
′
[etLx,Jf ]∥Ctr(R∗(d+d′),M ℓ+k′+1)d′′ ,R ≤ e−ctpk′,J,R(t)

k′∑
j=1

∥∂x∂jf∥Ctr(R∗(d+d′))d′′ ,R′ ,

(6.2.2)
where pk′,J,R is a polynomial of degree k′ depending only on k′, W and R.

Remark 6.18. These are not the same constants and polynomials from Lemma 6.13, but
they are derived from them.

Proof. Since Cktr(R∗(d+d′),M (R∗d1 , . . . ,R∗dℓ))d
′′ ⊆ Cktr,S(R∗(d+d′),M (R∗d1 , . . . ,R∗dℓ))d

′′
,

we may view f as an element of the latter space. By Lemma 6.13, X ∈ C∞
tr,S(R∗(d+d′))d and

so by Proposition 6.9, f(X (·, t), π′) is a function in Cktr(R∗(d+d′),M (R∗d1 , . . . ,R∗dℓ))d
′′
.

Hence by Lemma 6.15, we etLx,Jf ∈ Cktr(R∗(d+d′),M (R∗d1 , . . . ,R∗dℓ))d
′′
.

To prove (6.2.1), observe that by similar reasoning to (6.1.11),

∂k
′
[f(X (·, 2t), π′)]

=

k′∑
k∗=0

k′−k∗∑
j=0

(
j + k∗

j

) ∑
(B1,...,Bj)

partition of [k′−k∗]
min(B1)<···<min(Bj)

1

k′!

∑
σ∈Perm([k′])

∂k
∗

x′ ∂jxf(X (·, 2t), π′)

#
[
Id, . . . , Id︸ ︷︷ ︸

ℓ

, ∂|B1|X (X,X′, 2t), . . . , ∂|Bj |X (X,X′, 2t),Π′, . . . ,Π′︸ ︷︷ ︸
k∗

]
σ
. (6.2.3)

It follows from (6.1.2) that

∥X (·, 2t)∥Ctr,S(R∗(d+d′))d,R ≤ R′,

and the same estimate holds for (X (·, 2t), π′) since R′ > R. Thus, using (6.1.9), we can
bound ∂k

′
[f(X (·, t), π′)] by the right-hand side of (6.1.9), and then apply Lemma 6.15

to finish the proof of (6.2.1). The proof of (6.2.2) is similar, using (6.1.10) instead of
(6.1.9).
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Lemma 6.19. For s, t ≥ 0 and f ∈ Ctr(R∗(d+d′),M (R∗d1 , . . . ,R∗dℓ))d
′′
, we have

esLx,J [etLx,Jf ] = e(s+t)Lx,Jf .

Proof. Fix (A, τ), let (B1, σ1) be a freely independent tracial W∗-algebra generated by a
free Brownian motion S1, and let (B2, σ2) be another freely independent copy of (B, σ)
generated by another free Brownian motion S2. For each algebra (A, τ), and j = 1, 2, let
Xj be the solution to (6.1.1) with Sj instead of S. Then

[esLx,J [etLx,Jf ]]A,τ (X,X′)

= EA[[e
tLx,Jf ]A∗B1,τ∗σ1(XA,τ

1 (X,X′, 2s),X′)]

= EA ◦ EA∗B1
[fA∗B1∗B2,τ∗σ1∗σ2(XA∗B1,τ∗σ

2 (XA,τ
1 (X,X′, 2s),X′, 2t),X′)].

Let
S3(u) =

{
S1(u), u ∈ [0, 2s],

S1(2s) + S2(u− 2s), u ∈ [2s,∞),

and let S4(u) = S1(u+2s). Let (B3, σ3) and (B4, σ4) be the associated tracial W∗-algebras.
Then B3 and B4 are subalgebras of B1 ∗ B2, and B1 ∗ B2 = B3 ∗ B4. Since X and X′ are
tuples from Asa, we have

XA∗B1,τ∗σ
2 (XA,τ

1 (X,X′, 2s),X′, 2t) = XA,τ
3 (X,X′, 2(s+ t)),

because the flowing for time 2s along (6.1.1) with S1 and then for time 2t with S2 is
the same as flowing for time 2s + 2t with S3. Now EA ◦ EA∗B1

is equal to the unique
trace-preserving conditional expectation A ∗ B1 ∗ B3 → A. Thus, this agrees with first
taking the conditional expectation from A ∗ B1 ∗ B2 onto A ∗ B3 and then onto A. Now
XA,τ

3 (X,X′, 2(s+ t)) is in A ∗ B3 already and hence the above expression reduces to

EA[f
A∗B3,τ∗σ3(XA,τ

3 (X,X′, 2s+ 2t),X′)] = [e(s+t)Lx,Jf ]A,τ (X,X′).

Lemma 6.20. Let f ∈ Cktr(R∗(d+d′),M ℓ)d
′′
. Then t 7→ etLx,Jf is a continuous function

[0,∞) → Cktr(R∗(d+d′),M (R∗d1 , . . . ,R∗dℓ))d
′′
.

Proof. By Lemma 6.13, X is a continuous map [0,∞) → C∞
tr,S(R∗(d+d′))dsa. By continuity

of composition in Theorem 3.21/Proposition 6.9, t 7→ F(X , π′) defines a continuous map
[0,∞) → Cktr,S(R∗(d+d′),M (R∗d1 , . . . ,R∗dℓ))d

′′
. Using Lemma 6.15, continuity is preserved

when we apply the conditional expectation to obtain the heat semigroup.

6.3. Kernel projection and pseudo-inverse of the Laplacian. Our next goal is to
construct a “kernel projection” Ex,J and pseudo-inverse Ψx,J for the Laplacian Lx,J. The
operator Ex,J is obtained as the limit of etLJ as t→ ∞.

Lemma 6.21. Let f ∈ Cktr(R∗(d+d′),M (R∗d1 , . . . ,R∗dℓ))d
′′
, R > 0, and let

R′ = max(R+ 2, ∥J− π∥Ctr(R∗d)d,R).

Then for k′ ≤ k,

∥∂k
′
f − ∂ketLx,Jf∥Ctr(R(d+d′),M ℓ+k)d′′ ,R ≤ Ck,J,RR

′
k′∑
j=0

∥∂x∂jf∥Ctr(R∗(d+d′),M ℓ+j)d′′ ,R′ ,

(6.3.1)
where Ck,J,R is a constant depending only on k and J and R.



94 D. Jekel, W. Li and D. Shlyakhtenko

Proof. Using Lemma 6.15, we have

∥∂kf − ∂ketLx,Jf∥Ctr(R(d+d′),M ℓ+k)d′′ ,R ≤ ∥∂kf − ∂k[f ◦ (X , π′)]∥Ctr,S(R(d+d′),M ℓ+k)d′′ ,R.

Recall that ∂k
′
[f(X (·, 2t)] is given by (6.2.3). Let us first control the terms where ∂k∗x′ ∂jxf

has some multilinear argument of the form ∂mX with m ≥ 2. Of course, this can only
happen if j ≥ 1, which means f is differentiated with respect to x at least once. Using
(6.1.9), we can bound the term

∂k
′

x′∂jxf(X (·, t),X′)# [Id, . . . , Id︸ ︷︷ ︸
ℓ

, ∂|B1|X (·, 2t), . . . , ∂|Bj |X (·, 2t),Π′, . . . ,Π′︸ ︷︷ ︸
k′

]σ

by a constant times the sum of the norms of ∂x∂jf for j ≤ k′ − 1. This produces a bound
of the same form as the right-hand side of (6.3.1) since j ≥ 1 and since 2 ≤ R′.

The remaining terms of (6.2.3) are those where |Bi| = 1 for all i. This implies that
j + k∗ = k′, and hence these terms add up to

k′∑
j=0

(
k′

j

)
1

k′!

∑
σ∈Perm([k′])

∂k
∗

x′ ∂jxf(X (·, 2t), π′)

# [Id, . . . , Id︸ ︷︷ ︸
ℓ

, ∂X (·, 2t), . . . , ∂X (·, 2t)︸ ︷︷ ︸
j

,Π′, . . . ,Π′︸ ︷︷ ︸
k′−j

]σ. (6.3.2)

When t = 0, this reduces to
k′∑
j=0

(
k′

j

)
1

k′!

∑
σ∈Perm([k′])

∂k
∗

x′ ∂jxf # [Id, . . . , Id︸ ︷︷ ︸
ℓ

,Π, . . . ,Π︸ ︷︷ ︸
j

,Π′, . . . ,Π′︸ ︷︷ ︸
k′−j

]σ = ∂kf . (6.3.3)

Thus, to complete the proof, it suffices to estimate the difference between (6.3.2) and
(6.3.3) by the right-hand side of (6.3.1). Now (6.3.3) is obtained from (6.3.2) by swapping
out each ∂X for Π and swapping out X for π inside ∂kf .

By (6.1.9), ∂X (·, 2t) is bounded by a constant. Hence, when swapping out each ∂X forΠ,
the error is bounded by the right-hand side of (6.3.1) as desired. Finally, we must replace
∂k

′
f(X (·, 2t), π′) by ∂kf . Given (A, τ), if ∥(X,X′)∥∞ ≤ R, then ∥XA,τ (X,X′, 2t)∥∞ is

also bounded by R′. Thus, the error can be controlled in ∥·∥Ctr,S(R∗d,M ℓ+k′ )d′′ ,R by

∥∂x∂k
′
f∥Ctr(R∗(d+d′),M ℓ+k′ )d′′ ,R′∥X (·, 2t)− π∥Ctr(R∗(d+d′))d,R.

Then using Lemma 6.10, we have

∥X (·, 2t)− π∥Ctr,S(R∗(d+d′))d,R ≤ 2R′.

Thus, we can bound the error by the right-hand side of (6.3.1) as desired.

Proposition 6.22. There exists a unique continuous operator

Ex,J : Ctr(R∗(d+d′)M (R∗d1 , . . . ,R∗dℓ))d
′′
→ Ctr(R∗d′ ,M (R∗d1 , . . . ,R∗dℓ))d

′′

such that

(Ex,Jf) ◦ π′ = lim
t→∞

etLx,Jf in Ctr(R∗(d+d′)M (R∗d1 , . . . ,R∗dℓ))d
′′
. (6.3.4)
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For k ∈ N0 ∪ {∞}, the operator Ex,J maps Cktr(R∗(d+d′),M ℓ)d
′′

into Cktr(R∗d,M ℓ)d
′′
. It

satisfies

∥∂k
′
Ex,Jf∥Ctr(R∗d′ ,M ℓ)d′′ ,R ≤ Ck′,J,R

k′∑
j=1

∥∂jf∥Ctr(R∗d′ ,M ℓ)d′′ ,R′ (6.3.5)

for k′ ≤ k, where R′ = max(R+ 2, ∥J− π∥BCtr(R∗(d+d′))d). Finally, the limit (6.3.4) holds
inCktr(R∗(d+d′),M (R∗d1 , . . . ,R∗dℓ))d

′′
whenever f ∈ Ck+1

tr (R∗(d+d′),M (R∗d1 , . . . ,R∗dℓ))d
′′

(or more generally the closure of Ck+1
tr (R∗(d+d′),M (R∗d1 , . . . ,R∗dℓ))d

′′
in Cktr(R∗(d+d′),

M (R∗d1 , . . . ,R∗dℓ))d
′′
).

Remark 6.23. We have not proved that Ck+1
tr (R∗(d+d′),M (R∗d1 , . . . ,R∗dℓ))d

′′
is dense in

Cktr(R∗(d+d′),M (R∗d1 , . . . ,R∗dℓ))d
′′
.

Proof of Proposition 6.22. First, suppose that f ∈ C∞
tr (R∗(d+d′),M (R∗d1 , . . . ,R∗dℓ))d

′′
.

Let

R′ = max(R+ 2, ∥J− π∥BCtr(R∗(d+d′))d),

R′′ = max(R′ + 2, ∥J− π∥BCtr(R∗(d+d′))d).

Then for t ≥ s,

k∑
j=1

∥∂j [etLx,Jf ]− ∂j [esLx,Jf ]∥Ctr(R∗(d+d′),M ℓj )d′′ ,R

≤ Ck,J,RR
′
k∑
j=1

∥∂x∂j [esLx,Jf ]∥Ctr(R∗(d+d′),M ℓ+j)d′′ ,R′

≤ e−cspk,J(s)R
′
k∑
j=1

∥∂x∂jf∥Ctr(R∗(d+d′),M ℓ+j)d′′ ,R′′ , (6.3.6)

where the first inequality for some constant Ck,J,R follows from Lemma 6.19 and (6.3.1),
and the second inequality for some polynomial pk,J follows from (6.2.2). (As before, the
constants and polynomials here are not the same ones as in the previous lemmas.) Because
of the e−cs term, the difference goes to zero as s, t→ ∞, and thus etLx,Jf is Cauchy with
respect to each of the seminorms in C∞

tr (R∗(d+d′),M (R∗d1 , . . . ,R∗dℓ))d
′′
. So the limit

T f := lim
t→∞

etLx,Jf

exists in C∞
tr (R∗(d+d′),M (R∗d1 , . . . ,R∗dℓ))d

′′
. Let

[Ex,Jf ]
A,τ (X′) = [T f ]A,τ (0,X′).

Note that Ex,Jf ∈ C∞
tr (R∗d′ ,M (R∗d1 , . . . ,R∗dℓ))d

′′
. Because of (6.2.2), we have ∂xT f = 0,

and therefore
T f = T f(0, π′) = Ex,Jf(π

′).

So we have proved existence of the limit for f ∈ C∞
tr (R∗(d+d′)M (R∗d1 , . . . ,R∗dℓ))d

′′
.

Next, TrP(R∗(d+d′),M (R∗d1 , . . . ,R∗dℓ))d
′′ ⊆ C∞

tr (R∗(d+d′)M (R∗d1 , . . . ,R∗dℓ))d
′′

is dense
in Ctr(R∗(d+d′)M (R∗d1 , . . . ,R∗dℓ))d

′′
. By (6.2.1), the operators etLx,J for t ∈ [0,∞) are

equicontinuous on Ctr(R∗(d+d′)M (R∗d1 , . . . ,R∗dℓ))d
′′
. Thus, since the limit as t → ∞
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exists on a dense subset, it exists everywhere. Thus, EV,X is a well-defined continuous
operator on Ctr(R∗(d+d′)M (R∗d1 , . . . ,R∗dℓ))d

′′
.

Similarly, (6.2.1) shows that the operators etLx,J for t ∈ [0,∞) are equicontinuous on
Cktr(R∗(d+d′)M (R∗d1 , . . . ,R∗dℓ))d

′′
. By (6.3.6), if f ∈ Ck+1

tr (R∗(d+d′)M (R∗d1 , . . . ,R∗dℓ))d
′′
,

then the limit of etLx,Jf exists inCk+1
tr (R∗(d+d′)M (R∗d1 , . . . ,R∗dℓ))d

′′
as t→ ∞, and hence

the same holds in the closure by equicontinuity.

Proposition 6.24. Let J ∈ J d
a,c for some c ∈ (0, 1) and a ∈ R. Then etLx,J and

Ex,J : Ctr(R∗(d+d′)) → Ctr(R∗d′) are multiplicative over tr(Ctr(R∗(d+d′))), they are positive,
and they satisfy etLx,J ◦ tr = tr ◦ etLx,J and EJ ◦ tr = tr ◦ EJ.

Remark 6.25. In particular, in the case d′ = 0, we see that EJ defines a non-commutative
law by Lemma 4.5. This turns out to be one method to obtain the law µV associated to a
potential V when ∇V ∈ J d

a,c, as we will explain in §8.1.

Proof of Proposition 6.24. To prove multiplicativity for the heat semigroup, let ϕ ∈
tr(Ctr(R∗d)) and f ∈ Ctr(R∗d). Then

etLx,J [ϕf ]A,τ (X,X′)

= EA[ϕ
A∗B,τ∗σ(XA,τ (X,X′, 2t),X′)fA∗B,τ∗σ(XA,τ (X,X′, 2t),X′)]

= ϕA∗B,τ∗σ(XA,τ (X,X′, 2t),X′)EA[fA∗B,τ∗σ(XA,τ (X,X′, 2t),X′)]

= etLx,J [ϕ]A,τ (X,X′)etLx,J [f ]A,τ (X,X′),

which follows because ϕA∗B,τ∗σ(XA,τ (X,X′, 2t),X′) is scalar-valued and thus can be pulled
out of the conditional expectation onto A. The multiplicativity property for Ex,J follows
by taking t→ ∞.

The positivity property is immediate because etLx,Jf is obtained by evaluating f on
some operator and then applying a conditional expectation.

The trace-preserving property follows by similar reasoning. Indeed,

[tr(etLx,Jf)]A,τ (X,X′) = τ [EAf
A∗B,τ∗σ(X (X,X′, 2t),X′)]

= τ [fA∗B,τ∗σ(X (X,X′, 2t),X′)]

= EA[[tr(f)]
A∗B,τ∗σ(X (X,X′, 2t),X′)]

= [etLx,J [tr(f)]]A,τ (X,X′).

The trace-preserving property for Ex,J follows by taking t→ ∞.

Proposition 6.26. Let R′ = max(2 +R, ∥J−Π∥BCtr(R∗(d+d′))d). Let k ≥ 0.

(1) For f ∈ C1
tr(R∗(d+d′),M (R∗d1 , . . . ,R∗dℓ))d

′′
, the integral

Ψx,Jf :=

∫ ∞

0

etLx,J(f − Ex,Jf ◦ π′) dt := lim
T→∞

∫ T

0

etLx,J(f − Ex,Jf ◦ π′) dt

exists as an improper Riemann integral in Ctr(R∗(d+d′),M (R∗d1 , . . . ,R∗dℓ))d
′′
.

(2) Ψx,J maps

Ck+1
tr (R∗(d+d′),M (R∗d1 , . . . ,R∗dℓ))d

′′
→ Cktr(R∗(d+d′),M (R∗d1 , . . . ,R∗dℓ))d

′′
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and satisfies
k∑
j=0

∥∂jΨx,J∥Ctr(R∗(d+d′),M ℓ+j)d′′ ,R ≤ Ck,J,R

k∑
j=0

∥∂x∂jf∥Ctr(R∗(d+d′),M ℓ+j)d′′ ,R′

for some constants Ck,J,R.
(3) Furthermore, if ∂xf is in Cktr(R∗(d+d′),M (R∗d1 , . . . ,R∗dℓ ,R∗d))d

′′
, then

k∑
j=0

∥∂x∂jΨJ∥Ctr(R∗d,M ℓ+j+1)d′′ ,R ≤ C ′
k,J,R

k∑
j=0

∥∂x∂jf∥Ctr(R∗d,M ℓ+j+1)d′′ ,R′

for some constants C ′
k,J,R. In particular, in the case d′ = 0 where there is no x′, the

operator, which we will denote ΨJ, maps Cktr(R∗d,M ℓ)d
′′

into itself.

Proof. (1, 2). Let k ≥ 0 and f ∈ Ck+1
tr (R∗(d+d′),M ℓ)d

′′
. Then by Proposition 6.22,

EV,Xf is in Cktr(R∗(d+d′),M ℓ)d
′′
. Because t 7→ etLx,Jf is a continuous function [0,∞) →

Ck+1
tr (R∗(d+d′),M (R∗d1 , . . . ,R∗dℓ))d

′′
, the Riemann integral∫ T

0

etLx,J(f − Ex,Jf ◦ π′) dt

is well-defined in Cktr(R∗(d+d′),M (R∗d1 , . . . ,R∗dℓ))d
′′
. Using (6.3.6) and letting t→ ∞, we

see that
k∑
j=1

∥∂j [esLx,Jf ]− ∂j [Ex,Jf ◦ π′]∥Ctr(R∗(d+d′),M ℓj )d′′ ,R

≤ e−cspk,J(s)R
′
k∑
j=1

∥∂x∂jf∥Ctr(R∗(d+d′),M ℓ+j)d′′ ,R′′ ,

which implies convergence of the integral in Cktr(R∗(d+d′),M (R∗d1 , . . . ,R∗dℓ))d
′′

as T→∞
with the bounds asserted in (2). In particular, by taking k = 0, we obtain (1).

(3) By (6.2.2), the improper integral
∫∞
0
∂x∂

jetLJf dt converges in

Ctr(R∗(d+d′),M (R∗d1 , . . . ,R∗dℓ ,R∗(d+d′), . . . ,R∗(d+d′)︸ ︷︷ ︸
j

,R∗d))d
′′

for j = 1, . . . , k, and we have∥∥∥∥∫ ∞

0

∂j∂xe
tLx,Jf dt

∥∥∥∥
Ctr(R∗d,M ℓ+j+1)d′′ ,R

≤
∫ ∞

0

e−ctpk,J(t) dt

j∑
j′=0

∥∂j
′
∂xf∥Ctr(R∗d,M ℓ+j′+1)d′′ ,R′ ,

where R′ is as above. Convergence of the integral in this space implies that for a fixed
(A, τ), the integral ∫ ∞

0

∂x∂
j [etLx,Jf ]A,τ (X,X′) dt

converges uniformly for X ∈ Asa with ∥X∥∞ ≤ R, for each j = 1, . . . , k. Uniform
convergence implies that we can exchange integration with Fréchet-differentiation. This
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shows that
∂j∂x[ΨJf ]

A,τ =

∫ ∞

0

∂j∂x[e
tLJf ]A,τ dt.

Since this holds for all (A, τ), we have

∂j∂x[ΨJf ] =

∫ ∞

0

∂j∂x[e
tLJf ] dt

for j = 0, . . . , k. This proves the desired estimate.

Remark 6.27. In (2), the constants Ck,J,R only depend on R and on the norms of the
derivatives up to order k + 1 of J on the ball of radius R′. In (3), the constants Ck,J,R
only depend on the norms of the derivatives of J − π up to order k + 1 of J on the ball
of radius R′, and there is no direct dependence on R, i.e. no dependence on R other than
through these norms. In particular, if J ∈ BCk+1

tr (R∗d), then supR Ck,J,R <∞.

6.4. Differential equation and continuity properties

Proposition 6.28. Let k ∈ N0 ∪ {∞}, and let f ∈ Ck+2
tr (R∗(d+d′),M (R∗d1 , . . . ,R∗dℓ))d

′′
.

Let F(X, t) = etLx,Jf(X). Then F defines a differentiable map from [0,∞) into
Cktr(R∗(d+d′),M (R∗d1 , . . . ,R∗dℓ))d

′′
, and

d

dt
F = Lx,JF = LxF− ∂xF# J.

Proof. By considering each coordinate of f separately, it suffices to consider the case
d′′ = 1. We will first prove differentiability in a weak sense and then deduce the stronger
statement by general tricks.

We claim that for f ∈ Ctr(R∗(d+d′),M (R∗d1 , . . . ,R∗dℓ)), (A, τ) ∈ W and for (X,X′)

and Y1, . . . ,Yℓ in Ad+d′

sa , we have

lim
δ→0

(eδLx,Jf)A,τ (X,X′)[Y1, . . . ,Yℓ]− f(X,X′)[Y1, . . . ,Yℓ]

δ

= [Lx,Jf ]
A,τ (X,X′)[Y1, . . . ,Yℓ] (6.4.1)

with respect to ∥·∥∞. By (6.1.1), we have

XA,τ (X,X′, 2δ) = X+ S(2δ)− 1

2

∫ 2δ

0

JA∗B,τ∗σ(XA,τ (X,X′, u),X′) du.

From the continuity of XA,τ in t, it follows that

XA,τ (X,X′, 2δ) = X+ S(2δ)− δJA∗B,τ∗σ(X,X′) + o(δ).

Since f is a Fréchet-C2 function and S(2δ) is O(δ1/2), we have the Taylor expansion

fA∗B,τ∗σ(XA,τ (X,X′, 2δ),X′)[Y1, . . . ,Yℓ]

= −fA∗B,τ∗σ(X,X′)− δ ∂xf
A∗B,τ∗σ(X,X′) # [Y1, . . . ,Yℓ,∇XV

A∗B,τ∗σ(X,X′)]

+ ∂xf
A∗B,τ∗σ(X,X′) # [Y1, . . . ,Yℓ,S(2δ)]

+ 1
2∂

2
xf

A∗B,τ∗σ(X,X′)# [Y1, . . . ,Yℓ,S(2δ),S(2δ)] + o(δ).

The first term on the right-hand side is already in Ad
sa. When we apply EA, the second

term on the right-hand side vanishes by free independence, while the third term (by our
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definition of Lx in Definitions 4.21 and 4.23) produces

δ(Lx,Jf)
A,τ (X,X′)[Y1, . . . ,Yℓ].

This establishes (6.4.1).
Now we begin the main argument. By Lemma 6.20, t 7→ F(·, t) is a continuous function

from [0,∞) to Ck+2
tr (R∗(d+d′),M (R∗d1 , . . . ,R∗dℓ)), and so t 7→ Lx,JF(·, t) is a continuous

function from [0,∞) to Cktr(R∗(d+d′),M (R∗d1 , . . . ,R∗dℓ)). This follows by continuity of

Lx : Ck+2
tr (R∗(d+d′),M (R∗d1 , . . . ,R∗dℓ)) → Cktr(R∗(d+d′),M (R∗d1 , . . . ,R∗dℓ)),

which in turn implies continuity of f 7→ ∂xf#∇XV by continuity of composition. Therefore,
we may define

G(·, t) = f +

∫ t

0

Lx,JF(·, u) du

as a Riemann integral with values in Cktr(R∗(d+d′),M (R(d1 , . . . ,R∗dℓ))). By the fundamen-
tal theorem of calculus, G is differentiable as a function from [0,∞) into Cktr(R∗(d+d′),

M (R∗d1 , . . . ,R∗dℓ)) with derivative equal to F(·, t). Therefore, it suffices to show that
G = F .

Fix (A, τ), let (X,X′) ∈ Ad+d′

sa , t ∈ [0,∞), and let ϕ be a state on A; we will prove
that

ϕ ◦ (F−G)A,τ (X,X′, t) = 0. (6.4.2)

As in the proof of the mean value theorem, consider the function β : [0, t] → R given by

β(u) = ϕ

(
(X,X′, u)− u

t
(F−G)A,τ )(X,X′, t)

)
.

Note that β(0) = β(t) = 0 and β is continuous. Moreover, by (6.4.1) applied to euLx,Jf ,
we have

lim
δ→0+

1

δ

(
(F−G)A,τ (X,X′, u+ δ)− (F−G)A,τ (X,X′, u)

)
= (Lx,JF(·, u)− Lx,JF(·, u))A,τ = 0.

This implies (by the product rule) that β is right-differentiable in u with right-derivative
given by

β′
+(u) =

1

t
ϕ ◦ (F−G)A,τ (X,X′, t).

Since β(0) = β(t) = 0 and β is continuous, it must achieve a maximum at some point in
u0 ∈ (0, t), and at this maximum

1

t
ϕ ◦ (F−G)A,τ (X,X′, t) = β′

+(u0) ≤ 0.

By the same token, it has a local minimum, so the opposite inequality holds as well, which
proves (6.4.2).

Proposition 6.29. Let J ∈ J d
a,b. Then the operators {etLx,J}t∈[0,∞), Lx,J, Ex,J[−] ◦ π′,

and Ψx,J all commute as operators on C∞
tr (R∗(d+d′),M (R∗d1 , . . . ,R∗dℓ))d

′′
. Moreover,

Lx,J[Ex,Jf ◦ π′] = 0 (6.4.3)
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and
(−Lx,JΨx,J + Ex,J)f = f . (6.4.4)

Proof. By Lemma 6.19, the operators {etLx,J}t∈[0,∞) form a semigroup, and hence they
all commute with each other. This implies that

etLx,J
esLx,J − 1

s
f =

esLx,J − 1

s
etLx,Jf .

When we take s→ 0+, by Proposition 6.28 and the continuity of etLx,J as an operator on
C∞

tr (R∗(d+d′),M ℓ)d
′′
, we find that etLx,J and Lx,J commute.

Similarly, since etLx,Jf → Ex,Jf ◦ π′ as t → ∞, we see that the operators esLx,J and
Lx,J commute with Ex,J[−] ◦ π′.

Next, for each T ∈ [0,∞), the operator

f 7→
∫ T

0

[etLx,Jf − Ex,Jf ◦ π] dt

commutes with esLx,J , Lx,J, and Ex,J[−]◦π, because the Riemann sum approximations of
this integral commute with them. Then taking T → ∞, we see that Ψx,J commutes with
all these operators.

To prove (6.4.3), observe that Ex,Jf ◦ π′ is a function that only depends on X′, and
hence the output will be in the kernel of ∇x and ∂2x, and so in the kernel of Lx,J.

To prove (6.4.4), observe that using (6.4.3) and the previous proposition, we have

−Lx,J

∫ T

0

[etLx,Jf − Ex,Jf ] dt = −
∫ T

0

Lx,J[e
tLx,Jf ] dt

= −
∫ T

0

d

dt
[etLx,Jf ] dt = f − eTLx,Jf .

As T→∞, the right-hand side approaches f−Ex,Jf inC∞
tr (R∗(d+d′),M (R∗d1 , . . . ,R∗dℓ))d

′′

by Proposition 6.22. Moreover, as in the proof of Proposition 6.26,
∫ T
0
etLx,J dt converges

in C∞
tr (R∗(d+d′),M (R∗d1 , . . . ,R∗dℓ))d

′′
as T → ∞ to Ψx,Jf , and hence

−Lx,JΨx,Jf = f − Ex,Jf ,

which rearranges to (6.4.4).

Proposition 6.30. Let T be any one of the operators {etLx,J}t∈[0,∞), Lx,J, Ex,J[−] ◦ π′,
and Ψx,J. Then for f ∈ C∞

tr (R∗(d+d′),M (R∗d1 , . . . ,R∗dℓ))d
′′

and g ∈ C∞
tr (R∗d′), we have

T [f · (g ◦ π′)] = T [f ] · (g ◦ π′), T [(g ◦ π′) · f ] = (g ◦ π′) · T [f ]. (6.4.5)

Proof. Note that for (A, τ) ∈ W and (X,X′) ∈ Ad+d′

sa ,

eLx,J [f · (g ◦ π′)]A,τ (X,X′) = EA[f
A∗B,τ∗σ(XA,τ (X,X′, 2t),X′)gA∗B,τ∗σ(X′)]

= EA[f
A∗B,τ∗σ(XA,τ (X,X′, 2t),X′)]gA,τ (X′)

= eLx,J [f ]A,τ (X,X′)gA,τ (X′)

since gA∗B,τ∗σ(X′) = gA,τ (X′) ∈ A. The same reasoning holds when g is on the left side
of f , which proves the first case of (6.4.5). In other words, etLx,J is a bimodule map over
C∞

tr (R∗d′). Since the identity is a bimodule map, and bimodule maps are closed under
linear combinations and limits (hence also derivatives and integrals with respect to t), we
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see that Lx,J, Ex,J[−] ◦ π′, and Ψx,J are also bimodule maps over C∞
tr (R∗d′). This proves

(6.4.5).

We close with the following observation about continuous dependence of Ψx,J on J,
which has a similar purpose in this paper to [30, Lemma 44].

Proposition 6.31. Fix c ∈ (0, 1) and a ∈ (0,∞). Let TJ be one of the operators etLx,J ,
Ex,J[−] ◦ π′, Lx,J, or Ψx,J. Then (J, f) 7→ TJf defines a continuous map

J d,d′

a,c × C∞
tr (R∗(d+d′),M (R∗d1 , . . . ,R∗dℓ))d

′′
→ C∞

tr (R∗d′ ,M (R∗d1 , ,̇R∗dℓ))d
′′
,

where J d,d′

a,c is equipped with the subspace topology from C∞
tr (R∗(d+d′))dsa.

Proof. First, let us prove that X depends continuously on J in J d,d′

a,c . Specifically, we will
show that for J1 ∈ J d,d′

a,c and T > 0, and for every k and ϵ, R > 0, there is a neighborhood
U of J1 in J d,d′

a,c such that J2 ∈ U implies that

sup
t∈[0,T ]

∥∂kX1(·, t)− ∂kX2(·, t)∥Ctr,S(R∗(d+d′),Mk)d,R < ϵ,

where X1 and X2 are the processes corresponding to J1 and J2 respectively.
As one might expect, the argument proceeds by induction on k using Grönwall’s

inequality with the differential equations for ∂kX . For k = 0, by (6.1.1), we obtain

X1(·, t)−X2(·, t)

= −1

2

∫ t

0

J1(X1(·, u), π′)− J2(X2(·, u), π′) du− 1

2

∫ t

0

(J1 − J2)(X2(·, u), π′) du.

In the second term on the right-hand side, the integrand is bounded in ∥·∥Ctr,S(R∗(d+d′))d,R

by (1/2)∥J1 − J2∥Ctr(R∗(d+d′))d,R′ where R′ = max(R + 2, a), using (6.1.2). In the first
term on the right-hand side, the integrand is bounded in ∥·∥Ctr,S(R∗(d+d′))d,R by 2− c times
∥X1(·, u) − X2(·, u)∥Ctr(R∗(d+d′))d,R. Thus, using Grönwall’s inequality, we get a bound of
the desired form for k = 0.

For the induction step, the argument uses (6.1.11) instead of (6.1.1). As in the proof
of Lemma 6.13, we separate out the terms ∂xJj(X , π′) # ∂kXj . By induction hypothesis,
we can arrange that each of the other terms have approximately the same value in
Ctr(R∗(d+d′),M k)d when J1 and J2 are sufficiently close (using an argument where we
swap out each X1 in the product for an X2 iteratively). Then we use Grönwall’s inequality.
The details are left as an exercise.

Now that we proved our claim about continuous dependence of X on J, observe that
by continuity of composition, f(X , π′) in C∞

tr,S(R∗(d+d′),M ℓ)d
′′

depends continuously on
(J, f). Then by Lemma 6.15, we obtain the continuity of etLx,Jf asserted in the proposition.

Next, we prove continuity of (J, f) 7→ EJ,Xf ◦ π′. From our argument about the con-
tinuous dependence of X on J, we can deduce that for each J0 and k and R, there is a
neighborhood U ⊆ J d,d′

a,c such that the constants Ck,J,R in Lemma 6.13 are uniformly
bounded for J ∈ U . Tracing through our previous arguments, it follows that the con-
stants in Proposition 6.22 are also uniformly bounded for J in a neighborhood of J0.
Therefore, we can conclude from Proposition 6.22 the following: For each J0 ∈ J d,d′

a,c
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and f0 ∈ C∞
tr (R∗(d+d′),M ℓ)d

′′
and R > 0, there exist neighborhoods U ⊆ Wa,c and

V ⊆ C∞
tr (R∗(d+d′),M (R∗d1 , . . . ,R∗dℓ))d

′′
such that the convergence of etLx,Jf in ∥·∥Cktr as

t → ∞ is uniform for (J, f) ∈ U ×V. Since continuity is preserved under locally uniform
limits, we see that (J, f) 7→ Ex,Jf ◦π′ is continuous in the sense asserted by this proposition.

In a similar way, using the continuity of (J, f) 7→ etLx,Jf (which is uniform for t ∈ [0, T ])
and (J, f) 7→ Ex,Jf ◦ π, we obtain the continuity of (J, f) 7→ Ψx,J. Finally, the continuity
of (J, f) 7→ Lx,Jf can be checked directly from the definition since Lx,Jf is obtained by
differentiation and multiplication.

7. Free Gibbs laws

The last section described one method of associating a non-commutative law to a poten-
tial V . Namely, if V ∈ tr(C∞

tr (R∗d)) satisfies ∇V ∈ J d
a,c, the non-commutative law is

obtained from the expectation functional EV := E∇V : tr(Ctr(R∗d)) → C.

In this section, we describe another approach based on free entropy, which works in
greater generality. For certain potentials V , we show the existence of free Gibbs laws, that
is, non-commutative laws maximizing χω(ν)− ν̃(V ), where χω is a variant of Voiculescu’s
free entropy depending on a free ultrafilter ω on N (Proposition 7.11). This idea was
suggested by the results and comments in [95, §3.7], [7], and [43], but these papers were
not able to directly show the existence of maximizers for technical reasons. We generalize
Voiculescu’s change of variables formula for entropy to the setting of non-commutative
smooth functions (Proposition 7.14). We show that any free Gibbs law for V satisfies
a certain integration-by-parts relation (Proposition 7.15) and we deduce an exponential
bound for ν directly from this equation (Theorem 7.18). Finally, we show in Proposition 7.19
that (for a fixed ω) “most” potentials V with bounded first and second derivative have a
unique free Gibbs law.

7.1. Microstates free entropy and free Gibbs laws. Free Gibbs laws for a potential
V will be defined as the maximizers of a certain entropy functional χωV . This is a variant of
Voiculescu’s microstates free entropy χ that uses limits along an ultrafilter. We also slightly
modify Voiculescu’s framework. Rather than assuming a priori that the non-commutative
laws arise from bounded operators, we allow ourselves to work with something like measures
of finite variance, or more precisely, linear functionals defined on a space C of test functions
with quadratic growth at ∞. Thus, we will work with matricial microstate spaces that do
not have any operator-norm cutoff.

In the end, we will show that for V satisfying certain bounds on the first and second
derivative, the free Gibbs laws are automatically given as the non-commutative laws of
bounded operators. Thus, the space C is mostly a technical artifice. We will therefore
allow ourselves an ad hoc definition of C for the sake of making the statements and proofs
cleaner.
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Let V0 ∈ tr(Ctr(R∗d)) be given by

V A,τ
0 (X) =

1

2

d∑
j=1

τ(X∗
jXj) =

1

2
∥X∥22.

Note that if g ∈ C1
tr(R∗d) has bounded first derivatives, then g is ∥·∥2-Lipschitz; more

precisely, for all (A, τ) ∈ W and X,Y ∈ Ad
sa, we have

∥gA,τ (X)− gA,τ (Y)∥2 ≤ ∥∂g∥BCtr(R∗d,M1)∥X−Y∥2.

In particular, tr(g∗g) is bounded by a constant times 1 + V0. Hence, if g and h are in
C1

tr(R∗d) and have bounded first derivative, then tr(gh)/(1 + V0) is bounded.
We define C to be the set of f ∈ tr(Ctr(R∗d)) such that f/(1 + V0) ∈ tr(BCtr(R∗d))

and such that f/(1 + V0) is the limit in tr(BCtr(R∗d)) of a sequence fn/(1 + V0), where
each fn is a linear combination of functions of the form tr(gh), where g and h ∈ C1

tr(R∗d)

have bounded first derivatives. We equip C with the norm

∥f∥C = ∥f/(1 + V0)∥BCtr(R∗d),

which makes C into a Banach space. Note that V0 ∈ C, since V0 = (1/2)
∑d
j=1 tr(x

2
j ) and xj

has bounded first derivative. Clearly, C also contains tr(g) = tr(1g) for any g ∈ Ctr(R∗d)

with bounded first derivative.

Remark 7.1. In fact, the property that elements of the form tr(gh), where g and h have
bounded first derivatives, span a dense subspace of C is only needed at the end of the proof
of Theorem 7.18. The rest of the results of this section would hold with C replaced with
the larger space of functions f ∈ tr(Ctr(R∗d)) such that f/(1 + V0) is bounded.

The next lemma describes how non-commutative laws give rise to linear functionals
on C.

Lemma 7.2. Let C⋆ denote theBanach-space dual of C. There is an injectivemap I : Σd → C⋆
given by

I(λ)(f) = fA,τ (X),

where X is a d-tuple of operators in (A, τ) which realizes the law λ. We also have

∥I(λ)∥C⋆ = 1 +
d∑
j=1

λ(x2j ). (7.1.1)

For each R > 0, I|Σd,R is a homeomorphism onto its image with respect to the weak-⋆
topologies on Σd,R and C⋆.

Proof. To see that I is injective, suppose that λ, µ ∈ Σd,R for some R and I(λ) = I(µ).
Let ϕ ∈ C∞

c (R;R) with ϕ(t) = t for |t| ≤ R. If p is a non-commutative polynomial in
d variables, then f(x) := tr(p(ϕ(x1), . . . , ϕ(xd))) is in tr(BCtr(R∗d)), hence f ∈ C. Since
f = tr(p) on the ball of radius R, we have

λ(p) = I(λ)(f) = I(µ)(f) = µ(p).
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Next, to show (7.1.1), note that if f ∈ C with ∥f∥C ≤ 1, then |f | ≤ 1 + V0 and hence

|I(λ)(f)| ≤ I(λ)(1 + V0) = 1 +
1

2

d∑
j=1

λ(x2j ),

while on the other hand equality is clearly achieved for f = 1 + V0.
Finally, we show that I|Σd,R is a weak-⋆ homeomorphism onto its image. Consider a

net λi and a potential limit point λ. Let νi and ν be the corresponding homomorphisms
tr(Ctr(R∗d)) → C. If λi → λ in the weak-⋆ topology, then νi(f) → ν(f) for every
scalar-valued trace polynomial f and hence for every f ∈ tr(Ctr(R∗d)) by density. Since
I(λi) = νi|C and I(λ) = ν|C , we have I(λi) → I(λ) in the weak-⋆ topology. Conversely, if
I(λi) → I(λ) in the weak-⋆ topology, then λi → λ in the weak-⋆ topology because we can
compute λi(p) as I(λ)(tr(p(ϕ, . . . , ϕ))), where ϕ is a cut-off function as in the first part of
the proof.

We will denote the weak-⋆ closure of I(Σd) in C⋆ by E . By the Banach–Alaoglu theorem,
closed and bounded subsets of C⋆ (and in particular of E) are compact, which will become
important later for proving the existence of maximizers of χV . Indeed, using Voiculescu’s
original definition of χ, it is possible to find a maximizer of Σd,R (laws where the operator
norm is bounded by R) because it is compact, but it not clear whether we obtain a global
maximum over Σd (without using external information). On the other hand, compactness
of the space of laws in E with “second moment” bounded by R is enough to obtain a global
maximizer in Proposition 7.11 below.

Remark 7.3. Unfortunately, the price we pay for such compactness is that there exist
“spurious” laws in E that do not arise from any d-tuple of operators in L2(A, τ) for any
(A, τ) ∈ W. Examples can be constructed as follows. Let X(n) be some d-tuple of operators
such that X(n)

j has spectral measure 1
2n (δn + δ−n) +

(
1 − 1

2n

)
δ0. Note that the second

moment ofX(n)
j is 1. By compactness, the sequence (I(λX(n)))n∈N has a weak-⋆ limit point

ν ∈ E . Then ν(tr(x2j )) = 1 but ν(tr(ϕ(xj))) = ϕ(0) for every ϕ ∈ Cc(R), which would be
impossible if ν arose from a d-tuple in L2 of a tracial W∗-algebra.

Free entropy will be defined as the exponential growth rate of microstate spaces. When
studying such exponential growth rates, we do not know whether the limits in question
exist; see [95, §2.3, Remark a] or [7, §7]. This stands in contrast with other more classical
notions of entropy where subadditivity guarantees the existence of limits. This problem
may seem technical on the surface, but it relates to deep model-theoretic questions about
the asymptotic behavior of the matrix algebras MN (C) as N → ∞; see [35, §6.4] and [47,
§13.7]. Thus, free entropy has lim sup and lim inf variants as well as a version where we
take the limit along a free ultrafilter [95].

The ultrafilter approach will be convenient for our purposes. Let βN denote the Stone–
Čech compactification of N. Recall that βN is a compact space containing N as an open
dense subset, and any function from N into a compact Hausdorff space Ω extends uniquely
to a continuous function βN → Ω. In particular, if (a(N))N∈N is a bounded sequence of
complex numbers, and if ω ∈ βN, then limN→ω a

(N) exists. Similarly, for any sequence in
[−∞,∞], the limit as N → ω exists in [−∞,∞].
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Definition 7.4. For U ⊆ C⋆, we define the microstate space

Γ(N)(U) = {X ∈MN (C)dsa : I(λX) ∈ U}.

Definition 7.5. Let V ∈ C such that V A,τ (X) ≥ aV0+ b for some a > 0 and b ∈ R. Then
we define a probability measure µ(N)

V on MN (C)dsa by

dµ
(N)
V (X) =

1

Z
(N)
V

e−N
2VMN (C),trN (X) dX,

where

Z
(N)
V =

∫
MN (C)dsa

e−N
2VMN (C),trN (X) dX.

Here dX denotes Lebesgue measure on MN (C)dsa, which is a real inner product space of
dimension dN2 with respect to ⟨·, ·⟩2 and hence has a canonical Lebesgue measure obtained
by mapping it onto RdN2

by a linear isometry. Note that the lower bound for V implies
that e−N

2V is integrable on MN (C)dsa.

Definition 7.6. Let V be as above, let ν ∈ C⋆, and let ω ∈ βN \ N. We define

χωV (ν) = inf
open U∋ν

lim sup
N→ω

1

N2
log µ

(N)
V (Γ(N)(U)),

where the infimum is taken over all weak-⋆ neighborhoods U of ν in C⋆.

Observation 7.7. If U ⊆ V, then µ(N)
V (Γ(N)(U)) ≤ µ

(N)
V (Γ(N)(V)). So, χωV (ν) is the limit

of the net lim supN→ω
1
N2 log µ

(N)
V (Γ(N)(U)) as U tends to {ν}, that is, the limit of the net

over the directed system of neighborhoods of U ordered by reverse inclusion.

Definition 7.8. We say that ν ∈ C⋆ is a free Gibbs law for V with respect to ω if it
maximizes χωV .

Proposition 7.9. Suppose that V ∈ C with V ≥ aV0 + b for some a > 0 and b ∈ R. Let
ω ∈ βN \ N.

(1) We have χωV (ν) ≤ 0.
(2) χωV is upper semicontinuous on C⋆ with respect to the weak-⋆ topology.
(3) If χωV (ν) > −∞, then ν must be in E, that is, the weak-⋆ closure of I(Σd). In particular,

we have ν(1) = 1, ν(f) ≥ 0 for every non-negative f ∈ C, and ν(fg) = ν(f)ν(g)

whenever f , g, and fg are in C.

Proof. (1) This is immediate since µ(N)
V is a probability measure.

(2) For each weak-⋆ open set U ⊆ C⋆, define

χωV,U (ν) =

{
limN→ω

1
N2 log µ

(N)
V (Γ(N)(U)), ν ∈ U ,

∞, ν ̸∈ U .

Thus, χωV,U only takes two values, one of which is ∞. Since U is open, χωV,U is upper
semicontinuous. Observe that χV = infopen U (χ

ω
V,U ), hence χωV is upper semicontinuous as

the infimum of a family of upper semicontinuous functions.
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(3) Let E be the weak-⋆ closure of I(Σd). Then C⋆ \ E is an open set. Since I(λX) ∈ E
for every matrix tuple X, we have Γ(N)(C⋆ \ E) = ∅. Hence, if ν ∈ C⋆ \ E , we have

χωV (ν) ≤ lim
N→ω

1

N2
log µ

(N)
V (Γ(N)(C⋆ \ E)) = −∞.

Thus, by contrapositive, if χV (ν) > −∞, then ν ∈ E .
Clearly, if ν ∈ I(Σd), then ν(1) = 1, ν(f) ≥ 0 for f ≥ 0, and ν(fg) = ν(f)ν(g)

whenever f , g, and fg are in C. Since these conditions are given by equalities or non-strict
inequalities of quantities that are weak-⋆ continuous functions in ν, they also hold for ν
in the closure of I(Σd).

Proposition 7.10. Suppose that V ∈ C and V ≥ aV0 + b for some a > 0 and b ∈ R and
let ω ∈ βN \ N. Then

1

N2
logZ

(N)
V + d logN

is bounded as N → ∞. Moreover, the quantity

χωV (ν) + ν(V ) + lim
N→ω

(
1

N2
logZ

(N)
V + d logN

)
(7.1.2)

is independent of V as long as V ≥ aV0 + b for some a > 0 and b ∈ R. Denoting this
quantity by χω(ν), we have

χω(ν) ≤ d

2
log

2ν(V0)

d
+
d

2
log 2πe. (7.1.3)

Proof. Let σ(N)
d,a be the Gaussian measure on MN (C)dsa given by

dσ
(N)
d,a (X) =

1

Z
(N)
aV0

e−N
2aV

MN (C),trN
0 (X) dX =

1

Z
(N)
aV0

e−N
2a∥X∥2

2/2 dX,

where
Z

(N)
aV0

=

∫
e−N

2aV0(X) dX.

Since MN (C)dsa is a real inner product space of dimension dN2, we see from a well-known
computation that

Z
(N)
aV0

= (
√
2π/N2a)dN

2

=
(2π)dN

2/2

adN2/2NdN2 ,

hence
1

N2
logZ

(N)
aV0

+ d logN =
d

2
log

2π

a
.

We assumed that V ∈ C and V ≥ aV0 + b. Since V ∈ C, we also have V ≤ AV0 + B for
some A > 0 and B ∈ R. Thus,

e−N
2AV0e−N

2B ≤ e−N
2V ≤ e−N

2aV0e−N
2b.

Hence,
Z

(N)
AV0

e−N
2B ≤ Z

(N)
V ≤ Z

(N)
aV0

e−N
2b

and
−B +

d

2
log

2π

A
≤ logZ

(N)
V + d logN ≤ −a+ d

2
log

2π

a
,

which proves the first claim about boundedness.
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Next, to show that (7.1.2) is independent of V , consider two potentials V1 and V2
satisfying the given assumptions. Let U be a weak-⋆ neighborhood of ν in C⋆ such that
ψ(V1 − V2) is bounded for ψ ∈ U . Then

µ
(N)
V1

(Γ(N)(U)) = 1

Z
(N)
V1

∫
Γ(N)(U)

e−N
2V1(X) dX

≤ 1

Z
(N)
V1

eN
2 supψ∈U ψ(V2−V1)

∫
Γ(N)(U)

e−N
2V2(X) X

=
Z

(N)
V2

Z
(N)
V1

eN
2 supψ∈U ψ(V2−V1)µ

(N)
V2

(Γ(N)(U)).

Thus,

1

N2
log µ

(N)
V1

(Γ(N)(U)) + 1

N2
logZ

(N)
V1

+ d logN

≤ 1

N2
log µ

(N)
V2

(Γ(N)(U)) + 1

N2
logZ

(N)
V2

+ d logN + sup
ψ∈U

ψ(V2 − V1).

Taking the limit N → ω and then the limit as U shrinks to ν (see Observation 7.7), we
have

χωV1
(ν) + lim

N→ω

(
1

N2
logZ

(N)
V1

+ d logN

)
≤ χωV2

(ν) + lim
N→ω

(
1

N2
logZ

(N)
V2

+ d logN

)
+ ν(V2 − V1).

Now we add ν(V1) to both sides and observe that the same result holds with V1 and V2
switched, which proves that (7.1.2) yields the same value for V1 and V2.

To prove (7.1.3), we will use the potential V0 for the computation of χω. The associated
measure µ(N)

V0
gives a Gaussian random variable S(N) in MN (C)dsa with mean zero and

covariance matrix N−2I. Now, for R > 1,∫
∥X∥2>d1/2R

e−N
2∥X∥2

2/2 dX =

∫
∥Y∥2>d1/2

RdN
2

e−N
2R2∥Y∥2

2/2 dY

= RdN
2

∫
∥Y∥2>d1/2

e−N
2∥Y∥2

2/2e−N
2(R2−1)∥Y∥2

2/2 dY

≤ RdN
2

e−dN
2(R2−1)

∫
MN (C)dsa

e−N
2∥X∥2

2/2 dX,

so that
µ
(N)
V0

({X : ∥X∥2 ≥ d1/2R}) ≤ (Re−(R2−1)/2)−dN
2

.

(This can also be deduced from the Chernoff bound for the chi-squared distribution.)
Hence, for R > 1,

1

N2
log µ

(N)
V0

({X : ∥X∥2 ≥ d1/2R}) ≤ d

(
logR− 1

2
(R2 − 1)

)
.

Let ν ∈ C⋆ and assume that 2ν(V0) > d. Let 1 < R <
√

2ν(V0)/d. Let U = {ψ ∈ C⋆ :
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2ψ(V0)/d > R2}. Thus,

Γ(N)(U) = {X ∈MN (C)dsa : ∥X∥2 > d1/2R}.

Hence,

χωV0
(ν) ≤ lim

N→ω

1

N2
log µ

(N)
V0

(Γ(N)(U)) ≤ d

(
logR− 1

2
(R2 − 1)

)
. (7.1.4)

Letting R→
√

2ν(V0)/d, we obtain

χωV0
(ν) ≤ d

2
log+

2ν(V0)

d
− ν(V0) +

d

2
. (7.1.5)

In the case where ν(V0) = d/2, the right-hand side is zero and hence (7.1.5) holds
automatically. In the case where ν(V0) < d/2, we can verify (7.1.5) with symmetrical
reasoning to the ν(V0) > d/2 case; we use the estimate

µ
(N)
V0

({X : ∥X∥2 < d1/2R}) ≤ RdN
2

e−dN
2(R2−1) for R < 1,

which is obtained in the same way except that now ∥Y∥22 < d and R2− 1 < 0. Now (7.1.3)
follows easily from (7.1.5) because

lim
N→ω

1

N2

(
logZ

(N)
V0

+ d logN
)
=
d

2
log 2π.

Proposition 7.11. Let V ∈ C with V ≥ aV0 + b, and let ω ∈ βN \ N. If F is a weak-⋆
closed subset of C⋆, then χωV achieves a maximum on F , and

inf
U⊇F open

lim
N→ω

1

N2
log µ

(N)
V (Γ(N)(U)) = max

ν∈F
χωV (ν). (7.1.6)

In particular, the maximum of χωV over C⋆ is achieved and the maximum is zero. Thus, a
free Gibbs law for V with respect to ω exists.

Proof. Let F be a given closed set, and let us prove that the maximum is achieved in F .
If χωV is identically −∞ on F , then there is nothing to prove, so assume that ν0 ∈ F with
χωV (ν0) > −∞.

In order to restrict our attention to a compact set, we first exclude a neighborhood
of ∞ from achieving the maximum. Since V ≥ aV0+b, similar reasoning as in the previous
proposition shows that

µ
(N)
V (ν : Γ(N)({ν(V0) > dR2})) ≤

Z
(N)
aV0+b

Z
(N)
V

µ
(N)
aV0+b

(
Γ(N)({ν : ν(V0) > dR2})

)
≤
Z

(N)
aV0+b

Z
(N)
V

µ
(N)
V0

(
Γ(N)({ν : ν(V0) > adR2})

)
and hence for R > a−1/2,

lim
N→ω

1

N2
log µ

(N)
V

(
Γ(N)({ν(V0) > daR2/2}

)
)

≤ lim
N→ω

1

N2
log

Z
(N)
aV0+b

Z
(N)
V

+ d
(
log a1/2R− 1

2 (aR
2 − 1)

)
.
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Let

C = lim
N→ω

1

N2
log

Z
(N)
aV0+b

Z
(N)
V

,

which is finite by the previous proposition. Fix R sufficiently large that

C + d(log a1/2R− (1/2)(aR2 − 1)) < χωV (ν0).

Let E be the weak-⋆ closure of I(Σd), and let

K = F ∩ E ∩ {ν : ν(V0) ≤ daR2/2}. (7.1.7)

Then K is weak-⋆ closed. Moreover, K is contained in the ball of radius 1+M in C⋆. Indeed,
if ∥f∥C ≤ 1, then −(1 + V0) ≤ Re f ≤ (1 + V0). Since ν ∈ E , it is unital and positive and
hence

−(1 + ν(V0)) ≤ Re ν(f) ≤ 1 + ν(V0).

Since the same holds for αf for all α in the unit circle, we have |ν(f)| ≤ 1 + M . By
Banach–Alaoglu, the ball of radius 1+M is weak-⋆ compact, hence K is weak-⋆ compact.

Since χωV is weak-⋆ upper semicontinuous, it achieves a maximum on K. In fact, this
is the maximum over all of F . Indeed, if ν is not in E , then χωV (ν) = −∞. Moreover, if
ν(V0) > daR2/2, then by our choice of R,

χωV (ν) ≤ C + log a1/2R− 1
2 (aR

2 − 1) < χωV (ν0) ≤ max
K

χωV .

Thus, the maximum over K is the maximum over F .
Next, we prove (7.1.6). The inequality ≥ is immediate because every neighborhood U

of F is also a neighborhood of each ν ∈ F . To prove the opposite inequality, fix M >

maxF χ
ω
V . (Here the maximum of χωV on F is allowed to be −∞.) Choose R sufficiently

large that C + log a1/2R− 1
2 (aR

2 − 1) < M , and let K be given again by (7.1.7). For each
ν ∈ K, there is a neighborhood Uν such that

lim
N→ω

1

N2
log µ

(N)
V (Γ(N)(Uν)) < M.

By compactness, we may choose finitely many ν1, . . . , νk such that the neighborhoods
Uj = Uνj cover K. Let

U0 = {ν : ν(V0) > daR2/2}, U = Ec ∪
k⋃
j=0

Uj .

Since Γ(N)(Ec) = ∅, we have

Γ(N)(U) =
k⋃
j=0

Γ(N)(Uj).

For each j = 0, . . . , k, we have limN→ω(1/N
2) log µ

(N)
V (Γ(N)(Uj)) < M , so forN sufficiently

close to ω,
µ
(N)
V (Γ(N)(Uj)) < e−N

2M .

Thus,
µ
(N)
V (Γ(N)(U)) < (k + 1)e−N

2M .
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This implies that limN→ω(1/N
2) log µ

(N)
V (Γ(N)(U)) ≤M . Since M > maxF χ

ω
V was arbi-

trary, (7.1.6) holds.
By considering F = C⋆, we see that χωV achieves a maximum. Moreover,

0 = lim
N→ω

µ
(N)
V (Γ(N)(C⋆)) ≤ maxχωV ≤ 0.

Corollary 7.12. If there is a unique free Gibbs law ν for V with respect to ω, then for
every weak-⋆ neighborhood U of ν, we have

lim
N→∞

1

N2
log µ

(N)
V (Γ(N)(U)c) < 0.

Proof. Note that Uc is closed and so χωV achieves a maximum on this set, which must be
strictly less than χωV (ν) = 0 because we assumed ν is the unique maximizer. Hence, the
claim follows from the previous proposition.

7.2. Change of variables for free entropy. Next, we will prove a change-of-variables
formula for free entropy for ν ∈ C⋆, a generalization of Voiculescu’s result in [91, §3]. Since
ν is only in C⋆ rather than Σd, we will assume that the transport function f and its inverse
have bounded derivatives. We begin by describing the action of diffeomorphisms on C and
C⋆, along the same lines as in Lemma 5.6.

Lemma 7.13.

(1) There is a right group action C × BDiff1
tr(R∗d) → C given by (h, f) 7→ h ◦ f . Each

element of BDiff1
tr(R∗d) induces a Banach-space automorphism of C.

(2) There is a left group action of BDiff1
tr(R∗d) on C⋆ by weak-⋆ homeomorphisms given

by (f∗ν)(h) = ν(h ◦ f).
(3) There is a left group action of BDiff2

tr(R∗d) on the set of potentials V ∈ C satisfying
V ≥ aV0 + b for some a > 0 and b ∈ R, given by

f∗V = V ◦ f−1 − log∆#(∂f
−1).

Proof. (1) Let f ∈ BDiff1
tr(R∗d). If g, h ∈ Ctr(R∗d) have bounded first derivatives, then so

do g ◦ f and h ◦ f . Thus, tr(gh) ◦ f ∈ C. Recall that linear combinations of functions of the
form tr(gh) are dense in C by definition. Thus, to show that precomposition with f maps
C into C, it suffices to show that ∥(u ◦ f)/(1 + V0)∥BCtr(R∗d) ≤ C∥u/(1 + V0)∥BCtr(R∗d)

for some constant C. However, because f is ∥·∥2-Lipschitz by Remark 3.19, we obtain
∥f(X)∥2 ≤ a′∥X∥2+b′ for some constants a′ and b′. It follows that 1+V0◦f ≤ (1/C)(1+V0)

for some C > 0 and hence 1/(1 + V0) ≤ C/(1 + V0 ◦ f), which implies the desired bound.
The linearity and associativity properties of this action are clear. It follows that the action
of f defines a Banach-space automorphism of C.

(2) The map f∗ : C⋆ → C⋆ is simply the adjoint of the map h 7→ h◦f and thus it is weak-⋆
continuous. Since the same considerations apply to f−1, the inverse map h 7→ h ◦ f−1 is
also weak-⋆ continuous.

(3) This follows by similar reasoning to that for Lemma 5.6. Note that log∆#(∂f
−1)

has bounded first derivative and therefore is in C.
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Proposition 7.14. Let V ∈ C with V ≥ aV0 + b for some a > 0 and b ∈ R, let ν ∈ C⋆,
and let f ∈ BDiff2

tr(R∗d). Then

lim
N→ω

1

N2
log

Z
(N)
f∗V

Z
(N)
V

= 0, (7.2.1)

χωf∗V (f∗ν) = χωV (ν), (7.2.2)

χω(f∗ν) = χω(ν) + ν[log∆#(∂f)]. (7.2.3)

In particular, ν is a free Gibbs law for V if and only if f∗ν is a free Gibbs law for f∗V (both
with respect to the given ω), and hence V has a unique free Gibbs law if and only if f∗V has
a unique free Gibbs law.

Proof. As an intermediate step to proving (7.2.1) and (7.2.2), we will show that for ν ∈ C⋆,
we have

χωV (ν) = χωf∗V (f∗ν) + lim
N→ω

1

N2
log

Z
(N)
f∗V

Z
(N)
V

. (7.2.4)

Let U be a neighborhood of f∗ν in C⋆ and let V = (f∗)
−1(U), which is a neighborhood of ν.

Let g = f−1. Observe that by change of variables,∫
Γ(N)(V)

e−N
2VMN (C),trN (X) dX

=

∫
Γ(N)(U)

e−N
2(V ◦g)MN (C),trN (X)|det[∂g]MN (C),trN (X)| dX

=

∫
Γ(N)(U)

exp

(
−N2

(
(V ◦ g)MN (C),trN (X)− 1

N2
log |det[∂g]MN (C),trN (X)|

))
dX.

By choosing U small enough, we may guarantee that ∥X∥22 is uniformly bounded on Γ(N)(U)
independently of N . Hence, since ∂2g ∈ BCtr(R∗d,M 2)d, by Lemma 4.38, we have

lim
N→ω

sup
X∈Γ(N)(U)

∣∣∣∣ 1

N2
log |det[∂g]MN (C),trN (X)| − (log∆#(g))

MN (C),trN (X)

∣∣∣∣ = 0.

Therefore,

lim
N→ω

1

N2

(
log

∫
Γ(N)(V)

e−N
2VMN (C),trN (X) dX− log

∫
Γ(N)(U)

e−N
2(f∗V )MN (C),trN (X) dX

)
= 0.

This implies

lim
N→ω

1

N2
log µ

(N)
V (Γ(N)(V)) = lim

N→ω

1

N2
log µf∗V (Γ

(N)(U)) + lim
N→ω

1

N2
log

Z
(N)
f∗V

Z
(N)
V

.

Then we take the limit as U shrinks to f∗ν, which is equivalent to V shrinking to ν, since
f∗ is a weak-⋆ homeomorphism. This yields (7.2.4).

By Proposition 7.11, the maximum of χωV and the maximum of χωf∗V are both equal to
zero. This fact, together with (7.2.4) and the fact that f∗ is a bijection on C⋆, implies (7.2.1).
Then substituting (7.2.1) back into (7.2.4) produces (7.2.2). Next, from the definition of
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χω and (7.2.1), we have

χω(f∗ν) = χω(ν)− ν(V ) + (f∗ν)(f∗V ) = χω(ν)− ν(V ) + (f∗ν)(V ◦ g)− (f∗ν)(log∆#∂g)

= χω(ν)− ν(log∆#∂g ◦ f) = χω(ν) + ν(log∆#∂f),

since ∂g ◦ f is the #-inverse of ∂f , and this proves (7.2.3). Then from (7.2.2), it follows
immediately that ν is a free Gibbs law for V if and only if f∗ν is a free Gibbs law for f∗V .

Next, by applying the change-of-variables formula to diffeomorphisms obtained from
flows along vector fields, we will show that any maximizer of χωV must satisfy a certain
“integration-by-parts” relation.

Proposition 7.15. Let V ∈ C ∩ tr(C2
tr(R∗d))sa satisfy

|∂V A,τ (X)[Y]| ≤ (a1 + b1∥X∥22)∥Y∥∞,
|∂2V A,τ (X)[Y1,Y2]| ≤ (a2 + b2∥X∥22)∥Y1∥∞∥Y2∥∞

for some constants a1, b1, a2, b2 > 0. Suppose that ν is a free Gibbs law for V with respect
to ω. Then for all h ∈ C2

tr(R∗d)d with ∂h ∈ BC1
tr(R∗d,M 1)d, we have

ν(∂V # h− Tr#(∂h)) = 0. (7.2.5)

Remark 7.16. The hypotheses are chosen so that if V satisfies the hypotheses and
g ∈ BDiff3(R∗d), then V ◦g also satisfies the hypotheses. This is straightforward to verify
from the fact that log∆#g

−1 has bounded first and second derivatives, while

∂(V ◦ g−1) = ∂V (g−1) # ∂g−1

and
∂2(V ◦ g−1) = ∂2V (g−1) # [∂g−1, ∂g−1] + ∂V (g−1) # ∂2g−1.

Furthermore, the hypotheses are satisfied in the case where ∇V − id is bounded and ∂2V
is bounded, which is the case we usually focus on in this paper.

Proof of Proposition 7.15. By linearity, it suffices to prove (7.2.5) when h is self-adjoint.
Let ft and gt be the functions constructed by Lemma 5.8 by taking ht ≡ h, and note

that ft ∈ BDiff2(R∗d). Hence, by (7.2.3),

χω((ft)∗ν) = χω(ν) + ν(log∆#(∂ft)).

Since ν is a free Gibbs law for V , we have χωV ((ft)∗ν) ≤ χωV (ν). Since χωV (ν) is equal to
χω(ν)− ν(V ) plus a constant, this amounts to

0 ≤ (ft)∗ν(V )− ν(V )− ν(log∆#(∂ft)) = ν(V ◦ ft − V − log∆#(∂ft)).

We claim that

lim
t→0+

(V ◦ ft − V − log∆#(∂ft)) = ∂V # h− Tr#(∂h) in C. (7.2.6)

To prove this, let us first derive error bounds for the Taylor expansion of t 7→ ft as
t→ 0+. Note that

∥ft − id∥BCtr(R∗d)d ≤
∫ t

0

∥h ◦ fu∥BCtr(R∗d)d du ≤ t∥h∥BCtr(R∗d)d .
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This implies that

∥h ◦ ft − h∥BCtr(R∗d)d ≤ ∥∂h∥BCtr(R∗d,M1)d∥ft − id∥BCtr(R∗d)d

≤ t∥∂h∥BCtr(R∗d,M1)d∥h∥BCtr(R∗d)d .

Hence,

∥ft − id− th∥BCtr(R∗d)d ≤
∫ t

0

∥h ◦ fu − h∥BCtr(R∗d)d du

≤ t2

2
∥∂h∥BCtr(R∗d,M1)d∥h∥BCtr(R∗d)d .

By Taylor expansion, we have

V ◦ ft − V = ∂V # [ft − id] +
1

2

∫ 1

0

∂2V ∗ ((1− s)id + sft) # [ft − id, ft − id] ds.

Since ∂ft is bounded, we have ∥fA,τt (X)∥2 ≤ a3 + b3∥X∥2 for some constants a3 and b3.
Hence,∣∣∣∣∫ 1

0

∂2V ∗ ((1− s)id + sft)
A,τ (X) # [fA,τt (X)−X, fA,τt (X)−X] ds

∣∣∣∣
≤ (a2 + b2(1 + a3 + b3∥X∥2)2)t2∥h∥2BCtr(R∗d)dsa

.

Therefore, this term is O(t2) in C. So computing the limit of (1/t)(V ◦ ft − V ) in C is
equivalent to computing the limit of (1/t)∂V # (ft − id). Our earlier estimates show that

ft − id

t
→ h in BCtr(R∗d)d.

Combining this with our hypothesis on ∂V , we get

lim
t→0+

1

t
(V ◦ ft − V ) = lim

t→0+

1

t
⟨∇V, ft − id⟩tr = ⟨∇V,h⟩tr = ∂V # h in C.

Next, we deal with the second term on the right-hand side of (7.2.6). Note that

∂ft − Id =

∫ t

0

(∂h ◦ fu) # ∂fu du.

Recall that (similar to Grönwall’s formula)

∥∂ft∥BCtr(R∗d,M1)d ≤ exp(t∥h∥BCtr(R∗d,M1)d).

Plugging this into the integral, we obtain

∂ft = Id +O(t) in BCtr(R∗d,M 1)d.

Then because ∂2h is bounded, we get

∂h ◦ fu # ∂fu = ∂h# id +O(u)

and thus

∂ft − I =

∫ t

0

(∂h+O(u)) du = t∂h+O(t2)
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in BCtr(R∗d,M (R∗d))d. If the right-hand side is strictly smaller than 1, then we may
evaluate

log∆#(∂ft) =
1

2
Tr#

( ∞∑
m=1

(−1)m+1

m
((∂ft)

✶ # ∂ft − I)#m
)

=
t

2
Tr#(∂h+ ∂h✶) +O(t2).

Therefore, by the same reasoning as in Lemma 5.7,

lim
t→0+

1

t
log∆#(∂ft) = Tr#(∂h) in BCtr(R∗d,M 1)d,

and hence the same limit also holds in C. This completes the proof of (7.2.6).
It follows from (7.2.6) that

ν(∂V # h− Tr#(∂h)) ≥ 0.

But the same argument applies with −h instead of h, so that (7.2.5) holds.

7.3. Consequences of the Dyson–Schwinger equation. The equation (7.2.5) is some-
times called the Dyson–Schwinger equation. In the classical setting, this relation can be
proved directly using integration by parts. The Dyson–Schwinger equation and the con-
siderations of the previous section lead to the following result.

Corollary 7.17. Let E be the weak-⋆ closure of I(Σd) in C⋆. Suppose that there is a unique
ν ∈ E satisfying (7.2.5). Then for every neighborhood U of ν in C⋆, we have

lim sup
N→∞

1

N2
log µ

(N)
V (Γ(N)(U)c) < 0.

More generally, if f ∈ C and ν(f) = c for every ν satisfying (7.2.5), then for every ϵ > 0,

lim sup
N→∞

1

N2
log µ

(N)
V ({X : |f(X)− c| ≥ ϵ}) < 0.

Proof. For each ω ∈ βN \ N, a free Gibbs law must satisfy (7.2.5). Thus, ν is the unique
free Gibbs law with respect to ω, so that for each neighborhood U of ν, we have

lim
N→ω

1

N2
log µ

(N)
V (Γ(N)(U)c) < 0. (7.3.1)

But since this holds for every ω, it must also hold for the lim sup asN → ∞. For the second
claim, let U = {ν : |ν(f) − c| < ϵ}. For each ω, the entropy χωV achieves a maximum on
Uc that is strictly less than zero. Thus, (7.3.1) also holds, and we conclude as before.

Amazingly, for a potential V0 +W with ∂W and ∂2W bounded, the Dyson–Schwinger
equation is enough to guarantee that an element of E actually agrees with a law in Σd
with an explicit bound on the “support radius”.

Theorem 7.18. Let k ≥ 2. Let V = V0+W ∈tr(C2
tr(R∗d)) with ∂W ∈BC1

tr(R∗d,M (R∗d)).
Suppose that ν ∈ E satisfies

ν(∂V#h− Tr#(∂h)) = 0 for h ∈ Cktr(R∗d)d with ∂h ∈ BCktr(R∗d,M (R∗d))d. (7.3.2)

Then there exists (A, τ) ∈ W and X ∈ Ad
sa such that ν = I(λX) and

∥X∥∞ ≤ C
(
∥∂W∥BCtr(R∗d,M1) +

√
∥∂W∥2

BCtr(R∗d,M1)
+ 4

)
, (7.3.3)

where C is a universal constant. Moreover, (7.3.2) holds for all h ∈ Cktr(R∗d).
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Proof. GNS construction: Let B be the set of functions f ∈ BCtr(R∗d) such that f is
uniformly ∥·∥2-continuous on each ∥·∥2-ball. Note that B is a C∗-subalgebra of BCtr(R∗d).
Moreover, we may define a trace τ on B by

τ(f) = ν[tr(f)],

which makes sense because tr(f) ∈ C. Let Hτ be the GNS Hilbert space associated to B
and τ , that is, the separation-completion of B with respect to ⟨·, ·⟩τ . Let πτ : B → B(Hτ )

be the GNS representation. Recall τ passes to a well-defined faithful trace on πτ (B), and
πτ (B) can be completed to a W∗-algebra A ⊆ B(Hτ ), and we will denote the associated
trace also by τ by a slight abuse of notation.

Bump functions: Let ρ ∈ C∞
c (R) be a non-negative symmetric function supported

in [−1, 1] which integrates to 2. Then let ψ(t) =
∫ t
0
ρ, so that ψ̂(s) = ρ̂(s)/2πis. As in

§4.2, let ψ(xj) denote the function in Ctr(R∗d) given by [ψ(xj)]
A0,τ0(X) = ψ(Xj) for

X ∈ (A0)
d
sa for (A0, τ0) ∈ W; here xj denotes a formal self-adjoint variable while Xj

denotes an operator from (A0, τ0) as in our notation for trace polynomials. It follows from
Lemma 4.14 that ψ(xj) ∈ C1

tr(R∗d), and we have

∥∂ψ(xj)∥BCtr(R,M1) ≤
∫
R
|ρ̂(s)| ds.

In particular, ψ is uniformly ∥·∥2-Lipschitz and hence ψ(xj) is in C for j = 1, . . . , d. Let

ϕR(t) = R(ψ(t/R+ 1) + 1).

Note that ϕR ≥ 0. Since ϕR is defined by scaling and translation of ψ, we obtain

∂[ϕR(xj)] = ∂ψ(xj/R+ 1),

and hence

∥∂ϕR(xj)∥BCtr(R∗1,M1) ≤
∫
R
|ρ̂(s)| ds.

So ϕR(xj) ∈ B. In fact, since ρ ∈ C∞
c (R), we have ϕR(xj) ∈ BC∞

tr (R∗d).

Application of Dyson–Schwinger equation: Recall that V = V0 + W , hence
∇V = ∇V0 +∇W = id +∇W , and thus for n ∈ N0, we have

ν(⟨xj , ϕR(xj)n⟩tr) = ν(⟨∇xjW,ϕR(xj)
n⟩tr) + ν(Tr#(∂(ϕR(xj)

n))). (7.3.4)

Note that xjϕR(xj)n is obtained by applying a C∞
c (R) function to xj and hence is in C.

Thus,
ν(⟨xj , ϕR(xj)n⟩tr) = ν(tr(xjϕR(xj)

n)) = τ(xjϕR(xj)
n)).

Also, ϕR(t) ≤ t∥ρ∥L∞(R) ≤ t∥ρ̂∥L1(R), so that ϕR(t)n+1 ≤ ∥ρ̂∥L1(R)tϕR(t)
n, which implies

that
τ(ϕR(xj)

n+1) ≤ ∥ρ̂∥L1(R)τ(xjϕR(xj)
n+1) = ν(⟨xj , ϕR(xj)n⟩tr).

Meanwhile, the first term on the right-hand side of (7.3.4) gives

ν(⟨∇xjW,ϕR(xj)
n⟩tr) = τ(∇xjW · ϕR(xj)n)

≤ ∥∇xjW∥Bτ(ϕR(xj)n) ≤ ∥∂W∥BCtr(R∗d,M1),
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where we have used the fact that ϕR(xj)n ≥ 0 in the C∗-algebra B. Finally, for the second
term on the right-hand side of (7.3.4), observe that by the product rule (which follows
from the chain rule Theorem 3.21),

∂(ϕR(xj)
n)) =

n−1∑
i=0

ϕR(xj)
i∂[ϕR(xj)]ϕR(xj)

n−1−i.

For f, g ∈ BCtr(R∗d) and i, j = 1, . . . , d, we may define an element Ei,j ⊗ f ⊗ g ∈
BCtr(R∗d,M 1)d,

[Ei,j ⊗ f ⊗ g]A0,τ0(X)[Y]i′ = δi=i′f(X)Yjg(X).

Note that (Ei,j ⊗ f ⊗ g)✶ = Ej,i ⊗ f∗ ⊗ g∗ and

[Ei,j ⊗ f1 ⊗ g1] # [Ei′,j′ ⊗ f2 ⊗ g2] = δj=i′Ei,j′ ⊗ f1f2 ⊗ g2g1,

and
Tr#(Ei,j ⊗ f ⊗ g) = δi=j tr(f) tr(g),

which follows from a straightforward computation with free independence. In particular,
since ϕR(xj) is positive in BCtr(R∗d), we can write

Ej,j ⊗ ϕR(xj)
i ⊗ ϕR(xj)

n−1−i = [Ej,j ⊗ ϕR(xj)
i/2 ⊗ ϕR(xj)

(n−1−i)/2]#2,

which is positive in BCtr(R∗d,M 1). Since this is positive and (1/d) Tr# defines a
tr(BCtr(R∗d))-valued trace on BCtr(R∗d,M 1)d, we obtain

Tr#(ϕR(xj)
i∂[ϕR(xj)]ϕR(xj)

n−1−i)

= Tr#
(
[Ej,j ⊗ ϕR(xj)

i ⊗ ϕR(xj)
n−1−i] # ∂[ϕR(xj)]

)
≤ ∥∂[ϕR(xj)]∥BCtr(R∗d,M1)d Tr#

(
Ej,j ⊗ ϕR(xj)

i ⊗ ϕR(xj)
n−1−i)

≤ ∥ρ̂∥L1(R) tr(ϕR(xj)
i) tr(ϕR(xj)

n−1−i),

where the inequality holds in tr(BCtr(R∗d)). Then using positivity of ν, we have

ν(Tr#(∂(ϕR(xj)
n))) = ν

(
Tr#

(n−1∑
i=0

ϕR(xj)
i∂[ϕR(xj)]ϕR(xj)

n−1−i
))

≤ ∥ρ̂∥L1(R)ν
(n−1∑
i=0

tr(ϕR(xj)
i) tr(ϕR(xj)

n−1−i
)

= ∥ρ̂∥L1(R)

n−1∑
i=0

τ(ϕR(xj)
i)τ(ϕR(xj)

n−1−i.

Putting all these inequalities together, (7.3.4) implies

τ(ϕR(xj)
n+1)

≤ ∥ρ̂∥L1(R)

(
∥∂W∥BCtr(R∗d,M1)τ(ϕR(xj)

n) + ∥ρ̂∥L1(R)

n−1∑
i=0

τ(ϕR(xj)
i)τ(ϕR(xj)

n−1−i
)
.

(7.3.5)
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Combinatorial estimate: We use a similar trick to [9, proof of Theorem 3.2.1].
Recall that the Catalan numbers are given by

Cn =
1

n+ 1

(
2n

n

)
.

The Catalan numbers are increasing in n, and they satisfy the recursive formula

Cn+1 =
n∑
j=0

CjCn−j .

Moreover, Cn is the 2nth moment of the semicircular measure 1
π

√
4− x2 1[−2,2](x) dx, so

that in particular Cn ≤ 4n.
Let M = ∥∂W∥BCtr(R∗d,M1), and let

R0 = ∥ρ̂∥L1(R)
M +

√
M2 + 4

2
,

so that
R2

0 = ∥ρ̂∥L1(R)MR0 + ∥ρ̂∥2L1(R).

We claim that for n ∈ N0, we have

τ(ϕR(xj)
n) ≤ Rn0Cn.

The base case n = 0 is trivial. For the induction step, using (7.3.5), we get

τ(ϕR(xj)
n+1) ≤ ∥ρ∥L∞(R)

(
Mτ(ϕR(xj)

n) + ∥ρ̂∥L1(R)

n−1∑
i=0

τ(ϕR(xj)
i)τ(ϕR(xj)

n−1−i
)

≤ ∥ρ∥L∞(R)

(
MRn0Cn + ∥ρ̂∥L1(R)

n−1∑
i=0

Rn−1
0 CiCn−1−i

)
= ∥ρ∥L∞(R)(MR0 + ∥ρ̂∥L1(R))R

n−1
0 Cn = Rn+1

0 Cn ≤ Rn+1
0 Cn+1.

This completes the induction step. This implies that

τ(ϕR(xj)
n) ≤ (4R0)

n

for all n, and hence ∥πτ (ϕR(xj))∥ ≤ 4R0.

Choice of operators: We claim that if ζ ∈ Cc(R) with supp(ζ) ⊆ (4R0,∞), then
πτ (ζ(xj)) = 0. To see this, let R = inf supp(ζ) > 4R0. Note that for n ∈ N0,

|ζ|2 ≤ ∥ζ∥2C0(R)1[R,∞) ≤ ∥ζ∥2C0(R)
ϕnR
Rn

.

Hence,

τ(|ζ(xj)|2) ≤ ∥ζ∥2C0(R)
τ(ϕR(xj)

n)

Rn
≤ ∥ζ∥2C0(R)

(
4R0

R

)n
.

Taking n→ ∞, we see that τ(ζ(xj)∗ζ(xj)) = 0 and hence πτ (ζ(xj)) = 0.
The same reasoning can be applied with −x substituted for x since the (− id)∗ϕ will

satisfy the Dyson–Schwinger equation with −∂W ◦ (− id). Thus, we also have πτ (ζ(xj))
= 0 when supp(ζ) ⊆ (−∞,−4R0).

Let Xj = πτ [η(xj)] where η ∈ C∞
c (R;R) is some function with η(t) = t for |t| <

4R0 + ϵ, for some ϵ > 0. The preceding argument implies that the resulting operator Xj
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is independent of the particular choice of η. Moreover, for any ϵ > 0, we can arrange that
∥η∥C0(R) ≤ 4R0 + ϵ, hence ∥Xj∥ ≤ ∥ζ(xj)∥B ≤ 4R0 + ϵ. Since ϵ was arbitrary, we have
∥Xj∥ ≤ 4R0, which proves (7.3.3) with C = 2∥ρ̂∥L1(R).

Agreement of ν and I(λX) on functions with bounded derivative: We claim
that ν[f ] = fA,τ (X) for f ∈ tr(C1

tr(R∗d)) with ∂f bounded.
Let η ∈ C∞

c (R;R) with η(t) = t for t in a neighborhood of [−4R0, 4R0]. Since πτ is a
∗-homomorphism, for any p ∈ C⟨x1, . . . , xd⟩ we have

πτ (p(η(x1), . . . , η(xd))) = p(X1, . . . , Xd),

and hence

ν[tr(p(η(x1), . . . , η(xd)))] = τ(p(η(x1), . . . , η(xd))) = τ(p(X1, . . . , Xd)).

Since ν is multiplicative on B and λX is also multiplicative, we have ν[f(η(x1), . . . , η(xd))]
= f(X1, . . . , Xd) whenever f ∈ tr(TrP(R∗d)).

Next, consider f(η(x1), . . . , η(xd)) where f ∈ tr(C1
tr(R∗d)) with ∂f bounded. If we

choose R > ∥η∥C0(R), then we can approximate f uniformly on the ∥·∥∞-ball of ra-
dius R by trace polynomials (fn)n∈N. Since ∥η(xj)∥BCtr(R∗d) < R, this implies that
fn(η(x1), . . . , η(xd)) approximates f(η(x1), . . . , η(xn)) in tr(BCtr(R∗d)) (and hence in C),
and therefore in this case we still have the identity

ν[f(η(x1), . . . , η(xd))] = f(X1, . . . , Xd) = f(η(X1), . . . , η(Xd)).

Keeping f fixed, we use a sequence of functions ηR to approximate the identity. We
can arrange that η(t) is between 0 and t for all t ∈ R and η(t) = t for |t| ≤ 1. Then let
ηR(t) = Rη(t/R). Note that for any self-adjoint operator Y from (A0, τ0), we have

∥ηR(Y )− Y ∥1 ≤ ∥Y ∥22
R

.

Since ∂f is bounded, we know that f is uniformly ∥·∥1-continuous, and hence as R→ ∞,
we have

f(ηR(x1), . . . , ηR(xd)) → f(x1, . . . , xd)

uniformly on ∥·∥2-balls. Also f is uniformly ∥·∥2-continuous and hence for all (A0, τ0)∈W,
we have ∥fA0,τ0(Y)∥2 ≤ A(1 + V A0,τ0

0 (Y))1/2 for some constant A. We also have
∥fA0,τ0(η(Y1), . . . , η(Yd))∥2 ≤ A(1 + V A0,τ0

0 (Y))1/2 since ∥η(Yj)∥2 ≤ ∥Yj∥2. Thus,
|fA0,τ0(ηR(Y1), . . . , ηR(Xd))− fA0,τ0(Y1, . . . , Yd)|/(1 + V A0,τ0

0 (Y)) is bounded by 2A(1 +

V A0,τ0
0 (Y))−1/2, which can be made arbitrarily small outside of ∥·∥2-ball (independently

of (A0, τ0)). Therefore,
1

1 + V0(x)
|f(ηR(x1), . . . , ηR(xd))− f(x1, . . . , xd)| → 0

in tr(BCtr(R∗d)). This means f(ηR(x1), . . . , ηR(xd)) → f(x1, . . . , xd) in C, and therefore

ν(f(x1, . . . , xd)) = lim
R→∞

ν(f(η(x1), . . . , η(xd))) = fA,τ (X1, . . . , Xd).

I(λX) satisfies the Dyson–Schwinger equation (7.3.2): Let R > 4R0. Let ζ ∈
C∞
c (R, [0, 1]) be a function which equals 1 on [−R,R]. Suppose that h ∈ BCktr(R∗d)d.
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Then
d∑
j=1

ν ◦ tr[xjhj + hj∇xjW ]− ν(Tr#(∂h) = 0.

Because ν ◦ tr agrees with I(λX) on BC1
tr(R∗d) and because ∇xjWhj and Tr#(∂h) are in

BC1
tr(R∗d), we have

ν ◦ tr[hj∇xjW ] = (hj∇xjW )A,τ (X), ν(Tr#(∂h)) = Tr#(∂h)
A,τ (X).

The only term that remains to substitute is tr[xjhj ]. But note that

ν ◦ tr[xj(1− ζ(xj))hj ] ≤ (ν ◦ tr[x2j ])1/2
(
ν ◦ tr[(1− ζ(xj))h

∗
jhj(1− ζ(xj))]

)1/2
= (ν ◦ tr(x2j ))1/2

(
τ((1− ζ(Xj))(h

∗
jhj)

A,τ (X)(1− ζ(Xj)))
)1/2

= 0

because (1 − ζ(xj))h
∗
jhj(1 − ζ(xj)) has bounded first derivative since hj and ∂hj are

bounded. Therefore,

ν ◦ tr[xjhj ] = ν ◦ tr[ζ(xj)xjhj ] = τ [ζ(Xj)Xjh
A,τ
j (X)] = τ [Xjh

A,τ
j (X)], (7.3.6)

where we have used the fact that ζ(xj)xjhj ∈ BC1
tr(R∗d) and ζ(Xj)Xj = Xj . This

establishes (7.3.2) when h ∈ BCktr(R∗d).
However, using smooth cut-off functions, we can see that every h ∈ Cktr(R∗d) agrees

on the ball of radius R with some function g in BCktr(R∗d). It follows from the definition
of Fréchet differentiation that ∂h = ∂g on the open ball of radius R. Hence, both sides
of (7.3.2) are the same for h and for g. So I(λX) satisfies (7.3.2) for all h ∈ Ctr(R∗d)d as
desired. In particular, the last claim of the theorem will be proved as soon as we know
that ν = I(λX).

Agreement of ν and I(λX) on C: Let ζ be as above. Using (7.3.2) for ν, we have

ν ◦ tr[x2j ] = ν ◦ tr[xj∇xjV (x)]− ν ◦ tr[xj∇xjW (x)] = 1− ν ◦ tr[xj∇xjW (x)],

since ∂(x) = Id ∈ BC∞
tr (R∗d,M 1(R∗d)). The same holds for I(λX) because it also satisfies

(7.3.2). Hence,

ν ◦ tr[x2j ]− ν ◦ tr[ζ(xj)2x2j ] = ν(xj)
2 − τ(X2

j ) = −ν(xj∇xjW (x)) + τ [Xj∇xjW (X)].

Because the function hj = ∇xjW is bounded and has bounded first derivative, (7.3.6)
applies and shows that

τ [Xj∇xjW (X)] = ν ◦ tr[xj∇xjW (X)].

Therefore, ν ◦ tr[x2j ] = ν ◦ tr[ζ(xj)
2x2j ]. Now tr[ζ(xj)

2x2j ] ≤ tr[ζ(xj)x
2
j ] ≤ tr[x2j ], hence

ν ◦ tr[ζ(xj)x2j ] is equal to the common value of ν ◦ tr[x2j ] and ν ◦ tr[ζ(xj)2x2j ]. This implies

ν ◦ tr[(xj − ζ(xj)xj)
2] = ν ◦ tr[x2j − 2ζ(xj)x

2
j + ζ(xj)

2x2j ] = 0.

Now suppose that g, h ∈ C1
tr(R∗d) have bounded first derivative. Then writing z(x) =

(x1ζ(x1), . . . , x2ζ(xd)), we have

ν ◦ tr[(g(x)− g(z(x))2] ≤ ∥∂g∥2BCtr(R∗d,M (R∗d))

d∑
j=1

ν ◦ tr[(xj − ζ(xj)xj)
2] = 0.
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The same holds for h. Hence, because of the Cauchy–Schwarz inequality,

ν ◦ tr[gh] = ν ◦ tr[(g ◦ z)(h ◦ z)] = τ(g(X)h(X)).

Because linear combinations of functions like tr[gh] are dense in C by definition, it follows
that ν and I(λX) agree on all of C.

7.4. Existence of potentials with unique free Gibbs laws. We shall show in the next
section that for perturbations of V0, there is a unique law satisfying the Dyson–Schwinger
equation, and hence in particular a unique free Gibbs law for every ultrafilter ω. But we
pause here to first establish a more general result that for each ω, generic potentials V
with bounded first and second derivatives have a unique free Gibbs law with respect to ω.

Proposition 7.19. Fix ω ∈ βN \ N and k ≥ 2 and C1, C2 > 0. Consider the space

V k
C1,C2

:= {V0 +W :W ∈ tr(Cktr(R∗d))sa with

∥∂j−1∇W∥BCtr(R∗d,M j−1)d ≤ Cj for j = 1, 2},

equipped with the subspace topology inherited from tr(Cktr(R∗d)). Then the set of V ∈ V k
C1,C2

which have a unique free Gibbs law with respect to ω is a dense Gδ set.

Recall that a Gδ set in a topological space is a countable intersection of open sets.
Moreover, the Baire category theorem states that in a complete metric space, a countable
intersection of dense open sets is dense. Such a set is often called generic. Also, note that
V k
C1,C2

is a complete metric space. Indeed, since the topology of tr(Cktr(R∗d)) is defined
by a countable family of seminorms, it is metrizable. It is straightforward to check that
V k
C1,C2

is a closed subset of tr(Cktr(R∗d)), hence complete.

Remark 7.20. As far as we know, χωV may depend in general on ω, and hence so does the
dense Gδ set in the proposition. The proof would apply equally well to the entropy χV
defined by using the lim sup rather than limit as N → ω in the definition. However, then
the condition of being a free Gibbs law (maximizer of χV ) only implies convergence of the
random matrix models along a subsequence of µ(N)

V .

To prove the proposition, we do not in fact need to use the Baire category theorem.
Rather, if a potential does not have a unique free Gibbs law, we will perturb it using the
following lemma.

Lemma 7.21. Let λ ∈ Σd. Then there exists f ∈ tr(BC∞
tr (R∗d))sa such that fA,τ (X) ≥ 0

for all (A, τ) ∈ W and X ∈ Ad
sa, and fA,τ (X) = 0 if and only if λX = λ.

Proof. LetR be an exponential bound for λ, so that λ ∈ Σd,R. LetR′ > R. Let ϕ ∈ C∞(R)
bea function such thatϕ(t) = ton [−R,R]andϕ′ is non-negative, symmetric, and supported
in [−R′, R′]. Similar to the bump function construction in the proof of Theorem 7.18,
Lemma 4.14 implies that ϕ(xj) ∈ BC∞

tr (R∗d). We claim that the sum

f(x) =
∑
m≥1

1

m!

∑
i1,...,im∈{1,...,d}

|tr(ϕ(xi1) . . . ϕ(xim))− λ(xi1 . . . xim)|2
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converges in tr(BC∞
tr (R∗d)). For each k > 0 and g ∈ BC∞

tr (R∗d),

∥g∥BCktr(R∗d) =
k∑
j=0

1

j!
∥∂jg∥BCktr(R∗d).

By the same reasoning as in Lemma 4.27, we have

∥g1g2∥BCktr(R∗d) ≤ ∥g1∥BCktr(R∗d)∥g1∥BCktr(R∗d).

In particular,

∥(tr(ϕ(xi1) . . . ϕ(xim))− λ(xi1 . . . xim))
2∥BCktr(R∗d)

≤ ∥tr(ϕ(xi1) . . . ϕ(xim))− λ(xi1 . . . xim)∥2BCktr(R∗d)

≤
(
∥tr(ϕ(xi1) . . . ϕ(xim)∥BCktr(R∗d) + |λ(xi1 . . . xim)|

)2
≤ (∥ϕ(x1)∥mBCktr(R∗d) +Rm)2.

Note that∑
m≥1

1

m!

∑
i1,...,im∈{1,...,d}

(∥ϕ(x1)∥mBCktr(R∗d) +Rm)2

=
∑
m≥1

1

m!
dm(∥ϕ(x1)∥mBCktr(R∗d) +Rm)2 <∞.

Therefore, the sum defining f converges in tr(BCktr(R∗d)) for every k, which means it
converges in tr(BC∞

tr (R∗d)).
Clearly, f ≥ 0. If fA,τ (X) = 0, then τ(ϕ(Xi1) . . . ϕ(Xim)) = λ(xi1 . . . xim) for all m

and i1, . . . , im ∈ {1, . . . , d}. Thus, the tuple Y = (ϕ(X1), . . . , ϕ(Xd)) satisfies λY = λ.
In particular, ∥Yj∥ ≤ R. Recall ϕ is an increasing function and ϕ′ = 1 on [−R,R], and
therefore, |ϕ(t)| > R whenever |t| > R. By the spectral mapping theorem, the only way
that ∥ϕ(Xj)∥ can be less than or equal to R is if ∥Xj∥ ≤ R. Hence, ϕ(Xj) = Xj , and so
λX = λ.

Proof of Proposition 7.19. By Theorem 7.18, there exists R > 0 depending only on C1

such that every free Gibbs law for any V ∈ V k
C1,C2

is in I(Σd,R).
We claim that any open subset U of V k

C1,C2
contains some potential which has a unique

free Gibbs law with respect to ω. Let V0 +W ∈ U . Fix t ∈ (0, 1) sufficiently close to 1

that V0+ tW ∈ U , and note that ∥t∂jW∥BCtr(R∗d,M j) < Cj for j = 1, 2. Let I(λ) be some
free Gibbs law for V0 + tW . Let f be as in Lemma 7.21 for λ. By choosing ϵ > 0 small
enough, we can guarantee that V0 + tW + ϵf is in U .

We claim that I(λ) is the unique free Gibbs law for V = V0 + tW + ϵf . Recall that

χωV (ν) = χω(ν)− ν(V ) +K

for some constant K. Any free Gibbs law has the form I(µ) for some µ ∈ Σd,R. Now

χω(I(µ))− I(µ)[V0 + tW ] ≤ χω(I(λ))− I(λ)[V0 + tW ].

By our choice of f ,
I(µ)[−f ] ≤ 0 = I(λ)[−f ]

with equality if and only if µ = λ. It follows that I(λ) is the unique maximizer of χωV .



122 D. Jekel, W. Li and D. Shlyakhtenko

It remains to show that the set of V which have a unique free Gibbs law is a Gδ set.
Recall that Σd,R is compact and metrizable, so let ρ be a metric. Let V ∈ V k

C1,C2
, and let

G(V ) ⊆ Σd,R be the set of λ such that I(λ) is a free Gibbs law for V with respect to ω.
By upper semicontinuity of χωV , the space of free Gibbs laws for V is closed in C⋆, hence
in light of Lemma 4.5, G(V ) is closed in Σd,R. Let

Un = {V ∈ V k
C1,C2

: G(V ) ⊆ B1/n(µ) for some µ ∈ Σd,R},

where B1/n(µ) is the open ball of radius n in Σd,R with respect to the metric ρ. Observe
that V ∈

⋂∞
n=1 Un if and only if the set G(V ) has diameter zero if and only if V has a

unique free Gibbs law.

We claim that Un is open. Fix V ∈ Un. Let µ ∈ Σd,R such that G(V ) ⊆ B1/n(µ). Note
that Σd,R \ B1/n(µ) is compact, hence its image in C⋆ is a closed set, so χωV achieves a
maximum, which must be strictly less than zero since all the free Gibbs laws for V are in
B1/n(µ). Call the maximum −ϵ. Let I(λ) be a free Gibbs law for V . Then

sup
ν∈Σd,R\B1/n(µ)

(χω(I(ν))− I(ν)[V ]) ≤ χω(I(λ))− I(λ)[V ]− ϵ.

If V ′ ∈ V k
C1,C2

is such that ∥V ′ − V ∥Ctr(R∗d),R ≤ ϵ/3, then

sup
ν∈Σd,R\B1/n(µ)

χω(I(ν))− I(ν)[V ′] ≤ sup
ν∈Σd,R\B1/n(µ)

χω(I(ν))− I(ν)[V ] + ϵ/3

≤ χω(I(λ))− I(λ)[V ]− 2ϵ/3

≤ χω(I(λ))− I(λ)[V ′]− ϵ/3.

Hence, for V ′ in a neighborhood of V , the elements of Σd,R \ B1/n(µ) are not free Gibbs
laws, which implies that G(V ′) ⊆ B1/n(µ), so V ′ ∈ Un. Thus, Un is open as desired.

8. Rigorous transport results in the perturbative setting

In this section, we will combine the results of §6 and §7 to study free transport for
potentials V sufficiently close to (1/2)

∑
j tr(x

2
j ). In §6, we constructed an expectation

map EV := E∇V . We will also use the notation LV , etLV , and ΨV rather than L∇V , etL∇V ,
and Ψ∇V . We will show in Proposition 8.1 that EV describes the unique free Gibbs law
for V . Then Theorem 8.3 will complete the strategy of 5.4 to construct transport.

We use the same strategy to prove a more refined result (Theorem 8.22), which produces
triangular smooth transport, and hence triangular isomorphisms of C∗- and W∗-algebras.
Several of the necessary ingredients, such as a conditional version of the Dyson–Schwinger
equation, cannot be deduced directly from the results of §7. We rely instead upon the
relationship between Ex,V and conditional expectations from random matrix theory and
operator algebras, which is also of interest in its own right.
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8.1. Existence of transport

Proposition 8.1. Let V satisfy ∇V ∈ J d
a,c for some a ∈ R and c ∈ (0, 1). Then EV |C

is the unique element of C⋆ satisfying (7.2.5). In particular, for any ω ∈ βN \ N, it is the
unique free Gibbs law for V with respect to ω.

Proof. Let ν ∈ C⋆ satisfy (7.3.2). By Theorem 7.18, ν = I(λ) for some λ ∈ Σd,R for
some R > 0, and the corresponding homomorphism λ̃ : tr(Ctr(R∗d)) → C satisfies the
Dyson–Schwinger equation for all smooth test functions. If f ∈ tr(C∞

tr (R∗d)), then by
Proposition 6.26, ΨV f ∈ tr(C∞

tr (R∗d)) and hence ∇(ΨV f) ∈ C∞
tr (R∗d)d. Thus, by (7.3.2),

0 = λ̃[∇∗
V∇(ΨV f)] = λ̃[f − EV [f ]] = λ̃(f)− EV (f).

Therefore, λ̃[f ] = EV [f ] for all smooth f . By density, this extends to all of tr(Ctr(R∗d)).
Hence, λ̃ = EV and ν = EV |C .

Corollary 8.2. If V satisfies ∇V ∈ J d
a,c for some c > 0 and a ∈ R, then for every

f ∈ tr(C1
tr(R∗d)) with ∂f bounded and for every ϵ > 0, we have

lim sup
N→∞

1

N2
log µ

(N)
V ({X : |f(X)− EV (f)| ≥ ϵ}) < 0.

As a consequence of (5.3.1) and Proposition 6.29, any such V satisfies Assumptions 5.14
and 5.16. Hence, all the properties of Propositions 5.18 and 5.19 hold. Now we give a rigorous
proof of transport for log-densities close to the quadratic, and in fact “infinitesimally
optimal” transport.

Theorem 8.3. Let Vt = (1/2)⟨x,x⟩tr +Wt, where t 7→Wt is a continuously differentiable
path [0, T ] → tr(C∞

tr (R∗d))sa. Suppose that

∥∂k−1∇W∥BCtr(R∗d,Mk−1)d ≤ Ck for k = 1, 2, 3,

∥∂k−1∇Ẇ∥BCtr(R∗d,Mk−1)d ≤ C ′
k for k = 1, 2,

for constants C1, C2, C3, C
′
1, C

′
2 ∈ [0,∞) such that C2 < 1. Let Vt = ∥x∥22,tr +Wt. Let

ht = −∇ΨVt V̇t.

Then the solution ft to (5.2.3) satisfies (ft)∗V0 = Vt modulo constants for all t. Moreover,
this choice of ht minimizes ∫ T

0

EVt∥ht∥22,tr dt

among all maps t 7→ ht satisfying the hypotheses of Lemma 5.10 with (ft)∗V0 = Vt for all t.

Remark 8.4. The last condition says that the transport is “infinitesimally optimal”.

Proof of Theorem 8.3. Note that ∇Vt ∈ J d
C1,1−C2

, and thus Proposition 6.26 constructs
a pseudo-inverse ΨVt for −LVt . Let

ht = −∇ΨVtẆt.
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We apply Proposition 6.26(3) and Remark 6.27, observing that ∂x reduces to ∂ since there
is no x′. Because ∇Wt ∈ BC3

tr(R∗d)dsa, we have

∥∂2ΨVtẆt∥BCtr(R∗d,M2),R ≤ constant
2∑
k=0

∥∂kẆt∥BCtr(R∗d,M2),R′ ,

which is boundedby a constant, and similarly ∂3ΨVtẆt is bounded by a constant. Therefore,
∂ht and ∂2ht are bounded by constants. By Lemma 5.8, there is a family of diffeomorphisms
ft satisfying ḟt = ht ◦ ft and f0 = id. Note that −∇∗

Vt
ht = ∇∗

Vt
∇ΨVtẆt = Ẇt modulo

constants. Therefore, by Lemma 5.10, we have (ft)∗V0 = Vt modulo constants.
Finally, consider another possible choice of functions h̃t. If the flow generated by h̃t

transports V0 to Vt modulo constants, then by the previous proposition, we must have
∇∗
Vt
h̃t = Ẇt = ∇∗

Vt
ht modulo constants. Since h̃t − ht is in the kernel of ∇∗

V , it is
orthogonal with respect to EVt to any gradient by Proposition 5.19(4), and in particular
orthogonal to ht. Hence,

EVt∥ht∥
2
2,tr ≤ EVt∥h̃t∥22,tr,

which shows the desired optimality condition.

In the situation of Theorem 8.3, the law µVt is the unique free Gibbs law associated to Vt
by Proposition 8.1. Therefore, (ft)∗V0 = Vt implies that (ft)∗µV0

= µVt by Proposition 7.14.
This directly implies isomorphism of W∗- and C∗-algebras associated to µV0 and µVt . This
result is closely related to those of [40, 30, 46, 47], and can be stated precisely as follows.

Observation 8.5. Suppose that V0, V1 ∈ tr(C∞
tr (R∗d))) satisfy Vj = (1/2)∥x∥22 +Wj with

∥∂kWj∥BCtr(R∗d,Mk) < Ck for k = 1, 2, 3,

with C2 < 1. Then the pathWt = (1−t)W0+tW1 satisfies the assumptions of Theorem 8.3.
Hence, by the theorem, there exists some f ∈ C∞

tr (R∗d)dsa such that f∗µV0 = µV1 . Because
f is given by solving the ODE (5.2.3), the function f also has an inverse g ∈ C∞

tr (R∗d)dsa.
In particular, by Observation 4.8, there is a tracial W∗ isomorphism between the GNS
representations of µV0

and µV1
which also restricts to an isomorphism of the associated

C∗-algebras.

Corollary 8.6. Suppose that V = (1/2)∥x∥22 +W where ∂W ∈ tr(BCtr(R∗d,M (R∗d)))

and ∥∂2W∥BCtr(R∗d,M2) < 1. Then the GNS representation of µV is isomorphic to the
tracial W∗-algebra generated by a standard semicircular family S = (S1, . . . , Sd), and the
isomorphism restricts to an isomorphism of the C∗-algebras.

8.2. Matrix approximation and non-commutative functions. Although the con-
struction of Ex,V nowhere used matrix approximations, we will use the matrix approxi-
mations to prove various relations among different conditional expectation maps. Even in
the previous section, we could only prove the properties of Proposition 5.18 after knowing
the Dyson–Schwinger equation EV∇∗

V h = 0 for h ∈ BC2
tr(R∗d)d. The Dyson–Schwinger

equation in turn was deduced from the fact that the free Gibbs law maximized the free
entropy χωV . But free entropy is defined in terms of matricial microstates. Hence, even our
previous results depended on matrix approximation.
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As we do not yet know a good definition for conditional microstate entropy, our results
in the conditional setting will rely on the random matrix models in a more explicit fashion.
As in [45, 46, 47], we will view the functions in Ctr(R∗d) as largeN asymptotic descriptions
of certain sequences of functions on MN (C)dsa. For this reason, we desire a function f to
be uniquely determined by knowing its restrictions fMN (C),trN for all N . Thus, we must
restrict our attention to tracial W∗-algebras that can be approximated by matrices in a
certain sense.

We say that (A, τ) is Connes-approximable or Connes-embeddable if for every d and
every X ∈ Ad

sa, there exists a sequence of d-tuples X(N) ∈MN (C)d that converges in non-
commutative law to X. It is well-known in von Neumann algebras that this is equivalent to
the embeddability of (A, τ) into the ultrapower (R, τR)ω for some ω ∈ βN \ N. However,
recent work has shown that not every tracial von Neumann algebra has this property [48].

The space Ctr(R∗d) by definition consists of tuples of functions on d-tuples for any
separable tracial W∗-algebra, since we used a set of isomorphism class representative
of such tracial W∗-algebras to define the norm. However, the same constructions can
be performed using some subclass of tracial W∗-algebras. When we replace the set of
representatives W with a set of representatives Wapp for Connes-approximable tracial W∗-
algebras, we obtain analogous spaces to Cktr(R∗d,M (R∗d1 , . . . ,R∗dℓ)) which we will denote
Cktr,app(R∗d,M (R∗d1 , . . . ,R∗dℓ)), where the subscript app stands for “approximable”.

All the results in the paper work with Cktr replaced with Cktr,app. For §6, one of course
has to define the Connes-approximable versions of Ctr,S where S is a Brownian motion. It
is well-known that if (A, τ) is Connes-embeddable and if (B, σ) is the tracial W∗-algebra
generated by the free Browian motion S, then (A, τ) ∗ (B, σ) is Connes-embeddable [92,
Proposition 3.3].

The next lemma shows that functions in Cktr,app(R∗d,M (R∗d1 , . . . ,R∗dℓ)) are uniquely
determined by their values on matrix tuples. The proof may be obvious to those familiar
with folklore about Connes-approximability, but nonetheless we will explain the argument
here for the sake of completeness.

Lemma 8.7. Given f (N) : MN (C)dsa × MN (C)d1 × · · · × MN (C)dℓ → MN (C)d′ that is
multilinear in the last ℓ arguments, define, as in 3.10,

∥f (N)∥M ℓ,tr,R = sup {∥f (N)(X)∥M ℓ,tr : X ∈MN (C)dsa, ∥X∥ ≤ R}.

Let f ∈ Ctr,app(R∗d,M (R∗d1 , . . . ,R∗dℓ))d
′
. Then

∥f∥Ctr,app(R∗d)d′ ,R = sup
N

∥fMN (C),trN ∥M ℓ,tr,R = lim
N→∞

∥fMN (C),trN ∥M ℓ,tr,R.

Proof. Note that it suffices to prove both equalities when f is a trace polynomial, since
any f ∈ Ctr,app(R∗d,M (R∗d1 , . . . ,R∗dℓ))d

′
can be approximated in ∥·∥Ctr,app(R∗d,M ℓ)d′ ,R

by trace polynomials, and this norm clearly dominates the matrix version on the right-
hand side. Now given some Connes-approximable A, some α, α1, . . . , αℓ with 1/α =

1/α1 + · · · + 1/αℓ, and some X,Y1, . . . ,Yℓ ∈ Ad
sa, we may choose some matrix tuples

X(N) ∈MN (C)dsa, Y
(N)
1 ∈MN (C)d1 , . . . ,Yℓ ∈MN (C)dℓsa such that X(N) and the real and

imaginary parts of Y(N)
j converge in joint non-commutative law to X and the real and

imaginary parts of Y1, . . . ,Yℓ. By applying a cut-off function to X(N) and the real and
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imaginary parts of Y(N)
j , we may also assume that ∥X(N)∥ ≤ R and ∥Y(N)

j ∥ ≤ 2∥Yj∥.
Convergence in law also implies convergence of the Lβ norms of X(N), Y(N)

1 , . . . ,Y
(N)
ℓ to

those of the corresponding operators for β ∈ [1,∞). Using convergence in law again, we
also have

lim
N→∞

∥f (N)(X(N))[Y
(N)
1 , . . . ,Y

(N)
ℓ ]∥β = ∥f(X)[Y1, . . . ,Yℓ]∥β for β ∈ [1,∞)

and since the ∞-norm can be recovered as the limit of the β-norms as β → ∞, we have

∥f(X)[Y1, . . . ,Yℓ]∥∞ ≤ lim inf
N→∞

∥f (N)(X(N))[Y
(N)
1 , . . . ,Y

(N)
ℓ ]∥∞.

This implies that

∥f∥Ctr,app(R∗d,M ℓ)d′ ,R ≤ lim inf
N→∞

∥fMN (C),trN ∥(N)

M ℓ,tr,R
≤ lim sup

N→∞
∥fMN (C),trN ∥(N)

M ℓ,tr,R

≤ sup
N

∥fMN (C),trN ∥(N)

M ℓ,tr,R
≤ ∥f∥Ctr,app(R∗d,M ℓ)d′ ,R.

Next, we define a precise notion of an element of Ctr,app(R∗d,M ℓ) describing the
large N limit of a sequence of functions on MN (C)dsa.

Definition 8.8. Let

f (N) :MN (C)dsa ×MN (C)d1sa × · · · ×MN (C)dℓsa →MN (C)d
′

and let f ∈ Ctr,app(R∗d,M (R∗d1 , . . . ,R∗dℓ))d
′
. We say that (f (N))N∈N is asymptotic to f ,

written f (N) ⇝ f , if
lim
N→∞

∥f (N) − fMN (C),trN ∥tr,R = 0.

Remark 8.9. In the case ℓ = 0, the error is measured in ∥·∥∞ uniformly on operator norm
balls. This condition is stronger than the one in [46] and [47], which measured the error in
∥·∥2.

Remark 8.10. It follows from Lemma 8.7 that the condition f (N) ⇝ f uniquely deter-
mines f .

Lemma 8.11. Let f ∈ Ctr(R∗d′ ,M (R∗d1 , . . . ,R∗dn))d
′′

for some n, d′ ∈ N0 and
d′′, d1, . . . , dn ∈ N. Let g ∈ Ctr(R∗d)d

′

sa for some d ∈ N0. For each m = 1, . . . , n, let
hm ∈ Ctr(R∗d,M (R∗dm,1 , . . . ,R∗dm,ℓm ))dm for some ℓm ∈ N0 and dm,1, . . . , dm,ℓm . Simi-
larly, let

f (N) :MN (C)∗d
′

sa ×MN (C)d1 × · · · ×MN (C)dn →MN (C)d
′′
,

g(N) :MN (C)dsa →MN (C)d
′

sa,

h(N)
m :MN (C)d

′

sa ×MN (C)dm,1 ×MN (C)dm,ℓm →MN (C)d
′′
,

where f (N) and h(N)
m are multilinear in the last n and ℓm arguments respectively. If f (N) ⇝ f ,

g(N) ⇝ g, and h
(N)
m ⇝ hm for each m, then

f (N)(g(N))[h
(N)
1 , . . . ,h(N)

n ]⇝ f(g)[h1, . . . ,hn].

The proof is essentially the same as the proof of continuity of composition in
Lemma 3.20, hence we leave the details to the reader.
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8.3. Ex,V and conditional expectations

Definition 8.12. For each choice of C1, C2, C3 > 0, let Vd,C1,C2,C3 be the set of functions
V = 1

2∥x∥
2
2 +W ∈ tr(C∞

tr (R∗d))sa satisfying

∥∂k−1∇W∥BCtr(R∗d,Mk)d ≤ Ck

for k = 1, 2, 3.

For V ∈ Vd,C1,C2,C3
, we will denote the expectation Ex,∇xV from §6 simply by Ex,V . In

this subsection, we will show that the expectation map Ex,V describes the large N limit
of classical conditional expectations associated to the measures µ(N)

V .
Given a potential V (N) :MN (C)d+d′sa → R such that e−N

2V (N)

is integrable, we define

dµV (N)(X,X′) =
e−N

2

V (N)(X,X′) dX dX′∫
MN (C)d+d′sa

e−N2V (N)(X,X′) dX dX′ .

Moreover, we define the conditional distribution

dµV (N)(X|X′) =
e−N

2V (N)(X,X′) dX∫
MN (C)dsa

e−N2V (N)(X,X′) dX
.

If f (N) : MN (C)d+d′sa ×MN (C)d1sa × · · · ×MN (C)dℓsa → MN (C)d2 is real-multilinear in the
last ℓ arguments, we set

Ex,V (N) [f (N)](X′)[Y1, . . . ,Yℓ] =

∫
MN (C)dsa

f (N)(X)[Y′
1, . . . ,Yℓ]e

−N2V (N)(X,X′) dX∫
MN (C)dsa

e−N2V (N)(X,X′) dX
.

This describes the conditional expectation of f (N)(X,X′) given X′, when (X,X′) is a
random variable with the distribution µ(N). Note that the subscript x denotes integration
with respect to x, hence conditioning on x′.

Theorem 8.13. Let V ∈ VC1,C2,C3
for some C2 < 1. Let V (N) :MN (C)d+d′sa → R be such

that

(1) V (N) is invariant under conjugation of X1, . . . , Xd+d′ by a fixed unitary U ;
(2) V (N) is a C1 function and ∇V (N) ⇝ ∇V ;
(3) V (N)(X)− 1

2c∥X∥22 is convex and V (N)(X)− 1
2C∥X∥22 is concave for some 0 < c < C.

Let f ∈ Ctr(R∗(d+d′),M (R∗d1 , . . . ,R∗dℓ))d
′′
, and let f (N) :MN (C)(d+d

′)
sa ×MN (C)d1sa ×· · ·×

MN (C)dℓsa →MN (C)d′′sa with f (N) ⇝ f and

∥f (N)(X,X′)∥M ℓ,tr ≤ K1e
K2∥(X,X′)∥∞

for some constants K1 and K2. Then

Ex,V (N) [f (N)]⇝ Ex,V [f ].

Remark 8.14. If we take V (N) = VMN (C),trN , then the hypotheses (1), (2), (3) are
automatically satisfied. For the condition (3), we set c = 1 − C2 and C = 1 + C2 where
C2 = ∥∂∇V − Id∥BCtr(R∗(d+d′),M1).

Since the asymptotic approximation relation ⇝ relies on approximation for each
operator norm ball, we will have to truncate the conditional distribution µV (N)(X|X′) to
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operator-norm balls. The following lemma from [47] relies on concentration of measure
(see, e.g., [37], [55], [12], [5, §2.3.3 and 4.4.2]) and its application to random matrices
(see [41]) through an ϵ-net argument (see [84, §2.3.1]) as well as the fact that the
conditional expectation of a Lipschitz function is Lipschitz when V (N) satisfies (3). For
the proof, refer to [47, p. 277]. The constant R3 there is the R′ in the lemma statement
here.

Lemma 8.15. Suppose that V (N) :MN (C)d+d′sa satisfies assumptions (1)–(3) of the theorem,
and let K > 0 and R > 0. Then there is some constant R′ such that

lim
N→∞

sup
∥X′∥∞≤R

∫
∥x∥∞≥R′

eK∥X∥∞ dµ(N)(X|X′) = 0.

Proof of Theorem 8.13. First, consider the case where f (N) is equal to fMN (C),trN and

f ∈ BC2
tr,app(R∗(d+d′),M (R∗d1 , . . . ,R∗dℓ))d

′′
∩ C∞

tr,app(R∗(d+d′),M (R∗d1 , . . . ,R∗dℓ))d
′′
.

Let g = Ψx,V f . Recall that
f = Ex,V [f ] ◦ π′ − Lx,V g,

and hence

Ex,V (N) [fMN (C),trN ]− Ex,V [f ]
MN (C),trN = Ex,V (N) [Lx,V g

MN (C),trN ].

For a function h on MN (C)d+d′sa × (MN (C)d+d′sa )ℓ, let

Lx,V (N)h =
1

N2
∆xh− ∂xh#∇xV

(N).

Because of Lemma 4.37, we have
1

N2
∆x[g

MN (C),trN ]⇝ Lxg.

Similarly, using Lemma 8.11, we have

∂xg
MN (C),trN #∇xV

(N) ⇝ ∂xg#∇xV.

Thus,
Lx,V (N)gMN (C),trN ⇝ Lx,V g.

Note that because of integration by parts we have∫
MN (C)dsa

Lx,V (N)gMN (C),trN (X,X′) dµ(N)(X|X′) = 0. (8.3.1)

Fix R > 0, and let R′ be the radius associated to R as in Lemma 8.15, and let
M = max(R,R′). Because of assumption (3), ∇V (N) is C-Lipschitz with respect to ∥·∥2.
Since ∥∇V (N)(0)∥2 is bounded as N → ∞, we have

∥∇xjV
(N)(X,X′)∥2 ≤ A+B∥(X,X′)∥2

for some constants A and B. But it follows from [47, Lemma 11.5.4] that

∥∇xjV
(N)(X,X′)− trN (∇xjV

(N)(X,X′))∥∞ ≤ B′∥(X,X′)∥∞
for some constant B′. Thus, overall,

∥∇xjV
(N)(X,X′)− trN (∇xjV

(N)(X,X′))∥∞ ≤ A+ (Bd+B′)∥(X,X′)∥∞.
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Moreover, note that ∂fMN (C),trN
t and (1/N2)∆fMN (C),trN are uniformly bounded for allN ,

(X,X′) and t since ∂ft and ∂2ft is uniformly bounded. Thus, using Lemma 8.15, we see
that

lim
N→∞

sup
∥X′∥≤R

∫
∥X∥∞≥M

∥∥(Lx,V (N)gMN (C),trN (X,X′)

− [Lx,V g]
MN (C),trN (X,X′)

∥∥
M ℓ,tr

dµV (N)(X|X′) = 0.

Meanwhile, we can estimate the same integral over ∥X∥∞ ≤ M by using the condition
that Lx,V (N)gMN (C),trN ⇝ Lx,V ft, and thus putting the two pieces together,

lim
N→∞

sup
∥X′∥≤R

∫
∥(Lx,V (N)gMN (C),trN (X,X′)−[Lx,V g]

MN (C),trN (X,X′)∥M ℓ,tr dµV (N)(X|X′)

= 0.

Since R was arbitrary, it follows that

Ex,V (N) [Lx,V (N) [gMN (C),trN ]− [Lx,V g]
MN (C),trN ]⇝ 0

and thus in light of (8.3.1), we have

Ex,V (N) [fMN (C),trN ]⇝ Ex,V [f ].

For the more general case, suppose that f (N) ⇝ f and that f (N) satisfies the given
operator norm bounds. Fix R and letM be as above and also let M ′ = max(M,R+2, C1).
If ϵ > 0, then we may choose some

g ∈ C∞
tr,app(R∗(d+d′),M (R∗d1 , . . . ,R∗dℓ))d

′′
∩BCtr,app(R∗(d+d′),M (R∗d1 , . . . ,R∗dℓ))d

′′

with ∥g− f∥Ctr(R∗(d+d′))d2 ,M < ϵ (here g can be taken to be a trace polynomial composed
with a smooth cut-off function in (X,X′)). Then observe that

∥Ex,V f − Ex,V g∥Ctr(R∗d′ ,M ℓ)d2 ,R ≤ ϵ

using Proposition 6.22 and the definition of M ′. Moreover,

lim sup
N→∞

sup
∥x′∥∞≤R

∫
∥x∥∞≤M

∥f (N)(X,X′)− gMN (C),trN (X,X′)∥M ℓ,tr dµV (N)(X|X′) ≤ ϵ,

while the integral over ∥X∥trN ,∞ > M can be estimated using Lemma 8.15. Hence,

lim sup
N→∞

∥Ex,V (N) [f (N)]− Ex,V [f ]∥M ℓ,tr ≤ 2ϵ,

and since R and ϵ were arbitrary, we are done.

Next, given a potential V (x,x′) in V d+d′

C1,C2,C3
, we want to describe the “marginal

potential” V̂ (x′) for the distribution of x′, that is, the function describing the large N
limit of the log of the marginal density of µ(N)

V for x′. Choose V (N) as in Theorem 8.13.
We can define the marginal potential

V̂ (N)(X′) = − 1

N2
log

∫
e−N

2V (N)(X,X′) dX.

A straightforward computation shows that

∇V̂ (N)(X′) = Ex,V (N) [∇x′V (N)].
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Now it follows from the previous theorem that

∇V̂ (N) ⇝ Ex,V [∇x′V ].

Next we show that Ex,V [∇x′V ] is the gradient of some function V̂ ∈ tr(C∞
tr,app(R∗d)). To

this end, we use the following lemma.

Lemma 8.16. Let g ∈ Cktr(R∗d)dsa. If there exist C1 functions f (N) : MN (C)dsa → R such
that ∇f (N) ⇝ g, then there exists f ∈ tr(Ck+1

tr,app(R∗d))sa such that ∇f = g. This f is
unique up to an additive constant. It also satisfies f (N) − f (N)(0)⇝ f − f(0).

Proof. We may define a function h(x1,x2,x3) in tr(Ctr,app(R∗3d)) by

h(x1,x2,x3) =
3∑
j=1

∫ 1

0

⟨g(txj + (1− t)xj+1),xj − xj+1⟩tr dt,

where the index j +1 is reduced modulo 3. The function h is intuitively the path integral
of g around a triangle with vertices x1, x2, x3. Here x1, x2, x3 are formal variables, and
thus ⟨g(txj + (1 − t)xj+1),xj − xj+1⟩ is an element of tr(Ctr,app(R∗3d)). Moreover, it
depends continuously on t in this space by continuity of composition. It follows that the
Riemann integral of these functions is defined.

Next, let

h(N)(X1,X2,X3) =

3∑
j=1

∫ 1

0

⟨∇f (N)(tXj + (1− t)Xj+1),Xj −Xj+1⟩trN dt,

where X1, X2, X3 represent elements of MN (C)dsa. It is straightforward to show that since
∇f (N) ⇝ g, we have h(N) ⇝ h. But because ∇f (N) is a gradient, we have h(N) = 0.
Therefore, h = 0.

Define

f(x) =

∫ 1

0

⟨g(tx),x⟩tr dt.

Given that h = 0, for any (A, τ) and any X1,X2,X3 ∈ Ad
sa we have

0 = hA,τ (0,X1,X2) = fA,τ (X2)− fA,τ (X1) +

∫ 1

0

⟨gA,τ (tX1 + (1− t)X2),X1 −X2⟩τ dt.

It follows easily that ∇f = g.
Moreover, f is unique up to an additive constant because fA,τ (X) − fA,τ (0) can

be evaluated by integrating the ∇fA,τ along the path from 0 to X. Similarly, since
f (N)(X)− f (N)(0) =

∫ 1

0
⟨∇f (N)(tX),X⟩trN dt, we obtain f (N) − f (N)(0)⇝ f − f(0).

Finally, observe that if g = ∇f ∈ Cktr,app(R∗d)d, then f ∈ tr(Ck+1
tr,app(R∗d)).

Proposition 8.17. Let V ∈ Vd+d′,C1,C2,C3
for some C2 < 1. Then there exists V̂ ∈

tr(C∞
tr,app(R∗d′))sa, unique up to an additive constant, such that

∇V̂ = Ex,V [∇x′V ].

Furthermore, we have V̂ ∈ Vd′,C′
1,C

′
2,C

′
3

for some constants C ′
1, C ′

2, and C ′
3 depending only



Non-commutative smooth functions and Wasserstein manifold 131

on C1, C2, and C3, where specifically

C ′
1 = C1, C ′

2 =
C2(1 + C2)

1− C2
.

Proof. Let V (N) = VMN (C),trN , so that∇V (N) ⇝ ∇V . By Theorem 8.13 and Remark 8.14,
we have

Ex,V (N) [∇x′V (N)]⇝ Ex,V [∇x′V ].

We know that Ex,V (N) [∇x′V (N)] = ∇V̂ (N) for the function V̂ (N) discussed above. Hence,
by Lemma 8.16, there exists V̂ ∈ C∞

tr with ∇V̂ = Ex,V [∇x′V ], which is unique up to an
additive constant.

Next, we must show that V̂ ∈ Vd′,C′
1,C

′
2,C

′
3
. Let W = V − (1/2)⟨x,x⟩tr − (1/2)⟨x′,x′⟩tr

and Ŵ = V − (1/2)⟨x′,x′⟩tr. Note that ∇x′V (x,x′) = x′ +∇x′W (x,x′) and ∇V̂ (x′) =

x′ +∇Ŵ (x′). Thus, since Ex,V [x
′] = x′, we have ∇Ŵ = Ex,V [∇x′W ].

Now recall that etLx,V f is obtained as a conditional expectation of the function f(X , π′),
and hence

∥etLx,V∇x′W∥BCtr,app(R∗(d+d′))d′ ≤ ∥∇x′W∥BCtr,app(R∗(d+d′))d′ .

Taking t→ ∞, we get ∥∇Ŵ∥BCtr,app(R∗(d+d′))d′ ≤ C1.
Next, recall that the process X from §6 satisfies

∂x′X (·, t) =
∫ t

0

[∂x∇xV (X (·, u), π′) # ∂x′X + ∂x′∇xV (X (·, u), π′)] du.

In the proof of the base case of Lemma 6.13, we applied Lemma 6.11 to get a bound for
this function. The c from that proof is here 1 − C2 and the constant C ′

1,J = C ′
1,∇xW

is
here C2. Thus,

∥∂x′X (·, t)∥BCtr,S(R∗(d+d′),M1) ≤ e−(1−C2)t

(
1 +

2C2

1− C2
(e(1−C2)t − 1)

)
.

It follows as in the proof of Lemma 6.17 that

∥∂x′etLx,V∇x′W∥BCtr(R∗(d+d′),M1)

≤ e−(1−C2)t/2

(
1 +

2C2

1− C2
(e(1−C2)t/2 − 1)

)
∥∂x∇x′W∥BCtr(R∗(d+d′),M1)

+ ∥∂x′∇x′W∥BCtr(R∗(d+d′),M1).

Taking t→ ∞, we obtain

∥∂x′Ex,V∇x′W∥BCtr(R∗d′ ,M1) ≤
2C2

1− C2
· C2 + C2 =

C2(1 + C2)

1− C2
.

The existence of C ′
3 follows by similar reasoning, which we leave as an exercise.

Proposition 8.18. Consider variablesx,x′,x′′ which are d-, d′-, and d′′-tuples respectively.
LetV ∈ Vd+d′+d′′,C1,C2,C3 for someC2 <

√
2−1. Let V̂ be themarginal potential for (x′,x′′).

Then
Ex′,V̂ ◦ Ex,V [f ] = E(x,x′),V [f ]

for f ∈ Ctr,app(R∗(d+d′+d′′),M (R∗d1 , . . . ,R∗dℓ))d
∗
.
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Proof. By Proposition 6.31, it suffices to prove the relation for f in a dense subset of

Ctr,app(R∗(d+d′+d′′),M (R∗d1 , . . . ,R∗dℓ))d
∗
.

In particular, we may restrict our attention to bounded f .
Let V (N) = VMN (C),trN which satisfies the assumptions of Theorem 8.13 with c = 1−C2

and C = 1 + C2. Let V̂ (N) be the marginal potential for (X′,X′′), which satisfies

∇V̂ (N) = Ex,V (N) [∇x′,x′′V (N)].

By Theorem 8.13, ∇V̂ (N) ⇝ ∇V̂ . By Proposition 8.17, V̂ ∈ Vd′+d′′,C′
1,C

′
2,C

′
3

with C ′
2 =

C2(1 + C2)/(1− C2). Note that C ′
2 < 1 provided that C2 <

√
2− 1.

It follows from the work of Brascamp and Lieb [18, Theorem 4.3] that V̂ (N)(X) −
(c/2)∥X∥22 is convex and V̂ (N)(X)− (C/2)∥X∥22 is concave for the same constants c and C
that worked for V (N). (Note that equation (4.18) of [18] should read D = A− BC−1B∗.
Of course, if the block 2 × 2 matrix is a constant multiple of the identity, then the
Schur complement matrix D is the same scalar multiple of the appropriately sized identity
matrix.) Overall, we conclude that V̂ (N) and V̂ also satisfy the hypotheses of Theorem 8.13.

Now let f (N) = fMN (C),trN . Then by Theorem 8.13 applied to V and V (N), we have

Ex,V (N) [f (N)]⇝ Ex,V [f ].

Note that these functions are uniformly bounded because we assumed f was bounded. By
Theorem 8.13 applied to V̂ and V̂ (N), we have

Ex,V̂ (N) ◦ Ex′,V (N) [f (N)]⇝ Ex,V̂ ◦ Ex,V [f ].

From the well-known properties of classical conditional expectations,

Ex,V̂ (N) ◦ Ex′,V (N) [f (N)] = E(x,x′),V (N) [f (N)].

By another application of Theorem 8.13,

E(x,x′),V (N) [f (N)]⇝ E(x,x′),V [f ].

Therefore, Ex,V̂ ◦ Ex,V [f ] = E(x,x′),V [f ] as desired.

As a corollary, in the situation of the previous proposition, we will get the same answer
for the marginal potential for x′′ whether we compute it from V or from V̂ . There is a
variant of the previous proposition that does not explicitly refer to V̂ and hence works
whenever C2 < 1.

Proposition 8.19. Consider variables x, x′, x′′ which are d-, d′-, and d′′-tuples respec-
tively. Fix ℓ ≥ 0 and d1, . . . , dℓ ∈ N. Let ι be the canonical inclusion map

ι : Ctr,app(R∗(d′+d′′),M (R∗d1 , . . . ,R∗dℓ)) → Ctr,app(R∗(d′+d′′),M (R∗d1 , . . . ,R∗dℓ)),

obtained by viewing a function of (x′,x′′) as a function of (x,x′,x′′). Suppose that V ∈
Vd+d′+d′′,C1,C2,C3

for some C2 < 1. Then

E(x,x′),V ◦ ι ◦ Ex,V [f ] = E(x,x′),V [f ]

for f ∈ Ctr,app(R∗(d+d′+d′′),M (R(∗d1 , . . . ,R∗dℓ))d2 .
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The proof of the proposition is similar to the previous one. Use the fact that the
analogous result holds for the classical conditional expectation maps associated to V (N)

and then take the large N limit using Theorem 8.13. We leave the details to the reader.
The next proposition relates the map Ex,V to W∗-algebraic conditional expectations.

This result is similar to [47, Theorem 15.1.7]. The only difference is that we have a smaller
space of non-commutative functions, and hence we are able to make conclusions about the
C∗-algebras, not only the W∗-algebras.

Proposition 8.20. Let V ∈ Vd+d′,C1,C2,C3
where C2 <

√
2 − 1. Let (A, τ) be a tracial

W∗-algebra with self-adjoint generators (X,X′) satisfying

τ(fA,τ (X,X′)) = EV [tr(f(X,X′))] for f ∈ Ctr,app(R∗(d+d′)).

Then

EW∗(X′)[f
A,τ (X,X′)] = (Ex,V [f ])

A,τ (X′) for f ∈ Ctr,app(R∗(d+d′)),

where W∗(X′) is the W∗-subalgebra of A generated by X′ and EW∗(X′) : A → W∗(X′) is
the unique trace-preserving conditional expectation. Moreover, EW∗(X′) maps C∗(X,X′)

into C∗(X′).

Proof. Let f ∈ Ctr(R∗(d+d′)) and g ∈ Ctr(R∗d′). Then by (6.4.5) and Proposition 8.19,

τ [(Ex,V [f ])
A,τ (X′)gA,τ (X′)] = τ [(Ex,V [f ]g)

A,τ (X′)] = τ [Ex,V [f · (g ◦ π′)]A,τ (X′)]

= EV [Ex,V [f · (g ◦ π′)] ◦ π′] = EV [f · (g ◦ π′)]

= τ(fA,τ (X,X′)gA,τ (X′)).

Since this holds for all g, it holds in particular for non-commutative polynomials. Non-
commutative polynomials in X′ are dense in W∗(X′) with respect to the weak operator
topology. Thus, the above relation shows that (Ex,V [f ])

A,τ (X′) equals the conditional
expectation of fA,τ (X,X′) onto W∗(X′).

Because Ex,V [f ] ∈ Ctr(R∗d′), the operator Ex,V [f ]
A,τ (X′) is in C∗(X′). Therefore,

EW∗(X′)[f
A,τ (X,X′)] ∈ C∗(X′) whenever f ∈ Ctr(R∗(d+d′)). But elements of the form

fA,τ (X,X′) are dense in C∗(X,X′), and hence EW∗(X′) maps C∗(X,X′) into C∗(X′).

8.4. Triangular transport. In this section, we will prove a triangular transport result
similar to [46, Theorem 8.11]. However, in both the hypotheses and conclusion we will use
C∞

tr functions rather than ∥·∥2-Lipschitz functions, and thus our new result yields triangular
isomorphisms of the C∗-algebras generated by our non-commutative random variables,
not only the W∗-algebras. Moreover, our current result constructs triangular transport at
the infinitesimal level and thus allows us to construct a family of transport maps along any
path of potentials Vt that are sufficiently close to the quadratic, whereas [46] performed
the transport one variable at a time and at each stage only used a path obtained by freely
convolving the distribution with a freely independent semicircular family.

Definition 8.21. For j ≤ d, let ιj,d : Ctr,app(R∗j) → Ctr,app(R∗d) be the canonical inclu-
sion ιj,d(f)(x1, . . . , xd) = f(x1, . . . , xj). A function f = (f1, . . . , fd) ∈ Ctr,app(R∗d)dsa is
said to be lower-triangular if fj ∈ ιj,d(Ctr,app(R∗d)) for every j = 1, . . . , d, or in other
words fj is a function of x1, . . . , xj alone.
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Theorem 8.22. Fix C1, C2, C3 with C2 <
√
2 − 1, and let t 7→ Vt be a continuously

differentiable path [0, T ] → V d
C1,C2,C3

(where differentiation again occurs with respect to
the topology on tr(C∞

tr (R∗d))sa), and assume that

∥∂kV̇ ∥BCtr(R∗d,Mk) ≤ C ′
k for k = 1, 2.

Then there exists a family of triangular functions (ft,s)s,t∈[0,T ] in C∞
tr (R∗d)dsa such that

fu,t ◦ ft,s = fu,s for s, t, u ∈ [0, T ] and (ft,s)∗Vs = Vt for s, t ∈ [0, T ].

Similar to the proof of Theorem 8.3, we rely on Lemma 5.10, and thus we will first
construct a triangular function h satisfying L∗

V h = ϕ for given V and ϕ.

Lemma 8.23. Fix C1, C2, C3 with C2 <
√
2 − 1. Then for V ∈ V d

C1,C2,C3
, there exists a

linear operator TV : tr(C∞
tr,app(R∗d))sa → C∞

tr,app(R∗d)dsa such that:

(1) TV ϕ is a lower-triangular for every ϕ.
(2) ∇∗

V TV ϕ = ϕ− EV (ϕ).
(3) We have

∥TV ϕ∥BCtr,app(R∗d)d + ∥∂TV ϕ∥BCtr,app(R∗d,M1)d

≤ constant(C1, C2, C3, d)(∥∂ϕ∥BCtr,app(R∗d,M1) + ∥∂2ϕ∥BCtr,app(R∗d,M1)).

(4) We have continuity of the map

V d
C1,C2,C3

× tr(C∞
tr,app(R∗d))sa → C∞

tr,app(R∗d)dsa : (V, ϕ) 7→ TV ϕ.

Proof. Let Vj be the marginal potential on the variables x1, . . . , xj obtained from V given
by

∇Vj = Exj+1,...,xd,V [∇x1,...,xjV ],

with the normalization Vj(0) = 0. Note that Vj ∈ V j
C′

1,C
′
2,C

′
3

with C ′
2 = 2C2

2/(1− C2) < 1

since C2 < 1/2. Therefore, the pseudo-inverse operators ΨVj are well-defined by Proposi-
tion 6.26.

To simplify notation, we will view Ctr(R∗j) as a subset of Ctr(R∗d) using the canonical
inclusion ιj,d. Given ϕ ∈ tr(Ctr(R∗d))sa, we define functions hj ∈ Ctr(R∗j)sa inductively
by

hj = ∇xjΨxj ,Vj

(
Exj+1,...,xd,V (ϕ)−

j−1∑
i=1

∂xiVj # hi

)
. (8.4.1)

It makes sense to apply Ψxj ,Vj to Exj+1,...,xd,V (ϕ) −
∑j−1
i=1 ∇∗

xi,Vj
hi since the latter is a

function of x1, . . . , xj . We set TV ϕ = (h1, . . . , hd). Clearly, TV is a linear operator and
satisfies (1) by construction, and now we shall check that it has the other desired properties.

(2) Observe that

∇∗
xj ,V hj = ∂xjV # hj − divxj hj = ∂xj (V − Vj) # hj + ∂xjVj # hj − divxj hj

= ∂xj (V − Vj) # hj +∇∗
xj ,Vjhj .
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Meanwhile,

∇∗
xj ,V hj = ∇∗

xj ,V∇xjΨxj ,Vj

(
Exj+1,...,xd,V (ϕ)−

j−1∑
i=1

∂xiVj # hi

)
= (1− Exj ,Vj )

[
Exj+1,...,xd,V (ϕ)−

j−1∑
i=1

∂xiVj # hi

]
= Exj+1,...,xd,V (ϕ)− Exj ,...,xd,V (ϕ)−

j−1∑
i=1

∂xi(Vj − Vj−1) # hi,

where we have observed that for i ≤ j − 1,

Exj ,Vj [∂xiVj # hi] = Exj ,Vj [∂xiVj ] # hi = ∂xiVj−1 # hi,

since hi does not depend on xj . Therefore,

∇∗
V h =

d∑
j=1

∇∗
xj ,V hj =

d∑
j=1

∂xj (V − Vj) # hj −
d∑
j=1

j−1∑
i=1

∂xi(Vj − Vj−1) # hi

+

d∑
j=1

(Exj+1,...,xd,V (ϕ)− Exj ,...,xd,V (ϕ))

=
d∑
j=1

∂xj (V − Vj) # hj −
d−1∑
i=1

d∑
j=i+1

∂xi(Vj − Vj−1) # hi +
(
ϕ− EV (ϕ)

)
=

d∑
j=1

∂xj (V − Vj) # hj −
d−1∑
i=1

∂xi(V − Vi) # hi +
(
ϕ− EV (ϕ)

)
= ϕ− EV (ϕ).

(3) Because Vj ∈ V j
C′

1,C
′
2,C

′
3
, it follows from Proposition 6.26 and Remark 6.27 that for

some constants K1, K2, K3 depending only on C1, C2, C3, we have

1∑
k=0

∥∂khj∥BCtr,app(R∗d,Mk)

=
1∑
k=0

∥∥∥∂k∂xjΨxj ,Vj(Exj+1,...,xd,V (ϕ)−
j−1∑
i=1

∂xiVj # hi

)∥∥∥
BCtr,app(R∗d,Mk)

≤ K1

1∑
k=0

∥∂k∂xjExj+1,...,xd,V (ϕ)∥BCtr,app(R∗d,M1+k)

+K1

j−1∑
i=1

1∑
k=0

∥∂∂xj [∂xiVj # hi]∥BCtr,app(R∗d,M1+k)

≤ K2

1∑
k=0

∥∂1+kϕ∥BCtr,app(R∗d,M1+k) +K1

j−1∑
i=1

1∑
k=0

∥∂[∂xj∂xiVj # hi]∥BCtr,app(R∗d,M1+k)

≤ K2

1∑
k=0

∥∂1+kϕ∥BCtr,app(R∗d,M1+k) +K3

j−1∑
i=1

1∑
k=0

∥∂khi∥BCtr,app(R∗d,M1+k)
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where we have used Proposition 6.22 and the fact that ∂xjhi = 0. Based on this inequality,
it is easy to check by induction that each hj satisfies the desired bounds.

(4) By Proposition 6.31, Vj depends continuously on V . Similarly, by applying Propo-
sition 6.31 to each part of (8.4.1), we see by induction that hj depends continuously
on (V, ϕ).

Proof of Theorem 8.22. Let ht = −TVt V̇t, where TVt is as in the previous lemma. The
lemma implies that t 7→ ht is continuous and ∂ht is bounded. Thus, Lemma 5.8 shows
that there are functions ft,s satisfying

ft,s = id +

∫ t

s

hu ◦ fu,s du.

Because ht is lower-triangular, so is ft,s (for instance because the Picard iterates are
lower-triangular). From basic results on ODE, the functions satisfy the asserted properties
under composition. Finally, by Lemma 5.10, since −∇∗

Vt
ht = V̇t modulo constants, we

have (ft,s)∗Vs = Vt modulo constants for every s, t ∈ [0, T ].

The operator algebraic consequences of this theorem are similar to Observation 8.5
and Corollary 8.6.

Corollary 8.24. Let V ∈ V d
C1,C2,C3

with C2 <
√
2 − 1, and let X be a d-tuple of

non-commutative random variables that generate a tracial W∗-algebra (A, τ) such that

EV [f ] = τ(f(X)).

Let S be a standard free semicircular d-tuple that generates the tracial W∗-algebra (B, σ) ∼=
L(Fd). Then there exists a tracial W∗-isomorphism ϕ : (A, τ) → (B, σ) such that

ϕ(C∗(X1, . . . , Xj)) = C∗(S1, . . . , Sj)) for j = 1, . . . , d.

In particular, for each j = 1, . . . , d, C∗(X1, . . . , Xd) is the internal reduced free product of
C∗(X1, . . . , Xj) and C∗(ϕ−1(Sj+1), . . . , ϕ

−1(Sd)).

9. Equations on the free Wasserstein manifold

In this section, we compute the derivatives of certain functions on W (R∗d).

9.1. Differentiation of the expectation map. If F is a function from W (R∗d) to some
topological vector space, then we will denote the kth iterated directional derivative with
respect to V in tangent directions V̇1, . . . , V̇k by

δkF (V )[V̇1, . . . , V̇k],

whenever such a derivative makes sense. If F : W (R∗d) → C and there is a function G

mapping a potential V to some element G (V ) ∈ TV W (R∗d) that satisfies

δF (V )[V̇ ] = ⟨V̇ ,G (V )⟩TV W (R∗d),

then it is natural to say that G (V ) is a gradient for F . Due to the degeneracy of ⟨·, ·⟩TV W (R∗d)

we do not expect gradients to be unique. However, in some circumstances there may turn
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out to be a canonical choice of gradient that describes the large N limit of the gradients
associated to the random matrix models in the sense of §8.2.

The most basic functional we can try to differentiate is V 7→ µ̃V (g) for a fixed g ∈
tr(C∞

tr (R∗d)). The next lemma is a precise version of the statement that

δ[µ̃V (g)][V̇ ] = ⟨V̇ , LV g⟩TV W (R∗d),

or that V 7→ LV g is a gradient for the expectation functional of g.

Proposition 9.1. Assume t 7→ Vt is a tangent vector to V = V0 in W (R∗d). Suppose that
each Vt satisfies Assumption 5.14, V satisfies Assumption 5.16, and for some fixed R, we
have µVt ∈ Σd,R for all t. Then

d

dt

∣∣∣∣
t=0

µ̃Vt(g) = −µ̃V [⟨∇V̇0,∇ΨV g⟩tr] = ⟨V̇0, LV g⟩TV W (R∗d).

Remark 9.2. Our previous results show that all the assumptions of the lemma are satisfied
if ∇Vt is uniformly bounded and ∂∇Vt is uniformly bounded by a constant strictly less
than 1.

Proof of Proposition 9.1. Since V satisfies Assumption 5.16, we have

g − µ̃V [g] = ∇∗
V∇ΨV g = ∇∗

Vt∇ΨV g − ⟨∇Vt −∇V,∇ΨV g⟩tr.

When we apply µ̃t, the term ∇∗
Vt
∇ΨV g will vanish, and thus,

µ̃Vt [g]− µ̃V [g] = −µ̃Vt [⟨∇Vt −∇V,∇ΨV g⟩tr].

Now ∇Vt −∇V → 0 in C∞
tr (R∗d)d as t → 0. Since we assumed µVt ∈ Σd,R for all t, this

implies that µ̃Vt [⟨∇Vt−∇V,∇ΨV g⟩tr] → 0. Since f was an arbitrary smooth scalar-valued
function, we therefore have µVt → µV as t→ 0. Thus,

lim
t→0

µ̃Vt [g]− µ̃V [g]

t
= − lim

t→0
µ̃Vt

[〈
∇Vt −∇V

t
,∇ΨV g

〉
tr

]
= −µ̃V [⟨∇V̇0,∇ΨV g⟩tr].

It follows from Proposition 5.19(3) that

−⟨∇V̇0,∇ΨV g⟩tr = −⟨∇ΨV V̇0,∇g⟩tr = ⟨V̇0, LV g⟩V .

Remark 9.3. There is another heuristic in terms of infinitesimal transport for why this
identity is true. Suppose that Vt = (ft)∗V . Then we expect that µVt = (ft)∗µV . Hence,

d

dt

∣∣∣∣
t=0

µ̃Vt(g) =
d

dt

∣∣∣∣
t=0

µ̃V (g ◦ ft) = µ̃V [⟨ḟt,∇g⟩tr]

= µ̃V [⟨PV ḟ0,∇g⟩tr] = −µ̃V [⟨∇ΨV V̇0,∇g⟩tr].

9.2. Heat flow and entropy dissipation

Definition 9.4. The heat flow for non-commutative log-densities is the equation V̇t =

LVtVt = LVt − ⟨∇Vt,∇Vt⟩tr for some smooth map t 7→ Vt : [0,∞) → W (R∗d), where V̇t
denotes the time-derivative.

As in [45], this equation describes the largeN limit of the equation that a function V (N)
t

on MN (C)dsa satisfies when ∂t[e
−N2V

(N)
t ] = (1/N2)∆[e−N

2V
(N)
t ]. Following the classical

works of [69] and [70], we will explain why the heat equation can be viewed as the gradient
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flow on W (R∗d) of the entropy functional. We remark that past work on the single variable
case has studied the gradient flow for free entropy as a functional on P(R) with the
Wasserstein metric, which leads to a free Fokker–Planck equation or McKean–Vlasov
equation [58].

Fix ω ∈ βN \ N. For V satisfying Assumption 5.14, we can consider the functional
X (V ) := χω(µV ). More properly in the notation of §7, we should write I(µV ) rather
than µV , but since the meaning is clear, we will simplify the notation hereafter. The
functional X is the analog of the classical entropy of the free Gibbs law associated to a
potential V ; for a precise relation between the free entropy and classical entropy of random
matrix models, see [45] or [47, §16.1]. Based on the classical case, the natural guess for the
derivative of X is

δX (V )[V̇ ] = ⟨LV V, V̇ ⟩TV W (R∗d),

that is, V 7→ LV V is a gradient for X . We will only prove this in the case where the
tangent vector t 7→ Vt is given by transport.

Proposition 9.5. Let V ∈ W (R∗d) with bounded first and second derivatives and let
Vt = (ft)∗V , where t 7→ ft is a tangent vector to id. Suppose that Vt satisfies Assumption 5.14
for all t, and assume that ∂2ft and ∂2f−1

t are bounded. Then

d

dt

∣∣∣∣
t=0

X (Vt) = ⟨LV V, V̇0⟩TV W (R∗d).

Proof. By Theorem 7.18, any free Gibbs law for V is actually a non-commutative law
(it is exponentially bounded). Since µV is the unique non-commutative law satisfying
the Dyson–Schwinger equation by assumption, it is the unique free Gibbs law for V .
Hence, by Proposition 7.14, (ft)∗µV is the unique free Gibbs law for Vt, so it satisfies the
Dyson–Schwinger equation and thus (ft)∗µV = µVt . By Proposition 7.14 again,

χω((ft)∗µV ) = χω(µV ) + µ̃V [log∆#(∂ft)].

Hence, using the Dyson–Schwinger equation and Proposition 5.19, we get

d

dt

∣∣∣∣
t=0

χω((ft)∗µV ) = µ̃V ◦ Tr#(∂ ḟ0) = µ̃V [⟨∇V, ḟ0⟩tr] = µ̃V [⟨∇V,PV ḟ0⟩tr]

= −µ̃V [⟨∇V,∇ΨV V̇0⟩tr] = ⟨LV V, V̇0⟩TV W (R∗d).

Using LV V as a (conjectural) gradient of the entropy functional X (V ), the (upward)
gradient flow of X (V ) is given by the heat equation V̇t = LVtVt. Solutions to the cor-
responding equation on MN (C)dsa were studied in the large N limit by [45] under the
assumption that V0 was uniformly convex and semiconcave. In the paper, the equation
was viewed as a “mixture” of the flat heat equation V̇t = LVt, which can be solved explic-
itly using free Brownian motion, and the Hamilton–Jacobi equation V̇t = −⟨∇Vt,∇Vt⟩tr,
which can be solved using the Hopf–Lax inf-convolution semigroup. The earlier approach of
Dabrowski [28] applied the Clark–Ocone formula to study the solution on matrices through
a stochastic optimization problem. In the non-commutative setting, there are subtle tech-
nical questions about which stochastic processes to optimize over (and in particular, in
what von Neumann algebra these stochastic processes live in).
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The derivative of entropy along this gradient flow is computed in the same way as for
the classical Wasserstein manifold, namely,

d

dt
X (Vt) = ⟨LVtVt, V̇t⟩TVtW (R∗d) = ⟨LVtVt, LVtVt⟩TVtW (R∗d) = µ̃Vt [⟨∇Vt,∇Vt⟩tr].

The right-hand side (under suitable assumptions) is the free Fisher information of Vt; see
[47, 16.2]. This is the motivation for Voiculescu’s definition of the free Fisher information
and free entropy χ∗ in [91]. Of course, it is challenging to make this computation rigorous
for general V ; for further discussion, see [7], [28], [45], [47].

Since V̇t = LVtVt = −∇∗
Vt
∇Vt, in light of Lemma 5.10, there is a natural family of

transport maps ft associated to the path t 7→ Vt given by

ft = id +

∫ t

0

∇Vu ◦ fu du.

These equations were used in [46] and [47, §17] to construct transport in the non-
commutative setting. Of course, the classical analog of these equations has been well-
studied, since it comes naturally out of Lafferty’s insight that the transport provides local
coordinates for the Wasserstein manifold [54, §3] and Otto’s result that the heat equation
is the gradient flow of the entropy functional [69]. The transport maps arising from the
gradient flow were also used by Otto and Villani in their proof of the Talagrand inequality
[70, Theorem 1].

More generally, one can write down the gradient flow of the relative entropy functional

XW (V ) := χωW (µV ) = χω(µV )− µ̃V (W ).

Using Proposition 9.1, the natural guess is that

δXW (V )[V̇ ] = ⟨LV V, V̇ ⟩TV W (R∗d) − ⟨V̇ , LVW ⟩TV W (R∗d),

that is, that V 7→ LV [V −W ] is a gradient for XW . The gradient flow thus becomes

V̇t = LVt [Vt −W ] = LVt − LW − ⟨∇Vt,∇Vt⟩tr + ⟨∇W,∇Vt⟩tr,

and the vector field for constructing transport is ∇[Vt − W ]. It would be very in-
teresting to study this equation when V0 ∈ W (R∗d) is arbitrary and W is close to
(1/2)⟨x,x⟩tr in order to obtain a “transport” proof that W satisfies the non-commutative
Talagrand inequality, parallel to [70]; for an SDE proof of the free Talagrand inequality,
see [42].

The case where W = (1/2)⟨x,x⟩tr was studied in [46, 47], and in fact the conditional
version of the equation was used to construct triangular transport to the Gaussian case.
That paper was able to show W∗ triangular transport using functions that were only
approximated in uniform ∥·∥2 by trace polynomials rather than in uniform ∥·∥∞. However,
since many of the ingredients for that argument have been proved here with the new
function spaces Cktr(R∗d), it is likely that the same argument would work to produce C∗

triangular transport under the assumption that ∥∂∇V − Id∥BCtr(R∗d,M1) is bounded by
some universal constant smaller than 1. That is, it is likely unnecessary to assume bounds
on the third derivatives to obtain the result of Corollary 8.24.
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9.3. Geodesic equation and optimal transport

Definition 9.6 (Geodesic equation). The geodesic equation on W (R∗d) is the pair of
equations {

V̇t = LVtϕt,

ϕ̇t = − 1
2 ⟨∇ϕt,∇ϕt⟩tr.

The first equation is called the continuity equation and the second one is called the
Hamilton–Jacobi equation.

The above equation arises as the large N limit of the geodesic equation for densities
e−N

2V (N)

on MN (C)dsa after expressing it in log-density coordinates and using the normal-
ized Laplacian (1/N2)∆ and renormalization of time. Moreover, we could formally derive
it as a Hamiltonian flow as in the classical case (Lemma 2.36), relying on Proposition 9.1
to differentiate µ̃V [⟨∇ϕ,∇ϕ⟩tr] with respect to V . At present, in order to highlight the
connections with optimal transport, we will give a heuristic derivation based on minimizing
length, which is closely parallel to the classical case (and also related to the Hamiltonian
formulation).

Consider a smooth path [0, T ] → W (R∗d) : t 7→ Vt such that Vt satisfies Assump-
tions 5.14 and 5.16. With appropriate continuity assumptions, it makes sense to write
down ∫ T

0

⟨V̇t, V̇t⟩TV W (R∗d) dt.

If the curve t 7→ Vt is a geodesic, then it should minimize this quantity over all paths with
the start and end points V0 and VT . Assume that µ̃Vt [V̇t] = 0, and let ϕt = −ΨVt V̇t (plus
an arbitrary constant), so that LVtϕt = V̇t. Then∫ T

0

⟨V̇t, V̇t⟩TV W (R∗d) dt =

∫ T

0

µ̃Vt [⟨∇ϕt,∇ϕt⟩tr] dt.

Assume we can solve the equation ḟt = ∇ϕt ◦ ft to obtain a path of diffeomorphisms ft
satisfying Vt = (ft)∗V0 as in Lemma 5.10. This implies under appropriate assumptions
that (ft)∗µV0

= µVt by the same reasoning as in Proposition 6.28. Then note that∫ T

0

µ̃Vt [⟨∇ϕt,∇ϕt⟩tr] dt =
∫ T

0

((ft)∗µ̃V0
)[⟨∇ϕt,∇ϕt⟩tr] dt

=

∫ T

0

µ̃V0
[⟨∇ϕt ◦ ft,∇ϕt ◦ ft⟩tr] dt =

∫ T

0

µ̃V0
[⟨ḟt, ḟt⟩tr] dt.

Now we could have replaced ∇ϕt by an arbitrary vector field ht satisfying −∇∗
Vt
ht = 0, and

then the diffeomorphisms gt generated as the flow along ht would also satisfy (gt)∗V0 = Vt.
However, since ker(∇∗

Vt
) and Im(∇) are orthogonal with respect to µVt , we would have∫ T

0

µ̃V0
[⟨ġt, ġt⟩tr] dt =

∫ T

0

µ̃Vt [⟨ht,ht⟩tr] dt ≥
∫ T

0

µ̃Vt [⟨∇ϕt,∇ϕt⟩tr] dt.

Thus, we expect that ft minimizes
∫ T
0
µ̃V0 [⟨ḟt, ḟt⟩tr] dt among all paths ft of diffeomorphisms

satisfying f0 = id and (fT )∗V0 = VT .
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Next, we use minimality to show that f̈t = 0 in L2(µV0). Let t 7→ ht be a smooth map
[0, T ] → C∞

tr (R∗d)dsa such that ∂ht and ∂2ht are uniformly bounded, h0 = hT = 0. Let
gt,ϵ be diffeomorphisms given by

d

dϵ
gt,ϵ = ht ◦ gt,ϵ, gt,0 = id,

or in other words gt,ϵ = exp(ϵht). Note that g0,ϵ = gT,ϵ = id. Using e.g. the integral
equation for gt,ϵ, one can show that (t, ϵ) 7→ gt,ϵ and (t, ϵ) 7→ gt,ϵ ◦ ft are continuously
differentiable maps intoCtr(R∗d)dsa, similar to classical ODE results on smooth dependence.
Therefore, by minimality,

0 =
d

dϵ

∣∣∣∣
ϵ=0

∫ T

0

µ̃V0

[〈
d

dt
[gt,ϵ ◦ ft],

d

dt
[gt,ϵ ◦ ft]

〉
tr

]
dt

= 2

∫ T

0

µ̃V0

[〈
d

dt

d

dϵ

∣∣∣∣
ϵ=0

[gt,ϵ ◦ ft], ḟt
〉

tr

]
dt

= 2

∫ T

0

µ̃V0

[〈
d

dt
[ht ◦ ft], ḟt

〉
tr

]
dt = −2

∫ T

0

µ̃V0 [⟨ht ◦ ft, f̈t⟩tr] dt,

where we have used integration by parts. Since ht is arbitrary except for its values at the
endpoints and since ft is invertible, we get f̈t = 0 in L2(µV0) for t ∈ (0, T ).

Due to degeneracy of the metric, this does not imply that f̈t = 0 in Ctr(R∗d)d.
Nonetheless, let us proceed to impose the condition f̈t = 0; although this is a leap of faith,
it is plausible because the same equations would hold in the random matrix setting. By
computation

f̈t =
d

dt
[∇ϕt ◦ ft] = ∇ϕ̇t ◦ ft + [∂∇ϕt ◦ ft] # ḟt

= ∇ϕ̇t ◦ ft + [∂∇ϕt ◦ ft] # [∇ϕt ◦ ft] = [∇ϕ̇t + ∂∇ϕt #∇ϕt] ◦ ft.

Hence,
∇ϕ̇t + ∂∇ϕt #∇ϕt = 0. (9.3.1)

But note that ∇⟨∇ϕt,∇ϕt⟩tr = 2∂∇ϕt #∇ϕt, which follows from the computation

⟨∇⟨∇ϕA,τt (X),∇ϕA,τt (X)⟩τ ,Y⟩τ = ∂[⟨∇ϕA,τt (X),∇ϕA,τt (X)⟩τ ][Y]

= ⟨∇ϕA,τt (X), ∂∇ϕA,τt (X)[Y]⟩τ
= ⟨∂∇ϕA,τt (X)[∇ϕA,τt (X)],Y⟩τ ,

where we use the fact that (∇∂ϕ)✶ = ∇∂ϕ since ϕ is real-valued. Therefore, (9.3.1) becomes

∇
[
ϕ̇t +

1
2 ⟨∇ϕt,∇ϕt⟩tr

]
= 0.

Thus, we can modify ϕt by an additive constant (depending on t) to achieve that ϕ̇t =
−(1/2)⟨∇ϕt,∇ϕt⟩tr. This is exactly the Hamilton–Jacobi equation, so our derivation is
complete.

If ϕt satisfies the Hamilton–Jacobi equation, the same computations show that f̈t = 0,
and hence ft = id + tḟ0 = id + t∇ϕ0. Thus, Vt = (id + t∇ϕt)∗V0 for some ϕ, or in other
words, a path in W (R∗d) that solves the geodesic equation is a displacement interpolation
just as in the classical case.
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However, does such a displacement interpolation actually minimize the Riemannian
distance? If ft is any family of transport maps with f0 = id and (fT )∗V0 = VT , then (still
assuming the validity of (fT )∗µV0 = µVT )

µ̃V0 [⟨fT − id, fT − id⟩tr]1/2 ≤
∫ T

0

µ̃V0 [⟨ḟt, ḟt⟩tr]1/2 dt ≤ T 1/2

(∫ T

0

µ̃V0 [⟨ḟt, ḟt⟩tr] dt
)1/2

= T 1/2

(∫ T

0

⟨V̇t, V̇t⟩TV W (R∗d) dt

)1/2

,

and equality is achieved when ḟt is constant. Hence, to show that a family of transport
maps ft is minimal, it suffices to show that fT minimizes µ̃V0 [⟨f − id, f − id⟩tr]1/2 among
all f with f∗µV0

= µVT . And this is a much stronger condition since we could easily have
f∗µV0 = µV1 without f∗V0 = V1 due to the degeneracy of the Riemannian metric.

The quantity µ̃V0 [⟨f1−id, f1−id⟩tr]1/2 is related to the non-commutativeL2 Wasserstein
distance of [11] defined as follows.

Definition 9.7 (Non-commutative L2 coupling distance). As in [11], for µ and ν ∈ Σd,
we define

dW,2(µ, ν) = inf {∥X−Y∥2 : X,Y ∈ Ad
sa, (A, τ) ∈ W, λX = µ, λY = ν}.

If (A, τ) and X, Y ∈ Ad
sa achieve the infimum above, then they are called an optimal

coupling of µ and ν.

Remark 9.8. The existence of optimal couplings is immediate from compactness [11,
Proposition 1.4]. Indeed, let Π(µ, ν) be the set of π ∈ Σ2d such that the marginals on the
first and last d cooordinates are µ and ν respectively. Then Π(µ, ν) is contained in Σ2d,R

and is compact. Because π 7→ ⟨x − y,x − y⟩1/2π is a continuous function on Π(µ, ν), it
achieves a minimum. However, it is challenging in the non-commutative case to establish
any regularity for the optimal coupling, and indeed we know that there are many non-
isomorphic diffuse tracial W∗-algebras [71], so we do not expect optimal couplings to be
given by transport functions in general.

Returning to our geodesic Vt = (id+ t∇ϕ)∗V0, we want to show that id+ t∇ϕ provides
an optimal coupling between µV0

and µVt where Vt = (id + t∇ϕ)∗µV0
. In fact, since the

potential Vt and the interpolation id + t∇ϕ are no longer important for the proof, let
us proceed more generally. Forgetting about Vt and renaming (1/2)⟨x,x⟩tr + tϕ as ϕ, it
suffices to show that if ∂∇ϕ is close enough to Id, then ∇ϕ provides an optimal coupling
between µ and (∇ϕ)∗µ for every non-commutative law µ. That is the content of the next
proposition. This is a non-commutative version of one of the easier implications of the
Monge–Kantorovich characterization of transport, and it holds without any assumption
that µ is a free Gibbs law or even Connes-approximable.

Proposition 9.9 (Optimality of certain transport maps). Let ϕ ∈ tr(Cktr(R∗d))sa for some
k ≥ 2. Suppose that for some K > 0, we have ∥∂∇ϕ−K Id∥BCtr(R∗d,M1)d < K. Then for
every µ ∈ Σd, we have

dW,2(µ, (∇ϕ)∗µ) = µ̃[⟨∇ϕ− id,∇ϕ− id⟩tr].
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In other words, if X is a self-adjoint d-tuple from (A, τ) ∈ W, then X and ∇ϕA,τ (X) are
an optimal coupling of λX and (∇ϕ)∗λX.

In the proof, we “reverse-engineer” the Monge–Kantorovich duality. We must first
construct the Legendre transform of ψ of ϕ. The Legendre transform in the classical
setting is a convex function given by

ψ(x) = sup[⟨x, y⟩ − ϕ(y)].

If ϕ is smooth and strictly convex, then the infimum for ψ(x) is achieved at y = (∇ϕ)−1(x).
Hence, the cheapest way to obtain a smooth Legendre transform for a smooth non-
commutative function ϕ is to invert ∇ϕ.

Lemma 9.10 (Smooth non-commutative Legendre transform). Let ϕ ∈ tr(Cktr(R∗d))sa for
some k ≥ 2. Suppose that for some K > 0, we have ∥∂∇ϕ−K Id∥BCtr(R∗d,M1)d < K. Let
g be the inverse of ∇ϕ as in Proposition 3.25, and let ψ be given by

ψA,τ (Y) := ⟨Y,gA,τ (Y)⟩τ − ϕA,τ (gA,τ (Y)). (9.3.2)

Then for all (A, τ) ∈ W and X ∈ Ad
sa, we have

ψA,τ (Y) = sup
X∈Adsa

[⟨Y,X⟩τ − ϕA,τ (X)]. (9.3.3)

Moreover, ∇ψ = g and hence ψ ∈ tr(Cktr(R∗d)).

Proof. Fix (A, τ) and Y,Z ∈ Ad
sa. Let h : R → R be given by

h(t) = ⟨Y,gA,τ (Y) + tZ⟩τ − ϕA,τ (gA,τ (Y) + tZ).

Then
h′(t) = ⟨Y,Z⟩τ − ⟨∇ϕA,τ (gA,τ (Y) + tZ),Z⟩τ

and
h′′(t) = −⟨∂∇ϕA,τ (gA,τ (Y) + tZ)[Z],Z⟩τ .

Because ∥∂∇ϕ−K Id∥tr < K, we obtain h′′(t) > 0, so h is concave. Also, since ∇ϕ◦g = id,
we have h′(0) = 0. Therefore, h is maximized at t = 0, so that

⟨Y,gA,τ (Y) + Z⟩τ − ϕA,τ (gA,τ (Y) + Z) ≤ ⟨Y,gA,τ (Y)⟩τ − ϕA,τ (gA,τ (Y)) = ψA,τ (Y).

By substituting X− gA,τ (Y) for Z, we obtain (9.3.3).
Next, by direct computation,

⟨∇ψA,τ (Y),Z⟩τ = ∂[⟨Y,gA,τ (Y)⟩τ − ϕA,τ (gA,τ (Y))][Z]

= ⟨Z,gA,τ (Y)⟩τ + ⟨Y, ∂gA,τ (Y)[Z]⟩τ
− ⟨∇ϕA,τ (gA,τ (Y)), ∂gA,τ (Y)[Z]⟩τ

= ⟨Z,gA,τ (Y)⟩τ .

Hence, ∇ψ = g, and so ψ is Cktr by the chain rule.

Proof of Proposition 9.9. LetX be a self-adjoint d-tuple from (A, τ)with non-commutative
law µ, and let ν = (∇ϕ)∗µ. As in the previous lemma, let g = (∇ϕ)−1 and let ψ be the
Legendre transform of ϕ. Writing Y = (∇ϕ)−1(X), we have

⟨Y,X⟩τ = ⟨Y,gA,τ (Y)⟩τ = ψA,τ (Y) + ϕA,τ (g(Y) = ψA,τ (Y) + ϕA,τ (X).
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If X′ and Y′ are any other d-tuples from some (B, σ) with the same law as X and Y, then
by (9.3.3),

⟨Y′,X′⟩σ ≤ ψB,σ(Y′) + ϕB,σ(X′) = ψA,τ (Y) + ϕA,τ (X) = ⟨Y,X⟩τ ,

where we have used the fact that evaluation of ϕ and ψ only depends on the non-
commutative law of the argument. Therefore, the coupling X, Y maximizes the inner
product and therefore minimizes the L2-distance (since ∥X∥22 and ∥Y∥22 are uniquely
determined by the fixed laws µ and ν). Hence, we have an optimal coupling.

Remark 9.11. Proposition 9.9 partially answers a question of [40, §5]. That paper con-
sidered the free Gibbs law µV with V = tr(f) for some non-commutative power series f
on an operator-norm ball of some radius R, and showed the existence of another power
series g such that (id + ∇ tr(g))∗σ = µV where σ is the law of a semicircular family.
Moreover, tr(g) goes to zero in a certain power-series norm as tr(f) goes to zero. The
paper did not settle whether the transport map constructed there was optimal, but we
can prove this with Proposition 9.9 if tr(g) is small enough. Let γ : R → [−R,R] be a
smooth compactly supported function with γ(t) = t for t ∈ [−R,R]. If tr(g) is sufficiently
small, then ϕ = tr(g) ◦ (γ(x1), . . . , γ(xd)) will satisfy ∥∂∇ϕ∥BCtr(R∗d,M1)d < 1. Hence,
Proposition 9.9 shows that id +∇ϕ defines an optimal coupling between σ and µ.

9.4. Incompressible Euler equation and inviscid Burgers’ equation

Definition 9.12. Let V satisfy Assumptions 5.14 and 5.16. Let PV = ∇Ψ∇∗
V , and let

ΠV = 1−PV be the Leray projection. The (tracial non-commutative) incompressible Euler
equation is the equation {

u̇t = −ΠV [∂ut # ut],

∇∗
V ut = 0.

This equation was formulated in the framework of non-commutative polynomials (and
from there a certain completion of the space) in [98]. Here Voiculescu imitated the approach
of Arnold in the classical setting. Arnold related the incompressible Euler equation to the
geodesic equation on the group of diffeomorphisms on some Riemannian manifold that
preserve a given measure; more precisely, if t 7→ ft is the geodesic, then ut = ḟt ◦ f−1

t , that
is, the right-shift of the ḟt to a tangent vector at id.

The non-commutative incompressible Euler equation could be derived by normalizing
the classical incompressible Euler equation on MN (C)dsa, but we will give a direct heuristic
based on geodesics minimizing length, similar to the earlier derivation of the geodesic
equation on W (R∗d). Recall that D(R∗d, V ) is the group of non-commutative diffeomor-
phisms f with f∗V = V . A semi-inner product can be defined on TidD(R∗d, V ) by

⟨h1,h2⟩TidD(R∗d,V ) = µ̃V [⟨h1,h2⟩tr].

We extend this to a right-invariant formal Riemannian metric on D(R∗d, V ). Since the
diffeomorphisms are elements of the vector space Cdtr(R∗d)dsa, we can view tangent vectors
at f concretely as elements of Ctr(R∗d)dsa, and the right-shift by f−1 of a tangent vector h
at f produces the tangent vector h ◦ f−1 at id. Since f preserves V and hence (again under
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some reasonable assumptions) µV , the Riemannian metric at an arbitrary point is given
by the same formula as at id.

Suppose that [0, T ] → D(R∗d, V ) : t 7→ ft minimizes the integral∫ T

0

µ̃V [⟨ḟt, ḟt⟩tr] dt

over all paths with the same start and end points. Let ut = ḟt ◦ f−1
t , so that ḟt = ut ◦ ft

and ∇∗
V ut = 0 by Lemma 5.10 since ft preserves V . Let ht be another time-dependent

vector field with bounded first derivative such that h0 = hT = 0 and ∇∗
V ht = 0. Let

gt,ϵ = exp(ϵht), and note that gt,ϵ is in D(R∗d, V ) by Corollary 5.11, hence gt,ϵ ◦ ft is
another candidate for the minimizer. Thus, as in the previous section,

0 =
d

dϵ

∣∣∣∣
ϵ=0

∫ T

0

µ̃V

[〈
d

dt
[gt,ϵft],

d

dt
[gt,ϵft]

〉
tr

]
dt = 2

∫ T

0

µ̃V

[〈
d

dt

d

dϵ

∣∣∣∣
ϵ=0

[gt,ϵft], ḟt]

〉
tr

]
dt

= −2

∫ T

0

µ̃V [⟨ht ◦ ft, f̈t⟩tr] dt = −2

∫ T

0

µ̃V [⟨ht, f̈t ◦ f−1
t ⟩tr] dt.

Now ht was arbitrary with ∇∗
V ht = 0 and h0 = hT = 0. Although we have not proved

that elements of ker(∇∗
V ) with bounded derivative are dense in ker(∇∗

V ), we proceed under
the assumption that f̈t ◦ ft is orthogonal to ker(∇∗

V ). Then, despite the degeneracy of the
Riemannian metric, we posit that f̈t ◦ ft is a gradient, or that ΠV [f̈t ◦ ft] = 0. But note that

f̈t =
d

dt
[ut ◦ ft] = u̇t ◦ ft + (∂ut ◦ ft) # (ut ◦ ft),

hence
ΠV [u̇t + ∂ut # ut] = 0.

Now ΠV u̇t = u̇t, so this is the incompressible Euler equation.
One can also proceed using Arnold’s framework for geodesics on Lie groups with a

right-invariant Riemannian metric. He showed that the angular velocity ut of a geodesic
must satisfy u̇t = −B(ut,ut), where B is the bilinear form on the Lie algebra defined
by ⟨[h1,h2],h3⟩ = ⟨B(h3,h1),h2⟩. This was the approach followed by Voiculescu [98]
in the non-commutative setting. We present here a version of [98, Lemma 1] for tracial
non-commutative smooth functions.

Lemma 9.13. Let V satisfy Assumptions 5.14 and 5.16. For h1, h2 ∈ ker(∇∗
V ), let

B(h1,h2) := ΠV [∂h1 # h2 + (∂h2)
✶ # h1].

Then for h1,h2,h3 ∈ ker(∇∗
V ) ∩ C∞

tr (R∗d)dsa, we have

µ̃V [⟨[h1,h2],h3⟩tr] = µ̃V [⟨B(h3,h1),h2⟩tr].

Moreover,
B(h,h) = ΠV [∂h# h].

Proof. Note that
∇⟨h2,h3⟩tr = (∂h2)

✶ # h3 + (∂h3)
✶ # h2,
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which we can see from evaluating at some X ∈ Ad
sa and pairing with a tangent vector

Y ∈ Ad. By Proposition 5.19, h1 is orthogonal to gradients. Thus,

µ̃V [⟨h1, (∂h2)
✶ # h3⟩tr + ⟨h1, (∂h3)

✶ # h2⟩tr] = 0.

Therefore,

µ̃V [⟨[h1,h2],h3⟩tr] = µ̃V [⟨∂h1 # h2 − ∂h2 # h1,h3⟩tr]
= µ̃V [⟨h2, (∂h1)

✶ # h3⟩]− µ̃V [⟨h1, (∂h2)
✶ # h3⟩tr]

= µ̃V [⟨(∂h1)
✶ # h3,h2⟩] + µ̃V [⟨h1, (∂h3)

✶ # h2⟩tr]
= µ̃V [⟨(∂h1)

✶ # h3 + ∂h3 # h1,h2⟩tr].

Since h2 is in the kernel of ∇∗
V , we have h2 = ΠV h2. After inserting the ΠV into the

equation, we can move it to the other side of the inner product by Proposition 5.19(5) to
obtain µ̃V [⟨B(h3,h1),h2⟩tr].

For the second claim, note that (∂h)✶ # h = ∇⟨h,h⟩tr, and thus it is killed by ΠV .
The only remaining term is ΠV [∂h# h].

The formula u̇t = −B(ut,ut) clearly gives the same incompressible Euler equation.
We remark that the geodesic equation on D(R∗d) can be heuristically derived in a similar

way. Fixing V , we can define a right-invariant Riemannian metric by ⟨h1,h2⟩TfD(R∗d)

= µ̃V [⟨h1 ◦ f−1,h2 ◦ f−1⟩tr]. The minimality condition results in f̈t ◦ f−1
t being zero

in L2(µV )
d. We posit that f̈t is actually zero, which results in the equation

u̇t = ∂ut # ut,

where ut = ḟt ◦ f−1
t . This is the tracial non-commutative inviscid Burgers’ equation. The

case where ut = ∇ϕt gives exactly the Wasserstein geodesics.
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