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Differential elimination for dynamical models via projections
with applications to structural identifiability

Ruiwen Dong∗, Christian Goodbrake†, Heather A Harrington‡, and Gleb Pogudin§

Abstract. Elimination of unknowns in a system of differential equations is often required when analysing
(possibly nonlinear) dynamical systems models, where only a subset of variables are observable.
One such analysis, identifiability, often relies on computing input-output relations via differential
algebraic elimination. Determining identifiability, a natural prerequisite for meaningful parameter
estimation, is often prohibitively expensive for medium to large systems due to the computationally
expensive task of elimination.We propose an algorithm that computes a description of the set of
differential-algebraic relations between the input and output variables of a dynamical system model.
The resulting algorithm outperforms general-purpose software for differential elimination on a set
of benchmark models from literature.We use the designed elimination algorithm to build a new
randomized algorithm for assessing structural identifiability of a parameter in a parametric model.
A parameter is said to be identifiable if its value can be uniquely determined from input-output
data assuming the absence of noise and sufficiently exciting inputs. Our new algorithm allows the
identification of models that could not be tackled before.Our implementation is publicly available as
a Julia package at https://github.com/SciML/StructuralIdentifiability.jl.
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1. Introduction.

1.1. Overview. Models defined by systems of differential equations are widely used in
engineering and sciences. One of the fundamental challenges in designing, testing, calibrating,
and using such models comes from the fact that, in practice, often only few of the variables
are observed/measured. Despite a deluge of data and advances in technology, the appropriate
data may be inaccessible (e.g., prohibitively expensive to attach sensors to all parts of a mech-
anism, infeasible to observe protein complexes in distinct states, or impossible to measure all
the proteins in a model in a single experimental set up). Therefore, the relations involving
only observable variables play an important role in the systems and control theory (referred
to as input-output relations, see, e.g., the textbooks [14, 56] and [63]). For example, com-
puting these input-output relations explicitly is a key step in a so-called differential algebra
approach to assessing structural identifiability of a dynamical model [45, 4, 40, 43]. Other ap-
plications include linearization [26], model selection [29], parameter estimation [61, 20], fault
diagnosis [36, 57], and control [37].
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The problem of computing the input-output relations can be viewed as the differential
elimination problem: given a system of differential equations

f1(x,y) = . . . = fn(x,y) = 0

in two groups of unknowns x = (x1, . . . , xs) and y = (y1, . . . , y!), describe all equations
g(y) = 0 in y only, which hold for every solution of the system. This problem has been
one of the central problems in the algebraic theory of differential equations. Its study has
been initiated by Ritt, the founder of differential algebra, in the 1930s [52]. He developed
the foundations of the characteristic set approach, which has been made fully constructive by
Seidenberg [55]. The algorithmic aspect of this research culminated in the Rosenfeld-Gröbner
algorithm [7, 34] implemented in the BLAD library [6] (available through Maple). See [1, 62]
for related software. These algorithms and packages are very versatile: they can be applied
to arbitrary systems of polynomials PDEs. There is a price to pay for such versatility: many
interesting examples coming from applications cannot be tackled in a reasonable time. On
the other hand, since differential equations in sciences and engineering are typically used to
describe how the system of interest will evolve from a given state, many dynamical models in
the literature are described by systems in the state-space form:

(1.1) x′ = f(x,u), y = g(x,u)

where f and g are tuples of rational functions, x, y, and u are tuples of differential unknowns
(the state, output, and input variables, respectively). For such a system, one typically wants
to eliminate the x-variables, that is, compute the input-output relations, the relations between
the y-variables and u-variables. For example, such a computation is sufficient for all the
applications mentioned in the beginning.

The contribution of the present paper is two-fold:
1. Elimination. We propose a new way to describe the input-output relations of (1.1)

and design a computationally tractable algorithm for computing this description. We
demonstrate that this algorithm outperforms the existing general-purpose elimination
software (e.g., computations that took hours or didn’t finish are computed in minutes,
see Table 5).

2. Identifiability. We build a new randomized algorithm for assessing structural iden-
tifiability of parametric dynamical models on top of the elimination algorithm. The
algorithm can handle problems that could not be solved by any existing identifiability
software (see comparison to the state-of-the-art methods in Table 4). Our software is
available as a Julia package at https://github.com/SciML/StructuralIdentifiability.jl.

The next two subsections describe the contributions in more detail.

1.2. Elimination. We propose to use a projection-based description of the input-output
relations of (1.1) which can be viewed as a generalization of the state-space form (that is, the
form (1.1)) itself. In order to motivate and introduce this description, we adopt the following
algebro-geometric viewpoint on (1.1): we consider all the derivatives of the equations in (1.1)
as an infinite system of equations describing a variety in an infinite-dimensional space with
the coordinates x,y,u,x′,y′,u′, . . .. The points of this variety over C will be in bijective
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correspondence (via the Taylor series [50, Lemma 3.5]) with the formal power series solutions
of (1.1). We observe that the variety is rationally parametrized by x,u,u′, . . . (we will refer
to these variables as the base variables). Moreover, each equation in (1.1) relates these base
variables and one non-base variable of the lowest order, that is, one of {x′,y}.

We can now generalize such a description to the notion of a projection-based representation
of the ideal I generated by the derivatives of (1.1) by allowing

• any set of base variables such that they form a transcendence basis modulo I
and, if w(i)

j (the i-th derivative of wj) with w ∈ {x, y, u} is a base variable, then

w(0)
j , . . . , w(i−1)

j are base variables as well;
• the relations between the base variables and one of the lowest order non-base variables

(projections) be nonlinear in the latter (i.e., parametrization of the variety may no
longer be rational).

Example 1. A toy example of changing the base variables (base variables are underlined):

(1.2)

{
x′ = x,

y = x2 + u
=⇒ (using y′ = 2xx′ + u′ = 2x2 + u′) =⇒

{
x2 = y − u,

y′ = 2y − 2u+ u′.

Note that such a change of the set of base variables may add extraneous prime components to
the variety, this subtlety and the way we deal with it are discussed in Remark 3.

Example 1 also suggests how projection-based representations could be used for differential
elimination: observe that the last equation in (1.2), y′ = 2y − 2u + u′, is an input-output
equation of minimal order for the original model. Indeed, we will show that in general, if one
considers a set of base variables containing as many derivatives of y-variables as possible, a
subset of projections will form a projection-based representation of the ideal of input-output
relations (see Lemma 2.11). The main idea is to replace the x-variables in the set of base
variables one by one with y-variables and their derivatives. We visualize such a computation
for a simple artificial example on Figure 1.






x′1 = x2,

x′2 = x3,

x′3 = x1,

y1 = x1 + x2,

y2 = x3

=⇒






x′1 = x2,

x′2 = y2,

x3 = y2,

y1 = x1 + x2,

y′2 = x1

=⇒






x′1 = y1 − x1,

x2 = y1 − x1,

x3 = y2,

y′1 = y1 − x1 + y2,

y′2 = x1

=⇒






x1 = y′2,

x2 = y1 − y′2,

x3 = y2,

y′1 = y1 − y′2 + y2,

y′′2 = y1 − y′2

x1 x2 x3

x1 x2 x3 y1 y2

→ x1 x2 y2

x1 x2 x3 y1 y2

→ x1 y1 y2

x1 x2 x3 y1 y2

→
y′2

y1 y2

x1 x2 x3 y1 y2

Figure 1: Elimination via a chain of projection-based representations. The diagrams in the
second row describe the set of base variables at each step.
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The key features of the projection-based representation that allow us to translate such an
approach into a practically efficient algorithm are the following:

• The projection based representation is given by equations of the projections of the
original variety defined by I; hence, geometric in nature. In contrast to syntactic
representations, such as characteristic sets or Gröbner bases, the projection based
representation enables us to use tools from constructive algebraic geometry.

• The elimination process visualized in Figure 1 is adaptive in the sense that, after
each step, the algorithm often has a choice which of the x’s to replace with one of
the y’s (e.g., at the first step in Figure 1, we could eliminate any of x1, x2, x3 from
the base variables). By employing simple degree-based heuristics for this choice, we
are able to speed up the computation substantially. While the described algorithm
may be reminiscent of the Gröbner walk algorithm [13] and its relatives [16, 27],
especially [8], the ranking of y’s is not predetermined. The distinctive feature of the
proposed algorithm is that the final ranking of y’s can be constructed adaptively and
dynamically. Note that the choice of ranking affects only the runtime of the algorithm
but not the correctness of the result.

Since each step of the algorithm boils down to elimination of a single variable (one of the
x’s), we use resultants as the main algebraic elimination tool. While resultants are known to
produce extraneous factors, we use two strategies to address this issue:

1. Thanks to efficient algorithms [5, 59, 60] for computing power series solutions of the
original system (1.1), we have an efficient randomized membership test for ideal I.
This membership test allows us to remove extraneous factors after each resultant
computation and evade accumulation of these factors during repeated resultant com-
putation.

2. Our algorithm may perform a change of variables in the original system. Therefore,
some of these extraneous factors are extracted before computing the resultant (see
Section 4.5), hence speeding up the computation substantially (Table 1).

1.3. Identifiability. In a parametric ODE model (that is, (1.1) in which coefficients involve
unknown scalar parameters), a parameter or a function of parameters is called structurally
globally identifiable (in what follows, just “identifiable”) if its value can be uniquely deter-
mined from the input-output data, assuming the absence of noise and sufficiently exciting
inputs. This identifiability property is a natural prerequisite for practical parameter estima-
tion, and, therefore, it is an important step in the experimental design process. The problem
of assessing identifiability has been studied since the 1970-s [3]. Since then, a number of differ-
ent approaches have been proposed (see [11, 32] and references therein) and several software
packages and webapps have been developed [4, 44, 39, 35]. However, many models of practical
interest remain out of reach with the existing tools.

One popular approach to assess identifiability is the input-output relations approach pro-
posed in [45] (recently used, e.g., in [51, 65, 58]) and relies on theory of differential algebra.
It has been implemented in DAISY [4], COMBOS [44], and Structural Identifiability Tool-
box [35]. First, the software computes a set of generators of the field of definition F of the ideal
of the input-output relations, that is, the minimal subfield of the field of rational functions
in parameters sufficient to write down the generators of this ideal [49, Definition 2.5]. These
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generators are typically taken to be the coefficients of a finite set of input-output relations,
which may be computed using a characteristic set (as in DAISY [4]), a Gröbner basis (as in
COMBOS [44]), or elimination by hand (e.g., [51, 58]). Next, the identifiability of a param-
eter is assessed by testing whether it belongs to F . There are two important subtleties with
existing algorithms following this approach:

1. Single vs. multiple experiments. In general, F is equal to the field of functions
identifiable from several experiments [47, Theorem 19]. There is a sufficient condition
ensuring that all the elements of F can be identified from a single experiment which
can be verified by computing the Wronskian of the monomials of some input-output re-
lations [49, Lemma 1]. The condition is not checked by DAISY or COMBOS. However,
it has been checked manually in several case studies [21, 64, 61] with about a dozen of
monomials and can be checked automatically by [35] if the number of monomials does
not exceed a hundred.

2. Probability of correctness. The membership test of a parameter of interest in F is
typically framed as an injectivity test for a so-called coefficient map. While this can
be done deterministically using Gröbner bases with rational function coefficients, such
a computation would be very costly. Because of this, both DAISY and COMBOS take
a random point in the image of the map and check whether the preimage of the point
is of cardinality one. Such an approach may yield an incorrect result if the chosen
point was not generic, and the bounds on the probability of error are not provided by
DAISY or COMBOS.

We address these issues and design a new algorithm for assessing structural parameter
identifiability. More precisely, we:

1. show how to compute the field of definition F from a projection-based representation
of the ideal of input-output relations (Algorithm 4.5).

2. design and implement a practical algorithm for checking the necessary condition for the
elements of F to be identifiable from a single experiment, which terminates even when
the input-output relations have a couple of thousands of monomials (Algorithm 5.2).

3. give a probability bound for testing field membership via randomization (Theorem 3.3).
The last two items above can be used with any other elimination algorithms (e.g., used
in [4, 44, 35]).

The resulting algorithm is implemented in Julia in the StructuralIdentifiability

package1 which is a part of the SciML (scientific machine learning) ecosystem. Our imple-
mentation addresses the two issues outlined above and can solve problems that could not be
computed before (see Table 4).

1.4. Structure of the paper. The rest of the paper is organized as follows. Section 2 con-
tains preliminaries on differential algebra, structural identifiability, and a precise description
of the projection-based representation. Section 3 describes our main theoretical results. In
Section 4 we describe and justify our algorithm for differential elimination via the projection-
based representation. In Section 5, we propose an algorithm for assessing structural identi-
fiability based on our elimination algorithm. Section 6 describes our implementation and its
performance. The benchmark models are listed in the Appendix.

1https://github.com/SciML/StructuralIdentifiability.jl
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2. Preliminaries.

2.1. Differential algebra. Throughout the paper, the ideal generated by f1, . . . , fn will
be denoted by 〈f1, . . . , fn〉.

Definition 2.1 (Differential rings and fields). A differential ring (R, ′) is a commutative
ring with a derivation ′: R → R, that is, a map such that, for all a, b ∈ R, (a + b)′ = a′ + b′

and (ab)′ = a′b + ab′. A differential field is a differential ring that is a field. For i > 0, a(i)

denotes the i-th order derivative of a ∈ R.

Notation 1. Let x be an element of a differential ring and h ∈ Z!0. We introduce

x(<h) := (x, x′, . . . , x(h−1)),

x(∞) := (x, x′, x′′, . . .).

x("h) is defined analogously. If x = (x1, . . . , xn) is a tuple of elements of a differential ring
and h = (h1, . . . , hn) ∈ (Z!0 ∪{∞})n, then

x(<h) := (x(<h)
1 , . . . , x(<h)

n ),

x(<h) := (x(<h1)
1 , . . . , x(<hn)

n ),

x(∞) := (x(∞)
1 , . . . , x(∞)

n ).

Definition 2.2 (Differential polynomials). Let R be a differential ring. Consider a ring of
polynomials in infinitely many variables

R[x(∞)] := R[x, x′, x′′, x(3), . . .]

and extend the derivation from R to this ring by (x(j))′ := x(j+1). The resulting differential
ring is called the ring of differential polynomials in x over R.

The ring of differential polynomials in several variables is defined by iterating this con-
struction.

Definition 2.3 (Differential ideals). Let S := R[x(∞)
1 , . . . , x(∞)

n ] be a ring of differential poly-
nomials over a differential ring R. An ideal I ⊂ S is called a differential ideal if a′ ∈ I for
every a ∈ I.

One can verify that, for every f1, . . . , fs ∈ S, the ideal

〈f (∞)
1 , . . . , f (∞)

s 〉

is a differential ideal. Moreover, this is the minimal differential ideal containing f1, . . . , fs,
and we will denote it by 〈f1, . . . , fs〉(∞).

Notation 2 (Saturation). Let R be a ring, I ⊂ R be an ideal, and a ∈ R. We introduce

I : a∞ := {b ∈ R | ∃N : aNb ∈ I},

which is also an ideal in R.
6



2.2. Structural identifiability. Consider an ODE system of the form

(2.1) Σ =

{
x′ = f(x,µ,u),

y = g(x,µ,u),

where
• x = (x1, . . . , xn), y = (y1, . . . , ym), and u = (u1, . . . , us) are the vectors of state,

output, and input variables, respectively;
• µ = (µ1, . . . , µ!) is a vector of constant parameters;
• f = (f1, . . . , fn) and g = (g1, . . . , gm) are vectors of elements of C(x,µ,u)

By reducing f and g to the common denominator, we write f = F/Q and g = G/Q, for
F1, . . . , Fn, G1, . . . , Gm, Q ∈ C[x,µ,u]. Consider the (prime, see [32, Lemma 3.2]) differential
ideal

(2.2) IΣ := 〈Qx′i − Fi, Qyj −Gj , 1 " i " n, 1 " j " m〉(∞) : Q∞ ⊂ C(µ)[x,y,u].

Note that every element of IΣ vanishes on every analytic solution of (2.1).
We will use the following algebraic definition of identifiability. Its equivalence with the

general analytic definition [32, Definition 2.5] (see also [48, Definition 2.3]) has been estab-
lished [32, Proposition 3.4].

Definition 2.4 (Single-experiment identifiability). A rational function h ∈ C(µ) will be called
globally (single-experiment, or SE-) identifiable for (2.1) if, there exist P0, P1 ∈ C[y(∞),u(∞)]
such that P1 +∈ IΣ and P1h− P0 ∈ IΣ.

We also say that h is locally SE-identifiable if there exist a positive integer s and
P0, . . . , Ps ∈ C[y(∞),u(∞)] such that Ps +∈ IΣ and Pshs + Ps−1hs−1 + . . . + P0 ∈ IΣ.

Remark 1. Informally, the definition can be stated as follows: h is globally SE-identifiable
if and only if it can be expressed via inputs, outputs, and their derivatives via a formula
h = P0(y,u)

P1(y,u)
. While the existence of a formula may look like a special case of identifiability,

[32, Proposition 3.4] shows that the possibility of a unique identification of h (formulated in
analytic terms) is equivalent to the existence of such a formula.

Example 2 (SE-identifiability). Consider a harmonic oscillator:

Σ : x′1 = −µx2, x
′
2 = µx1, y = x1.

Observe that

(y − x1)
′′ + (x′1 + µx2)

′ − µ(x′2 − µx1) + µ2(y − x1) = y′′ + µ2y ∈ IΣ.

From y′′+µ2y ∈ IΣ we can conclude that h = µ2 is globally identifiable (with P1 = y, P0 = y′′)
and µ is locally identifiable (with s = 2, P2 = y, P1 = 0, P0 = y′′).

Definition 2.5 (Multi-experiment identifiability).

7



• For a model Σ and a positive integer r, we define the r-fold replica of Σ as

Σr :=

{
x′
i = f(xi,µ,ui), i = 1, . . . , r,

yi = g(xi,µ,ui), i = 1, . . . , r,

where x1, . . . ,xr,y1, . . . ,yr,u1, . . . ,ur are new tuples of indeterminates (note that the vector
of parameters is not being replicated).

• For a model Σ, a rational function h ∈ C(µ) is globally multi-experimental identifiable (ME-
identifiable) if there exists a positive integer r such that h(µ) is globally SE-identifiable in Σr.
Local ME-identifiability is defined analogously.

Definition 2.6 (Field of definition). Let J ⊂ K[x(∞)] (with x = (x1, . . . , xn)) be a differential
ideal over a differential field K. Then the smallest differential subfield L ⊂ K such that J is
generated by J ∩ L[x(∞)] is called the field of definition of J .

Theorem 2.7 ([47, Theorem 21]). The field of multi-experimental identifiable functions is
generated over C by the field of definition of

IΣ ∩ C(µ)[y(∞),u(∞)].

Therefore, the problem of computing the field of ME-identifiable functions reduces to
the problem of computing the field of definition of a projection of an irreducible differential-
algebraic variety. Furthermore, using a Wronskian-based criterion [49, Lemma 1], one can in
many cases (see Table 3) establish that SE-identifiable and ME-identifiable functions coincide.

Example 3 (ME-identifiability). In order to illustrate the difference between the SE- and
ME-identifiability, we consider the following artificial example (a version of [32, Exam-
ple 2.14]):

Σ : x′ = 0, y1 = x, y2 = µ1x+ µ2.

Since y′1 = y′2 = 0 and there is no algebraic relation between y1 and y2 modulo IΣ, we have

IΣ ∩ C[y(∞)
1 , y(∞)

2 ] = 〈y1, y2〉(∞). Therefore, no function of µ1, µ2 is SE-identifiable.
On the other hand, modulo IΣ2, we will have

y1,2 = µ1y1,1 + µ2 and y2,2 = µ1y1,2 + µ2.

These equations yield a linear system for µ1 and µ2, in particular, by subtracting these equa-
tions, we obtain:

µ1(y1,1 − y2,1)− (y1,2 − y2,2) ∈ IΣ2 ,

so µ1 is globally identifiable in Σ2 and, thus, globally ME-identifiable in Σ (same for µ2).

2.3. Projections of an irreducible differential-algebraic variety.

Notation 3.
• Z!0 := Z!0 ∪{∞}.
• For n > 0 and 1 " i " n, ei,n denotes the i-th basis vector in Zn. If n is clear from the
context, we will write simply ei.

8



Definition 2.8 (Parametric profile). For a prime differential ideal P ⊂ K[x(∞)] with x =
(x1, . . . , xn), a tuple h ∈ Z

n
!0 is called a parametric profile for P if the images of x(<h)

form a transcendence basis of K[x(∞)]/P . This notion may be viewed as a generalization of
observability indices from control theory [14, §4.6].

Lemma 2.9. Let P ⊂ K[x(∞)] (with x = (x1, . . . , xn)) be a prime differential ideal and
h ∈ Z

n
!0 be a parametric profile for P . Then the ideal

P ∩K[x(<h+ei)]

is principal for every 1 " i " n such that hi += ∞.

Proof. Fix i such that hi += ∞. Let f ∈ P ∩ K[x(<h+ei)] be an irreducible polynomial

of minimal degree in x(hi)
i . Since the leading coefficient of f does not belong to P , for every

other polynomial g ∈ P ∩ K[x(<h+ei)], the result of pseudo-division of g by f with respect

to x(hi)
i belongs to P . The minimality of deg

x
(hi)
i

f implies that this result is zero, so g is

pseudo-divisible by f with respect to x(hi)
i . Then the Gauss lemma implies that g is divisible

by f .

Definition 2.10. For a prime differential ideal P ⊂ K[x(∞)] (where x = (x1, . . . , xn)) and
its parametric profile h, a tuple of differential polynomials (f1, . . . , fn) is called the projections
corresponding to h if, for every 1 " i " n,

1. if hi = ∞, fi = 0;
2. if hi < ∞, fi is the generator of P ∩K[x(<h+ei)].

The following lemma describes how one can use the projections for differential elimination.

Lemma 2.11 (Projections under projection). Let (f1, . . . , fn) be the projections of a prime
differential ideal P ⊂ K[x(∞)] with respect to its profile h. Assume that, for some m " n,
differential polynomials f1, . . . , fm do not involve xm+1, . . . , xn and their derivatives.

Then (h1, . . . , hm) is a parametric profile of P ∩K[x(∞)
1 , . . . , x(∞)

m ], and the corresponding
projections are (f1, . . . , fm).

Proof. Since x(<h1)
1 , . . . , x(<hm)

m are algebraically independent modulo P , they are algebra-

ically independent modulo P∩K[x(∞)
1 , . . . , x(∞)

m ] as well. Moreover, they form a transcendence

basis of K[x(<h1)
1 , . . . , x(<hm)

m ]/P ∩K[x(∞)
1 , . . . , x(∞)

m ] because, for every 1 " i " m, fi involves

only x(<h1)
1 , . . . , x(<hm)

m , x(hi)
i and thus provides an algebraic dependence between their images.

Therefore, (h1, . . . , hm) is indeed a parametric profile for P ∩ K[x(∞)
1 , . . . , x(∞)

m ]. Then one
can see that (f1, . . . , fm) are the corresponding projections.

Remark 2 (Projections for ODE models). For an ideal IΣ ⊂ C(µ)[x(∞),y(∞),u(∞)], corre-
sponding to a system Σ of the form (2.1), we have the following parametric profile (see [32,
Lemma 3.1]):

(2.3) (1, 1, . . . , 1︸ ︷︷ ︸
n times

, 0, 0, . . . , 0︸ ︷︷ ︸
m times

,∞, . . . ,∞︸ ︷︷ ︸
s times

).
9



Furthermore, the corresponding projections are

(Qx′1 − F1, . . . , Qx′n − Fn, Qy1 −G1, . . . , Qym −Gm, 0, . . . , 0︸ ︷︷ ︸
s times

).

By Lemma 2.11, one can compute the projections of the ideal of input-output relations, that
is IΣ ∩ C(µ)[y(∞),u(∞)], by “moving” as many of the first n ones in (2.3) as possible to the
y-variables (see Figure 1 and Example 4).

Example 4. Consider system Σ in variables x1, x2, y which is a harmonic oscillator with
one of the coordinates being observed:

(2.4) x′1 = −x2, x′2 = x1, y = x1.

As explained in Remark 2, (2.4) are the projections corresponding to profile (1, 1, 0). Since
a general solution of (2.4) is of the form y = c1eit + c2e−it for arbitrary c1, c2 ∈ C and
every element of IΣ must vanish on every solution of (2.4), there is no nonzero element in
IΣ depending only on y and y′, so they are algebraically independent. Since, modulo IΣ, any
polynomial can be reduced to a polynomial in x1 and x2, the transcendence degree modulo IΣ
is 2, so y and y′ form a transcendence basis modulo IΣ. This yields a different profile (0, 0, 2)
for the same ideal. Now we compute the corresponding projections:

• the projection relating x1, y, y′ is just one of (2.4): x1 − y = 0;
• the projection relating x2, y, y′ can be obtained from the previous one by differentiation: x2 −
y′ = 0;

• the projection relating y, y, y′′ is the classical equation for the harmonic oscillator: y′′+ y = 0.
By Lemma 2.11, y′′ + y = 0 is the projection of the ideal of input-output relations.

Remark 3 (Extra components in the projection-based representation). Let (f1, . . . , fn) be
the projections of a prime differential ideal P ⊂ K[x(∞)] corresponding to a profile h. Similar
to (2.2), one can define

(2.5) Ih := 〈f1, . . . , fn〉(∞) : (H · S)∞,

where H and S are, respectively, the products, over all i’s with fi += 0, of the leading coefficients

and the derivatives of fi with respect to x(hi)
i . Since P is a prime containing Ih and has the

same transcendence basis as all associated primes of Ih by [33, Theorem 4.4], P is a prime
component of Ih. However, in general, Ih may have additional prime components as the
following example shows. Although the example may look involved, it is an ODE version of
the geometric fact that an intersection of two circular cylinders of the same radius and with
intersecting axes consists of two components (ellipses).

Consider an ODE system Σ of the form (2.1):

x′1 =
1

2
(1 + x21), x′2 =

1− x21
1 + x21

, y1 =
2x1

µ(1 + x21)
, y2 = x2.

The corresponding ideal IΣ is prime, and one can show (using Algorithm 4.3) that it has a
parametric profile h := (0, 0, 1, 1), and the corresponding projections are:

µy1(x1
2 + 1)− 2x1 = 0, x2 − y1 = 0, µ2(y′1)

2 + µ2y21 − 1 = 0, (y′2)
2 + µ2y21 − 1 = 0,

10



where the variables of the form x(hi)
i are underlined. By computing the difference of the last

two equations, we have

(2.6) (µ2(y′1)
2 +µ2y21 − 1)− ((y′2)

2+µ2y21 − 1) = µ2(y′1)
2 − (y′2)

2 = (µy′1− y′2)(µy
′
1+ y′2) ∈ Ih.

One can check that neither of µy′1−y′2 and µy′1+y′2 belongs to Ih, so it is not prime. Because of
this phenomenon, the projections will be typically used in combination with a weak membership
test for the ideal (see Section 4.1 for details) to distinguish between the factors as in (2.6).

Furthermore, the coefficients of the projections µ2(y′1)
2 + µ2y21 − 1 and (y′2)

2 + µ2y21 − 1
generate C(µ2) while the field of definition of the ideal of input-output relations (and, thus,
by [47, Theorem 21], the field of ME-identifiable functions) contains µ since µy′1 − y′2 ∈ IΣ.
We overcome this difficulty by designing Algorithm 4.5 for computing the field of definition
for a given set of projections together with a weak membership test.

Remark 4 (Projections vs. characteristic sets). Perhaps the most popular way of represent-
ing differential ideals is via characteristic sets [34, Section 3.3]. One can check that, by [34,
Definition 3.17], the set of nonzero projections {fi | i = 1, . . . , n, fi += 0} for a profile h of
a prime differential ideal P form a characteristic set of Ih (2.5) with respect to the following
ranking:

(2.7) x(a)i > x(b)j ⇐⇒ (a− hi > b− hj) or (a− hi = b− hj and i > j).

However, as we have shown in Remark 3, Ih may be not equal to P . Nevertheless, if the
algebraic ideal

〈f1, . . . , fn〉 : H∞

has a unique component of the top dimension, then it is prime by [33, Theorem 4.4], so Ih
is prime by [34, Theorem 4.13] implying that Ih = P . In this case {fi | i = 1, . . . , n, fi += 0}
is characteristic set for P with respect to the ranking (2.7). We give and implement an
algorithm for checking this (Algorithm 4.4) and it turns out that this property holds for the
ideals of input-output relations for the majority of systems we have considered, see Table 3
(column “Char. set?”). The prevalence of input-output projections which are characteristic
sets makes the comparison of our algorithm with the methods based on characteristic sets in
Table 5 even more meaningful.

Remark 5 (Complexity). The geometric definition via the projections allows one to expect to
obtain useful geometry-based bounds for the projection-based representation and the algorithms
presented in this paper. This interesting problem is beyond the scope of the present paper.

3. Main theoretical results. In this section, we collect the main theoretical results of the
paper. For implementation and performance of the corresponding algorithms, see Section 6.

3.1. Computing projections of ODE systems.

Theorem 3.1 (Model =⇒ Projections). Consider an ODE system Σ as in (2.1) and the
corresponding differential ideal IΣ (see (2.2)). Then Algorithm 4.2 computes a parametric
profile and the corresponding projections for the ideal of input-output relations, that is, IΣ ∩
C(µ)[y(∞),u(∞)].

11



As we have described in Section 2.2, the field of ME-identifiable functions is equal to the
field of definition of IΣ ∩ C(µ)[y(∞),u(∞)]. The next theorem shows that one can compute
generators of this field from the input-output projections.

Theorem 3.2 (Projections =⇒ Field of definition). Consider an ODE system Σ as in (2.1)
and the corresponding differential ideal IΣ (see (2.2)). Let h be a parametric profile for
IΣ ∩ C(µ)[y(∞),u(∞)] with projections (f1, . . . , fn) such that each nonzero fi has at least one
coefficient that is one.

Then Algorithm 4.5 computes a differential polynomial f ∈ IΣ with at least one coefficient
(as a polynomial in {y(∞),u(∞)}) being equal to one, so that the field of ME-identifiable
functions for Σ is generated by the coefficients of f, f1, . . . , fn.

3.2. Assessing identifiability. Theorems 3.1 and 3.2 provide a way to compute a set of
generators of the field of multi-experiment identifiable functions for a model Σ. However,
these generators may be complicated and hard to interpret, which is what typically happens
in practice. For any given function of parameters, the following theorem allows to find with
high probability of correctness whether the function belongs to the field of multi-experiment
identifiable functions.

Theorem 3.3 (Field of definition =⇒ ME-identifiability). Let f, f1, . . . , fN , g ∈ C[X], where
X = (X1, . . . ,Xn). Let 0 < p < 1 be a real number. We define

d := max(deg g + 1,deg f,deg f1, . . . ,deg fN ) and M :=
6dn+3

1− p

Let a = (a1, . . . , an) be integers sampled uniformly and independently from [0,M ]. Consider

the field F := C
(
f1(X)
g(X) , . . . ,

fN (X)
g(X)

)
and ideal

I := 〈f1(X)g(a) − f1(a)g(X), . . . , fN (X)g(a) − fN (a)g(X)〉 : g(X)∞ ⊂ C[X]

Then
1. if f(X)g(a) − f(a)g(X) ∈ I, then f(X)

g(X) ∈ F with probability at least p;

2. if f(X)g(a) − f(a)g(X) +∈ I, then f(X)
g(X) +∈ F with probability at least p.

Remark 6.
• We will apply Theorem 3.3 to normalized coefficients of input-output equations (see Algo-
rithm 5.3). Since there will be usually only a few resulting input-output equations, there will
be typically few distinct denominators. Thus, the common denominator g will not have exces-
sively high degree.

• In the identifiability context, N is usually a large number, so it is important that it does not
appear in the formula for M , the size of the sampling range.

Remark 7. Note that it may be beneficial, instead of running the test from Theorem 3.3
once, run it log2

1
1−ε times for probability p = 1

2 to achieve overall probability of success ε.

Finally, by combining Theorems 3.1, 3.2, and 3.3 with Algorithm 5.2 for checking the
Wronskian condition of the equivalence of SE- and ME-identifiability, we obtain:
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Theorem 3.4 (Projection-based identifiability testing). For any given ODE system Σ as
in (2.1), function of parameters h(µ) ∈ C(µ), and a real number 0 < p < 1, Algorithm 5.3
returns the following information:

• whether h(µ) is globally, locally, or not ME-identifiable (correct with probability at least p);
• whether the algorithm was able to conclude that SE- and ME-identifiability coincide for Σ.

4. Projection-based (PB) elimination. In this section, we will describe the algorithms
from Theorem 3.2 and 3.1 and prove the theorems. The results and algorithms will be formu-
lated in a more general context of prime differential ideals with membership oracles.

4.1. Membership oracle for an ODE model.

Definition 4.1 (Weak membership oracle). Let P ⊂ K[x(∞)] be a prime differential ideal
over a differential field K in variables x = (x1, . . . , xn). Let O be an algorithm taking as input
a list of differential polynomials from K[x(∞)] and returning, if it terminates, an element of
K[x(∞)].

Then O is called a weak membership oracle for P if, for every f1, . . . , fs ∈ K[x(∞)] such
that exactly one of f1, . . . , fs belongs to P (denote it by f), we have O(f1, . . . , fs) = f .

Let Σ be an ODE model as in (2.1). In this section, we describe an efficient sampling-
based weak membership oracle for the corresponding ideal IΣ (see (2.2)). Note that the
representation (2.2) for IΣ is already a characteristic set of this ideal [32, Lemma 3.2], so one
can test membership in IΣ by reducing with respect to this characteristic set. However, in
practice, this may be very inefficient.

Algorithm 4.1 Weak membership oracle for IΣ

Input A system Σ as in (2.1) and polynomials f1, . . . , fs ∈ C(µ)[y(∞),u(∞)] such that
exactly one of f1, . . . , fs belongs to IΣ.

Output Index i such that fi ∈ IΣ.
(Step 1) Set D := 1, let h be the maximum of the orders of f1, . . . , fs;
(Step 2)Repeat
(a) Choose random values for parameters µ, initial conditions x, and u("h) uniformly

from [1,D]
(b) If Q, the common denominator of f1, . . . , fs, vanishes at the chosen values, go to

the next iteration of the loop;
(c) Compute the truncated power series solution of Σ up to order h using the algorithm

from [5] for the values chosen in (Step 2)a;
(d) For each 1 " i " s, plug the computed solution to fi and evaluate at t = 0;
(e) If exactly one of the fi’s vanished after evaluation, return its index;
(f) Set D := 2D.

Lemma 4.2. Algorithm 4.1 is correct and terminates with probability one.

Proof. Assume that Algorithm 4.1 terminates and returns index i0. This implies, that
the algorithm has computed a truncated power series solution of Σ on which all the fj’s with
j += i0 do not vanish. Therefore, fj +∈ IΣ for j += i0, so fi0 ∈ IΣ.
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To analyze the probability of termination, let i0 be the correct output. Let F =
∏

j %=i0

fj.

As has been shown in [32, Proof of Lemma 3.2] there exists a positive integer N and nonzero
F̃ ∈ C[µ,x,u("h)] such that QNF − F̃ ∈ IΣ. We denote the total degree of F̃Q by d.

Let µ,x∗, (u("h))∗ be the values chosen at (Step 2)a and (x(t),y(t),u(t)) be the truncated
power series solution computed at (Step 2)c. Then, if F̃ (µ∗,x(t),y(t),u(t)) does not vanish
at t = 0, then the same is true for F (µ∗,x(t),y(t),u(t)). Since F̃ ∈ C[µ,x,u("h)], the
value of F̃ (µ∗,x(t),y(t),u(t)) at t = 0 is equal to F̃ (µ∗,x∗, (u("h))∗). The probability of
this value or Q being zero does not exceed d

D due to the Demillo-Lipton-Schwartz-Zippel
lemma [66, Proposition 98]. Therefore, for each iteration of the main loop, the algorithm will
not terminate on this iteration with the probability at most d

D . Therefore, the probability of
termination is at least

1−
d

1
·
d

2
·
d

4
·
d

8
· . . . = 1.

4.2. “Socoban” algorithm: changing the profile. Lemma 2.11 suggests that computing
a parametric profile and the corresponding projections for the ideal of input-output relations
of system Σ as in (2.1) can be carried out by changing the original profile (2.3) to a profile of
the form

(" 1," 1, . . . ," 1︸ ︷︷ ︸
n times

, h1, h2, . . . , hm︸ ︷︷ ︸
m times

,∞, . . . ,∞︸ ︷︷ ︸
s times

),

where none of the projections corresponding to the outputs contains a state variable. This is
done by Algorithm 4.2 below which in turn uses Algorithm 4.3 for performing an elementary
“carrying” step.

Algorithm 4.2 Projecting an ODE system

Input A system Σ as in (2.1).
Output A parametric profile and the corresponding projections for IΣ ∩ C(µ)[y(∞),u(∞)].
(Step 1) Let O be the weak membership oracle for IΣ given by Algorithm 4.1;
(Step 2)Consider the following profile h and the corresponding projections f for IΣ (see

Remark 2)

h := (1, 1, . . . , 1︸ ︷︷ ︸
n times

, 0, 0, . . . , 0︸ ︷︷ ︸
m times

,∞, . . . ,∞︸ ︷︷ ︸
s times

),

p := (Qx′1 − F1, . . . , Qx′n − Fn, Qy1 −G1, . . . , Qym −Gm, 0, . . . , 0).

(Step 3)While there exist n+ 1 " i " n+m and 1 " j " n such that xj appears in pi:
(a) Apply Algorithm 4.3 with P = IΣ, h = h, f = p, O = O, i = i, and j = j.
(b) Set h := h− ej + ei and p to be the projections returned by Algorithm 4.3.
(Step 4)Return (hn+1, . . . , hn+m+s) and (pn+1, . . . , pn+n+s).

Remark 8. It often happens that there are several possible pairs (i, j) at (Step 3) of the
algorithm. The choice of the one to process may have significant impact on the performance
of the algorithm. The choice made in our implementation is to have degxj

pi as small as
14



possible, similar quantities (e.g., the degree of the prolongation of pi) are used to break the
ties. Systematic study of choice heuristics is an interesting question for future research.

Proposition 4.3 (Proof of Theorem 3.1). Algorithm 4.2 is correct and terminates with prob-
ability one.

Proof. Correctness follows from Lemma 2.11. Now we will prove termination. After each
iteration of the while loop at (Step 3), the sum hn+1 + . . .+ hn+m increases by one. Since it
is bounded by n, there will be at most n iterations. Moreover, each iteration will terminate
with probability one due to Proposition 4.5.

Algorithm 4.3 “Socoban” algorithm
Input

• A prime differential ideal P ⊂ K[x(∞)] defined by
– a parametric profile h and corresponding projections f = (f1, . . . , fn);
– and a weak membership oracle O.

• 1 " i += j " n such that fi involves xj and hj = 1.
Output the projections of P corresponding to h− ej + ei.
(Step 1) Set f := f ′

i .
(Step 2)For " ∈ {1, . . . , n} \ {i} such that h! < ∞ do

(a) Compute g1, . . . , gr, the squarefree factorization over K of Res
x
(h!)
!

(f, f!);

(b) Set f := O(g1, . . . , gr).
(Step 3) Set f̃j := fi and fi := f .
(Step 4)For " ∈ {1, . . . , n} \ {j} such that h! < ∞ do

(a) Compute g1, . . . , gr, the squarefree factorization over K of Resxj(f̃j , f!);

(b) Set f̃! := O(g1, . . . , gr).
(Step 5)Return (f̃1, . . . , f̃n).

Lemma 4.4. Let A be an arbitrary integral domain,

r ∈ A[z] \A, R ∈ A[w1, w2, . . . , wt, z, v],

s1 ∈ A[w1] \ A, s2 ∈ A[w2] \A, . . . , st ∈ A[wt] \ A

be non-zero polynomials such that r is irreducible. r ! lcv(R) (where lcv(R) denotes the leading
coefficient of R with respect to the variable v), and that lcv(R) does not involve w1, . . . , wt.

Then Resz(r,Reswt(st, . . .Resw2(s2,Resw1(R, s1)) . . .)) += 0.

Proof. By replacing A with its algebraic closure, we will further assume that A is alge-
braically closed. Then each of r, s1, . . . , st factors into linear factors over A. We will denote
the roots of r and si for 1 " i " t in A by α1, . . . ,αdeg r and βi,1, . . . ,βi,deg si , respectively.
Applying iteratively the formula for the resultant in terms of roots [15, Chapter 3, §1, Ex.
10], we show that the resultant of interest is equal to

C
∏

R(β1,ii ,β2,i2 , . . . ,βt,ij ,αj , v),
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where C is a power product of the leading coefficients of r, s1, . . . , st. Since none of
w1, . . . , wt appears in lcv(R) and lcv(R) does not vanish at any of α1, . . . ,αdeg r, each
R(β1,ii ,β2,i2 , . . . ,βt,ij ,αj , v) is a nonzero polynomial in v. Thus, the resultant is nonzero.

Proposition 4.5. Algorithm 4.3 terminates with probability one and is correct.

Proof. By Lemma 4.2, each of (Step 2)b and (Step 4)b terminates with probability 1.
Therefore algorithm 4.3 terminates with probability one.

Each of the computed polynomials f̃1, . . . , f̃n is obtained as an irreducible factor of a
polynomial, so is irreducible. Moreover, f̃1, . . . , f̃n are obtained from elements of P by a
chain of resultant computations, so they also belong to P . Therefore, in order to prove the
correctness, it remains to prove that the resultants computed on steps (Step 2) and (Step 4)
are non-zero. We apply Lemma 4.4 with

(w1, . . . , wt) = (x!
(h!) : " ∈ {1, . . . , n} \ {i}, h! < ∞), z = xj, v = xi

(hi+1),

(s1, . . . , st) = (f! : " ∈ {1, . . . , n} \ {i}, h! < ∞), r = fi, R = f ′
i , A = K[x(<h−ej+ei)],

where all values are taken at the beginning of the algorithm.
Let us verify that the conditions of Lemma 4.4 are indeed satisfied. Since h is a parametric

profile, degx!
(h!) f! > 0, so sk ∈ A[wk] \ A, k = 1, . . . , t. Since fi involves xj , r ∈ A[z] \ A.

r = fi is irreducible by the primality of P . degxi
(hi) fi > degxi

(hi) lcxi
(hi+1)(f ′

i), so r ! lcv(R).

fi does not involve x!(h!) : " ∈ {1, . . . , n} \ {i}, thus by properties of the Lie derivative,
lcv(R) = lcxi

(hi+1)(f ′
i) does not involve (w1, . . . , wt) = (x!(h!) : " ∈ {1, . . . , n} \ {i}).

Then the result of the computation performed by (Step 2) and the iteration of (Step 4)
with " = i will divide the resultant from Lemma 4.4 and, thus, will be nonzero.

For the remaining iterations (i.e. " += i) of the loop in (Step 4), Resxj(fi, f!) will be

nonzero since both fi and f! are irreducible and fi += f! (they have different degree in x(hi)
i ).

4.3. Checking the uniqueness of the top-dimensional component. Algorithm 4.4 below
will be one of the key ingredients for Section 4.4.

Proposition 4.6.
1. If Algorithm 4.4 returns True, then there is a unique prime component p ⊂ I with p∩Q[y] = 0.
2. There exist positive constants C0, C1 depending only on q1, . . . , qm and the degree of q such

that, if there is a unique prime component p ⊂ I with p ∩ Q[y] = 0 and N > C0, then
Algorithm 4.4 returns True with probability at least 1− C1

3√N
.

In the proof of the proposition, we will use the following quantitative version of the Hilbert
irreducibility theorem due to Cohen [12] (see also [10]).

Lemma 4.7 (Follows from [12, Theorem 2.1]). For every polynomial p ∈ Q[x1, . . . , xn, t],
there exist positive constants C0, C1 such that: for every positive integer N > C0:

P (for every Q-irreducible factor q of p: q(a1, . . . , an, t) is irreducible in Q[t]) > 1− C1/
3
√
N,

where integers a1, . . . , an are sampled independently uniformly at random from [−N,N ]
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Algorithm 4.4 Checking the uniqueness of the top-dimensional component
Input a positive integer N and squarefree polynomials q1, . . . , qm, q such that

1. q ∈ Q[x,y], where x = (x1, . . . , xn) and y = (y1, . . . , ym);
2. qi ∈ Q[x, yi] and degyi qi > 0 for every 1 " i " m;
3. I ∩Q[x] = 0, where I := 〈q1, . . . , qm, q〉.

Output True or False, for precise interpretation (parametrized by N), see Proposition 4.6
Part 1: Specializing
(Step 1)For each 1 " i " m, compute ri ∈ Q[x], the discriminant of qi w.r.t. yi. Define

R =
∏m

i=1 ri.
(Step 2) Sample integers a = (a1, . . . , an) independently uniformly at random from [−N,N ].
(Step 3) If R(a) = 0, return False.
(Step 4) Set q̃i(yi) := qi(a1, . . . , an, yi) for every 1 " i " m and q̃(y) := q(a1, . . . , an,y).
Part 2: Checking the primality of the specialization
(Step 5) Sample integers b = (b1, . . . , bm) independently uniformly at random from [−N,N ].
(Step 6)Use Gröbner bases to compute the minimal polynomial p(z) of the linear form

b1y1 + . . . + bmym modulo zero-dimensional ideal Ĩ := 〈q̃1, . . . , q̃m, q̃〉 ⊂ Q[y].
(Step 7) If p is irreducible over Q and deg p = dimQ Q[y]/Ĩ , return True. Otherwise, False.

Proof of Proposition 4.6. Consider zero-dimensional ideals J := 〈q1, . . . , qm, q〉 ⊂ Q(x)[y]
and J0 := 〈q1, . . . , qm〉 ⊂ Q(x)[y]. The prime components of J are in bijection with the prime
components p ⊂ I with p ∩ k[x] = 0, so there is a unique such component iff J is prime.

Consider a linear form " = λ1y1 + . . . + λmym with λ := (λ1, . . . ,λm) being new inde-
terminates. Then " separates the roots of J0 in k(x). Let P,P0 ∈ Q(λ,x)[t] be the monic
minimal polynomials for " modulo J and J0, respectively. We have P | P0. Since q1, . . . , qm
form a Gröbner basis, P0 can be represented as a characteristic polynomial of a matrix with
the entries in Q[λ,x, 1/R(x)], so its coefficients belong to this ring. Then the same holds for
P by the Gauss lemma. [18, Theorem 3] implies that J is prime iff P is irreducible.

Let a = (a1, . . . , an) be the integers sampled at (Step 2). R(a) += 0 implies that the
total multiplicity of solutions of Ĩ0 := 〈q̃1, . . . , q̃m〉 in Q is the same as the number of solutions
of J0. Thus, the minimal polynomial of " modulo Ĩ0 is equal to P0|x=a. Then the minimal
polynomial of " modulo Ĩ is divisible by P |x=a.

Assume that the algorithm returned True. By [18, Theorem 3], we have that Ĩ is prime.
Then P |x=a is irreducible, so P is irreducible as well, and thus J is prime. This proves the
first part of the proposition.

Now we will prove the second part. Assume that J is prime. Let b = (b1, . . . , bm) be the
integers sampled at (Step 5). There is a polynomial, say T1(λ), such that T1(b) += 0 implies
that z = b1y1+ . . .+bmym separates the roots of J0. We will now assume that T1(b) += 0. The
multiplication map by q in the quotient ring Q(x)[y]/J0 can be written as a matrix with the
entries in Q[x, 1/R(x)]. The dimension of its kernel is equal to the number of roots of J . Let
T2(x) be the numerator of any maximal minor of this matrix. If T2(a) += 0, the number of roots
of Ĩ is the same as of J . Then the minimal polynomial of " modulo Ĩ is or the same degree
as Px=a, so it is equal to Px=a. We will now assume that T2(a) += 0. Then the polynomial
p(z) computed at the (Step 6) is equal to P |x=a,λ=b(z). Therefore, if R(a)T1(b)T2(a) += 0
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and the substitution x = a,λ = b preserves the irreducibility of P , the algorithm will return
True. Note that R and T1, and P0 depend only on q1, . . . , qm, and not on q while the degree
of T2 can be bounded by a function of q1, . . . , qm and deg q. We apply Lemma 4.7 to P0(z)
(with t = z), let c0 and c1 be the corresponding constants. Then, by Demillo-Lipton-Schwartz-
Zippel lemma [66, Proposition 98], the probability of R(a)T1(b)T2(a) += 0 and P |x=a,λ=b(z)
being irreducible is at least

1−
deg T1 + degT2 + degR

N
−

c1
3
√
N

, for N > c0.

Setting C0 = c0 and C1 = c1 + deg T1 + degT2 + degR finishes the proof.

4.4. Computing the field of definition. Before presenting and justifying Algorithm 4.5
for computing generators of a field of definition, we prove several useful properties of the field
of definition.

Lemma 4.8. Let I be an ideal of the polynomial ring K[x] in variables x = (x1, . . . , xn)
over a field K of characteristic zero. Let F be the field of definition of I. Then

1. If I is a principal ideal, and its generator f has at least one coefficient equal to one, then F
is generated by the coefficients of f .

2. For any Q-linear forms y1, . . . , yr in x1, . . . , xn, the field of definition of I ∩K[y1, . . . , yr] is a
subfield of F .

3. Let I be radical and 1 " s " n. Consider J , the union of prime components p of I such that
p ∩K[x1, . . . , xs] = 0. Then the field of definition of J is a subfield of F .

Proof.1. Since I is generated by f , F is contained in the field generated by the coefficients
of f . Conversely, I ∩ F [x] must contain at least one polynomial of degree deg f , and this
polynomial will be proportional to f . Since normalizing the coefficients does not increase the
field generated by the coefficients, the coefficients of f belong to F .

2. Since I ∩ F [y1, . . . , yr] ⊂ I ∩ F [x] and I ∩ F [x] spans I as a K-vector space, I ∩ F [y1, . . . , yr]
must span I ∩K[y1, . . . , yr] as a K-vector space. Therefore, F contains the field of definition
of I ∩K[y1, . . . , yr].

3. It is sufficient to show that any automorphism α : K → K over F fixes J set-wise. Since α
permutes the primes of I and p ∩K[x1, . . . , xs] ⇐⇒ α(p) ∩K[x1, . . . , xs], α fixes J as well.

Lemma 4.9. Let P ⊂ K[x(∞)] be a prime differential ideal with a parametric profile h and
the corresponding projections (f1, . . . , fn). We define (cf. (4.1))

h◦i :=





hi, if fi += 0,

max
1"j"n

ordxi fj, if fi = 0.
and h◦ := (h◦1, . . . , h

◦
n).

Then P ∩K[x("h)] is generated by P ∩K[x("h◦)].

Proof. We consider the images of x(∞) modulo P and denote them by the same symbols.
The lemma will follow from the fact that x("h) \ x("h◦) are algebraically independent over
x("h◦). To prove this, we assume the contrary. Let h∗ := h◦ −

∑

fi %=0
ei. Then x("h∗) form a
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transcendence basis of x("h◦) over K modulo P . Therefore, there is an algebraic dependence
between

x("h∗) ∪ (x("h) \ x("h◦)) = x(<h),

but this contradicts the fact that h is a parametric profile.

Algorithm 4.5 Computing the differential field of definition

Input A prime differential ideal P ⊂ Q(p)[x(∞)], where p = (p1, . . . , ps) are transcendental
constants, defined by

• a parametric profile h and the corresponding projections (f1, . . . , fn);
• and a weak membership oracle O.

Output a differential polynomial f ∈ P such that the coefficients of f, f1, . . . , fn (after
normalizing so that every nonzero polynomial has at least one coefficient 1) generate
the field of definition of P .

(Step 1) Introduce a new variable z, set N := 1.
(Step 2)Relabel x1, . . . , xn so that there exists 1 " n0 " n such that h1, . . . , hn0 < ∞ and

hn0+1 = . . . = hn = ∞.
(Step 3)Clear the denominators in f1, . . . , fn0 so that f1, . . . , fn0 ∈ Q[p,x(∞)].

(Step 4) Let " be the product of the leading terms of fi w.r.t. x
(hi)
i for every 1 " i " n0.

(Step 5)For every 1 " i " n, define

(4.1) h◦i :=





hi, if i " n0,

max
1"j"n0

ordxi fj, if i > n0.
and h◦ := (h◦1, . . . , h

◦
n).

(Step 6)Repeat
(a) Let a1, . . . , an0 be integers sampled from [1, N ] independently, uniformly at

random.
(b) Set f := z − a1x

(h1)
1 − . . . − an0x

(hn0 )
n .

(c) For each j ∈ {1, . . . , n0} do f := Res
x
(hj)

!

(f, fj).

(d) Let f̃ be the result of applying z → a1x
(h1)
1 + . . .+ an0x

(hn0 )
n to f .

(e) Compute g1, . . . , gr, the squarefree factorization of f̃ over Q.
(f) Set f̃ = O(g1, . . . , gr).
(g) Apply Algorithm 4.4 to the ideal 〈f1, . . . , fn0 , f̃〉 ⊂ Q[p,x("h◦)] with N = N

and y = (x(h1)
1 , . . . , x

(hn0 )
n0 ).

(h) If the algorithm returns True, return f̃ . Otherwise, set N := 2N .

Lemma 4.10. Let P ⊂ K[x(∞)] be a prime differential ideal with a parameteric profile h,
and let h◦ be defined in the same way as in Lemma 4.9. Then the differential field of definition
of P is generated (as a differential field) by the field of definition of P ∩K[x("h◦)].

Proof. Let the differential field of definition of P be F and the differential field generated
by the field of definition of P ∩K[x("h)] be F0. Since P ∩F [x("h)] must generate P ∩K[x(<h)],
we have F0 ⊂ F .
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After reordering x1, . . . , xn if necessary, we will further assume that there exists 1 " n0 " n
such that h1, . . . , hn0 < ∞ and hn0+1 = . . . = hn = ∞. Let f1, . . . , fn be the projections
corresponding to h such that each nonzero fi is normalized to have at least one coefficient
that is one. Then the first part of Lemma 4.8 implies that the coefficients of f1, . . . , fn0 belong
to F0. We introduce the following ranking [33, Definition 3.1] on K[x(<∞)] (as in Remark 4):

x(a)i ≺ x(b)j ⇐⇒ (a− hi < b− hj) or (a− hi = b− hj and i < j)

for every i += j. Then f1, . . . , fn0 is a weak differential triangular set [34, Defintion 3.7] w.r.t.
this ranking. Let g ∈ P . By performing a partial reduction [34, Algorithm 3.12] of g with
respect to f1, . . . , fn0 , we obtain g ∈ P ∩K[x("h)] and S, a product of powers of the separants
of f1, . . . , fn0 such that

Sg −
∑

ci,jf
(j)
i = g

for some ci,j ∈ K[x(∞)]. Let {eλ}λ∈Λ be a F0 basis of K, and, for every λ ∈ Λ, we denote by gλ
and gλ the corresponding coordinates of g and g, respectively. Since the coefficients of S and all
the derivatives of f1, . . . , fn belong to F0, for every λ ∈ Λ, we have Sgλ− gλ ∈ 〈f1, . . . , fn〉(∞).
Since g ∈ K[x("∞)], we have gλ ∈ P . Since s +∈ P and P is prime, we have gλ ∈ P . Therefore,
P is generated by P ∩ F0[x(∞)], so F0 = F .

Lemma 4.11. Consider an n + m-dimensional affine space An+m over an algebraically
closed field k with coordinates x1, . . . , xn, y1, . . . , ym. Let X ⊂ An+m be an n-dimensional
variety such that X projects dominantly onto x1, . . . , xn. Then there is a nonzero poly-
nomial P ∈ K[z1, . . . , zm] for some K ⊃ k such that, for every a = (a1, . . . , am) ∈ Qm

with P (a) += 0, the images of the irreducible components of X with respect to the projection
πa(x,y) := (x, a1y1 + . . . + amym) are distinct.

Proof. The fact that the images of the components of X with respect to πa are distinct is
equivalent to the fact that the linear form a1y1 + . . . + amym separates the solutions in k(x)
of the zero-dimensional ideal J generated by I in k(x)[y]. This condition can be written as a
system of algebraic inequalities, so P can be taken to the be the product of these inequalities.

Proposition 4.12 (Proof of Theorem 3.2). Algorithm 4.5 terminates with probability one
and is correct.

Proof. We will start with proving the correctness of the algorithm. Assume that the

algorithm has terminated after sampling numbers a∗1, . . . , a
∗
n0

at (Step 6)a. Let z∗ := a∗1x
(h1)
1 +

. . . + a∗n0
x
(hn0 )
n . Since x(hi)

i is algebraic over Q[p,x(<h)] modulo P for every 1 " i " n0, z∗

is algebraic modulo P over this ring as well. Since p,x(<h) are Q-algebraically independent
modulo P , the ideal

P ∩Q[p,x(<h), z∗]

is a prime principal ideal. Since f̃ computed at (Step 6)f belongs to this ideal and is irre-
ducible, f̃ is the generator of the ideal. Therefore, it generates the prime principal ideal

P ∩Q(p)[x(<h), z∗].
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Let F be the field of definition of P (since Q(p) is a constant field, this is the same as the
differential field of definition) and F0 be the field generated by the coefficients of f1, . . . , fn0 , f̃
after normalizing at least one of the coefficients to be one. Lemma 4.10 implies that F also
equals to the field of definition of P ∩ Q(p)[x("h)] which equals to the field of definition of
P0 := P ∩ Q(p)[x("h◦)] due to Lemma 4.9. Combining parts 1 and 2 of Lemma 4.8, we
deduce that F0 ⊂ F . On the other hand, since the ideal 〈f1, . . . , fn0 , f̃〉 ⊂ Q[p,x("h◦)] has a
unique component of codimension n0, this component is P0, so F ⊂ F0 due to the part 3 of
Lemma 4.8. Thus, the correctness of the algorithm is proved.

Now we will prove that the algorithm terminates with probability one. The polynomial f
computed at (Step 6)c will be always nonzero due to Lemma 4.4. Let d be the maximum
of the degrees of f1, . . . , fn0 . Then the degree of f will not exceed 2n0dn0 , so the same is
true for f̃ . Therefore, Proposition 4.6 implies that there exist constants C0 and C1 such that,
if the ideal 〈f1, . . . , fn0 , f̃〉 of Q[p,x("h◦)] has a unique component projecting dominantly on
{p,x("h◦)} \ {x(h1), . . . , x(hn0 )} and N > C0, then the probability that the algorithm will
return the result at (Step 6)h is at least 1− C1

3√N
.

We apply Lemma 4.11 to the variety X consisting of all the components of 〈f1, . . . , fn0〉 ⊂
Q[p,x("h◦)] projecting dominantly on {p,x("h◦)} \ {x(h1), . . . , x(hn0 )} with

x = {p,x("h◦)} \ {x(h1), . . . , x(hn0 )} and y = {x(h1), . . . , x(hn0 )},

and denote the polynomial provided by the lemma by Q. We denote the degree of Q by d0.
Consider an iteration of the “repeat” loop such that N > C0. We denote the integers sampled
at (Step 6)a by a∗1, . . . , a

∗
n0
. Assume that Q(a∗) += 0. Since f̃ is the defining polynomial of

the projection πa∗ (in the notation of Lemma 4.11) of the variety defined by P ∩Q[p,x("h◦)],
and this variety is one of the dominantly projected components of X, Q(a∗) += 0 implies that
f̃ does not vanish on any other dominantly projecting component of X. Therefore, the ideal
〈f1, . . . , fn0 , f̃〉 has a unique such component, so the algorithm will return with the probability
at least 1− C1

3√N
.

The Demillo-Lipton-Schwartz-Zippel lemma [66, Proposition 98] implies that Q(a∗) = 0
with probability at most d0

N . Therefore, for each iteration of the repeat loop with N > C0 the
probability of this iteration not being the last one is at most

1−
(
1−

d0
N

)(
1−

C1
3
√
N

)
=

d0
N

+
C1
3
√
N

−
d0C1

N4/3
.

This value will eventually become less that 1
2 , so the probability of the algorithm not termi-

nating will not exceed 1
2 ·

1
2 · . . . = 0.

4.5. Factoring resultants before computing. The algorithms described in Sections 4.1-
4.4 give a complete procedure for computing a representation of the projection of an ODE
system and the generators of the field of definition of this projection. These algorithms rely
heavily on the resultant computation (e.g., (Step 4)a in Algorithm 4.3). It is well-known that
resultants may give extraneous factors (especially the repeated ones [9]), and we remove these
factors using the weak membership test (see Definition 4.1) for the ideal of interest. In this
section we would like to present a method allowing to remove these factors before computing

21



the resultant. Although the method applies only to special cases, it turned out to be very
powerful in the differential elimination context (see Table 1).

Example 5 (Simple motivating example). Consider polynomials f = ax+bc and g = bx+ac.
The resultant Resx(f, g) can be computed using the Sylvester matrix as follows:

∣∣∣∣
a bc
b ac

∣∣∣∣ = (a2 − b2)c = c(a− b)(a+ b).

Assume that the weak membership test says that a+ b is the polynomial in the ideal of interest
while a− b and c are extraneous factors. Note that the factor c is the gcd of the last column
of the matrix, so it can be factored out before the determinant computation. Assume also that
we know in advance that there will be the factor a− b. If a− b = 0, then the common root of
f and g will be x = −c. Let us make a change of variables shifting this root to be zero, that
is, x → x− c:

f = ax+ bc → ax+ bc− ac, g = bx+ ac → bx+ ac− bc.

Since such a linear shift does not change the resultant, we can use the Sylvester matrix of the
new polynomials for the resultant computation. This will be

∣∣∣∣
a (b− a)c
b (a− b)c

∣∣∣∣ = (a− b)c

∣∣∣∣
a −1
b 1

∣∣∣∣ ,

so the extraneous factors are removed before the determinant computation.

For factoring out c in Example 5, we used a simple observation: if we compute a resul-
tant of two polynomials f and g using a matrix representation, then, before computing the
determinant, we can factor out gcds of rows and columns. Not all extraneous factors of the
resultant can be eliminated this way (e.g., a− b in Example 5), and we propose a method to
force some of them to appear as such gcd by making a variables change before constructing
the matrix. We formalize the transformation from Example 5 as a lemma:

Lemma 4.13. Let k be a field of characteristic zero. Let f, g ∈ k[a, x] and A ∈ k[a] be such
that A(a) | Resx(f, g). Assume that there exist B,C ∈ k[a] such that gcd(A,C) = 1 and the
numerators of f(a, B/C) and g(a, B/C) are divisible by A (that is, B/C is a common root of
f and g modulo A). Then each entry of the last column of the Sylvester matrix for

Cdegx ff(a, x−B/C) and Cdegx gg(a, x −B/C)

is divisible by A(a).

Proof. The last column contains only two nonzero entries: the constant terms of the
considered polynomials. The constant terms of the new polynomials are divisible by the
denominators of f(a, B/C) and g(a, B/C), respectively, which are in turn divisible by A.

The way the situation described in Lemma 4.13 occurs in our computation is described in
the following proposition

Proposition 4.14. Consider f, g, h ∈ k[a, x, y] such that f is of the form A(a)xy+B(a)x+
C(a)y +D(x), and gcd(F,A) = 1, where F := A(a)D(a)−B(a)C(a). Then
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1. F | Resy(Resx(f, g),Resx(f, h));
2. the numerators of Resx(f, h) and Resx(f, g) evaluated at y = B/A are divisible by F .

Proof. To prove the first part, we consider any point a∗ over the algebraic closure of k
such that F (a∗) = 0 and A(a∗) += 0. Then we can write

(4.2) f(a∗, x, y) =

(
x+

C(a∗)

A(a∗)

)
(A(a∗)y +B(a∗))

Thus both Resx(f, g) and Resx(f, h) at a∗ will be divisible by A(a∗)y+B(a∗), so their resultant
will vanish. Since F (a) = 0, A(a) += 0 is Zariski dense in F (a) = 0, F divides the resultant.

To prove the second part, consider the factorization (4.2) in the localization of k[a]/〈F 〉
with respect to A (which is well-defined since gcd(A,F ) = 1) with a∗ being the image of
a under the canonical projection. Since the images of Resx(f, h) and Resx(f, g) vanish at
B(a∗)/A(a∗), the numerators of their values at B(a)/A(a) belong to 〈F 〉, so are divisible
by F .

In order to explain the relation of Proposition 4.14 to Algorithms 4.2 and 4.3, we observe
that f̃1, . . . , f̃j−1, f̃j+1, . . . , f̃n in the output of Algorithm 4.3 are divisors of a resultant of
some polynomial with f̃j with respect to xj. The later runs of Algorithm 4.3 at (Step 3) of
Algorithm 4.2 will compute resultants of these polynomials and their derivatives, this yielding
repeated resultants as in Proposition 4.14. Therefore, if we see that f̃j is of the form as in
Proposition 4.14 with x = xj and y = xs for some s, we perform the change of variable
xs as in Lemma 4.13 (and its derivative is updated correspondingly). Although, the further
resultant computations will be performed not with f̃j but with factors of their derivatives
(so the multiplicity of the common root may be lower), the efficiency gain of such a variable
change is substantial as shown in Table 1 below.

Model Time without change Time with change
SIWR model (Example 6) 26 s. 3 s.
Pharmacokinetics (Example 7) 93 s. 18 s.
SEAIJRC model (Example 9) > 5 h. 29 s.

Table 1: Efficiency gain by using the change of variables described in Section 4.5

Remark 9. In practice, most multiplicities of A(a)D(a) − B(a)C(a) in the resultant will
be factored out from the Sylvester matrix, although there is no guarantee that all of them can
be eliminated this way.

Remark 10. Similar but more complicated variable changes can be devised for other forms
of f . Unfortunately, in practice, while these variable changes help eliminate some extraneous
factors, they introduce others that are usually even more complicated. This can already be seen
in the f = A(a)xy+B(a)x+C(a)y+D(a) case: while helping to eliminate the extraneous factor
A(a)D(a)−B(a)C(a), the variable change actually introduces a new factor A(a). Fortunately
this new factor is simple enough so that the variable change is actually beneficial for the
algorithm efficiency.
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5. Assessing structural identifiability using the PB-representation.

5.1. Overview. In this section we will describe how the algorithms for projection-based
(PB) representation from Section 4 can be used to assess structural identifiability of the
parameters (or some functions of them) in an ODE model (2.1).

The general idea of this computation follows the lines of the approach via input-output
equations [45]. We will give an outline of the algorithm using the notation introduced in
Section 2.2.
(Step 1)Find multi-experiment identifiable functions. [47, Theorem 21] implies that the field

of all multi-experiment identifiable functions of a model Σ (2.1) is equal to the field
of definition of the following elimination ideal

P := IΣ ∩ C(µ)[y(∞),u(∞)].

We use Algorithm 4.2 to compute the projection-based representation of P , and then
apply Algorithm 4.5 to this representation and the weak membership oracle for P
provided by the original ODE system (see Algorithm 4.1) to compute polynomials
f, f1, . . . , fn whose coefficients (after normalizing so that every nonzero polynomial
has at least one coefficient that is one) generate the field of definition of P .

(Step 2)Check: ME-identifiable = SE-identifiable ? [49, Lemma 1] (together with [47, The-
orem 21]) provides a sufficient condition for single-experiment identifiable functions
to coincide with the multi-experiment ones. This condition yields the equality in
many cases (for example, in all but one benchmarks we use in this paper). However,
checking this criterion requires computing the rank of certain Wronskian, and such
algorithms (e.g., [47, Remark 22]) have limited efficiency. They typically cannot
compute the cases in which the order of the Wronskian reaches 100 and thus cannot
be used in our case since the order of the Wronskian in the example considered
in this paper reaches 2600 (e.g., for Example 7). We develop a fast algorithm for
performing this computation described in Section 5.3.

(Step 3)Check identifiability. We use Theorem 3.3 to check whether a parameter or a given
function of parameters belong to the field of definition of P using the generators of
this field computed at (Step 1).

The rest of the section is organized as follows. Section 5.2 contains the proof of Theorem 3.3
which yields a probabilitic algorithm for field membership. Section 5.3 describes an algorithm
for checking whether multi-experiment and single-experiment identifiable functions coincide.
Finally, in Section 5.4, we give a complete algorithm for assessing structural identifiability
detailing the above outline.

5.2. Assessing field membership. In this section, we will prove Theorem 3.3 and give a
randomized Algorithm 5.1 for testing membership in rational function fields using it.

Lemma 5.1. Let X ⊂ An+1 be an irreducible algebraic variety over C. We denote the
coordinate functions in the ambient space by x1, . . . , xn+1. Assume that xn+1 is algebraic over
x1, . . . , xn modulo I(X) of degree d. Then there exists a polynomial P ∈ C[x1, . . . , xn] such
that

• P ∈ I(X);
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• L +∈ I(X), where L is the leading coefficient of P with respect to xn+1;
• degxn+1

P = d and degP " 2 degX.

Proof. Relabeling x1, . . . , xn if necessary, we will further assume that there exists r " n
such that x1, . . . , xr form a transcendence basis of C[x1, . . . , xn+1] modulo I(X). By [17,
Theorem 2] X can be represented by a triangular set Pn+1, Pn, . . . , Pr+1 with respect to the
ordering xn+1 > . . . > x1 such that, for every r < i " n+ 1,

• Pi ∈ C[x1, . . . , xi];
• the total degree of Pi with respect to x1, . . . , xr does not exceed degX;
• for every r < j < i, we have degxj

Pi < degxj
Pj .

For every r < i " n + 1, we set di := degxi
Pi. Due to the construction of this triangular

set [17, Definition 2] (Pi’s correspond to Ni’s in the notation of [17]), we have that
• none of the leading coefficients of Pn+1, . . . , Pr+1 belongs to I(X);
• the degrees dn+1, . . . , dr+1 are the degrees of the polynomials in the lexicographic Gröbner
basis with xn+1 > . . . > xr+1 of the localization of I(X) with respect to C[x1, . . . , xr] (see [17,
Assumption 1]).
The latter implies that dn+1 = d and the degree of the variety defined by the localization is
equal to dn+1 . . . dr+1. Therefore, dn+1 . . . dr+1 " degX. Thus, we can bound the total degree
of Pn+1 as follows

degPn+1 " degX + dn+1 + (dn − 1) + . . .+ (dr+1 − 1) " degX +
n+1∏

i=r+1

di " 2 degX.

Hence, we can take P = Pn+1.

Proposition 5.2. Let X ⊂ An+1 be an irreducible algebraic variety over C. Let π : An+1 →
An be the projection to the first n coordinates, and assume that the generic fiber of the restric-
tion π|X is finite. Then there exists a hypersurface H ⊂ An+1 of degree at most 4 degX not
containing X with the following properties.

1. If the size of the generic fiber of π|X is one, then, for every p ∈ X \H, we have

I(X) + I(π(p)× C) = I(p).

2. If the size of the generic fiber of π|X is finite but greater than 1, then, for every p ∈ X \H,
we have |π−1(π(p)) ∩X| > 1.

Proof. Let d be the size of the generic fiber of π|X . We will give separate constructions
for H for the cases d = 1 and d > 1.

If d = 1, then we apply the last part of [32, Lemma 4.3] with X = X and r = 1, and
obtain a desired hypersurface H ⊂ An+1.

Now assume that d > 1. We denote the coordinate functions by x1, . . . , xn+1. We apply
Lemma 5.1 to X and obtain a polynomial P with the leading coefficient with respect to xn+1

denoted by L. We set Q := L · ∂P
∂xn+1

. Note that degQ < 2 deg P = 4degX and Q does
not vanish on X. We will prove that the hypersurface H defined by Q = 0 satisfied the
requirements of the proposition. We denote the images of x1, . . . , xn+1 in the ring of regular
functions of X (that is, in C[x1, . . . , xn+1]/I(X)) by a1, . . . , an+1. Let R := C[a1, . . . , an].
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Then an+1 is algebraic of degree d over R. Consider a polynomial p(X) := P (a1, . . . , an,X) ∈
R[X]. Then deg p = d and p(an+1) = 0. We define " = L(a1, . . . , an) ∈ R, the leading
coefficient of p. Then [33, Propostion 3.2] implies that

(5.1) {q(X) ∈ R[X] | q(an+1) = 0} = 〈p(X)〉 : "∞.

Consider a homomorphism ϕ : R → C such that ϕ(") += 0 and consider any root α of ϕ(p)(X).
(5.1) implies that, for every q(X) ∈ R[X] vanishing at an+1, there exists N such that "Nq(X)
is divisible by p(X) over R. Therefore, α is also a root of ϕ(q)(X). This implies that ϕ
can be extended to a homomorphism R[an+1] → C by setting ϕ(an+1) = α. In other words,
(ϕ(x1), . . . ,ϕ(xn),α) ∈ X.

Now we consider any point x∗ = (x∗1, . . . , x
∗
n+1) such that Q(x∗) += 0. We define a homo-

morphism ϕ : R → C by ϕ(xi) = x∗i for every 1 " i " n. Q(x∗) += 0 implies ϕ(") += 0 and
ϕ(p)′(x∗n+1) += 0. Therefore, ϕ(p)(X) is a polynomial of degree > 1 having at least one simple
root, so it must have at least one extra root, let us call it x◦n+1. The previous paragraph
implies that (x∗1, . . . , x

∗
n, x

◦
n+1) ∈ X, so |π−1(π(x∗)) ∩X| > 1.

Lemma 5.3 (Geometric resolution). Let r1(X) = f1(X)
g(X) , . . . , rN (X) = fN (X)

g(X) ∈ C(X) gen-

erate a field F over C. Set d := max(1 + deg g,deg f1, . . . ,deg fN). Then there exists an
invertible matrix M ∈ CN×N such that rational functions r̃i := M(r1, . . . , rN )T have the
following properties:

1. there exists 1 " " " N such that r̃1, . . . , r̃! form a C-transcendence basis of F ;
2. F = C(r̃1, . . . , r̃!+1), where " is defined in the previous item;
3. there exists a nonzero polynomial q ∈ C[T1, . . . , T!+1] with deg q " d!+1 such that

q(r̃1, . . . , r̃!+1) = 0;
4. there exist polynomials w!+1, . . . , wN ∈ C[T1, . . . , T!+1] such that

r̃i =
wi(r̃1, . . . , r̃!+1)
∂q

∂T!+1
(r̃1, . . . , r̃!+1)

for every "+ 1 < i " N.

Proof. Consider an ideal

I := {p ∈ C[T1, . . . , TN ] | p(r1, . . . , rN ) = 0}.

Since I a prime ideal, it admits a geometric resolution due to [25, Proposition 3] which yields
the matrix M and polynomials q, w!+2, . . . , wN such that q is the minimal polynomial of
r̃!+1 over C(r̃1, . . . , r̃!). All the properties of M and the polynomials stated in the lemma
follow from [25, Proposition 3] except for the degree bound for q which we will now establish.

We write r̃1 = f̃1
g , . . . , r̃!+1 = f̃N

g for f̃1, . . . , f̃N ∈ C[X]. We introduce new variables y =
(y1, . . . , y!+1) and consider an ideal

J := 〈f̃1(X,y) − y1g(X), . . . , f̃!+1(X,y) − y!+1g(X)〉 : g(X)∞ ⊂ C[X,y].

The degree of the variety defined by J is " d!+1 due to [30, Theorem 1]. The ideal J is
the vanishing ideal of the point (X, r̃1, . . . , r̃!+1) over C. Therefore, its projection on the y-
coordinates will be the ideal of relations between r̃1, . . . , r̃!+1 over C which is principal due to
independence of r̃1, . . . , r̃! and generated by q. Therefore, the degree of q is bounded by d!+1.
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Proof of Theorem 3.3. We recall the following notation from the statement of the theorem

I := 〈f1(X)g(a) − f1(a)g(X), . . . , fN (X)g(a) − fN (a)g(X)〉 : g(X)∞ ⊂ C[X]

and denote F := C
(
f1(X)
g(X) , . . . ,

fN (X)
g(X)

)
.

We start with replacing f1
g , . . . ,

fN
g with the result of applying Lemma 5.3 to them.

Note that this will not change the ideal I and the field F . Let integer " and polynomials
q, w!+2, . . . , wN ∈ C[T1, . . . , T!+1] be as in the lemma.

We introduce new variables y1, . . . , y!+1, z, and denote by X the variety in An+!+2 defined
by the ideal

(5.2) 〈f1(X)− y1g(X), . . . , f!+1(X)− y!+1g(X), f(X) − zg(X)〉 : g(X)∞ ⊂ C[X,y, z].

Denote the projection of An+!+2 to the (y, z)-coordinates by π. Let X0 := π(X). Denote the

projection (y, z) → y by π0. Note that f(X)
g(X) ∈ F if and only if the generic fiber of π0|X0 is of

cardinality one. If the generic fiber of π0|X0 is finite, let P0 be the defining polynomial of the
hypersurface given by Proposition 5.2 applied to variety X0 and projection π0. Then

(5.3) degP0 " 4 degX0 " 4 degX.

We apply [32, Lemma 4.4] to the variety X and projection π, and denote the resulting subva-
riety of X0 by Y , we have deg Y " degX.

We will now define a polynomial Q ∈ C[y1, . . . , y!+1, z] depending on the geometric situa-
tion such that

(5.4) Q

(
f1(a)

g(a)
, . . . ,

fr+1(a)

g(a)
,
f(a)

g(a)

)
+= 0 =⇒

[
f(X)

g(X)
∈ F ⇐⇒ f(X)g(a) − f(a)g(X) ∈ I

]

• If the cardinality of the generic fiber of π0|X0 is one. We set Q := P0.
• If the cardinality of the generic fiber of π0|X0 if greater than one. We define polynomial
P1 ∈ C[y1, . . . , y!] with degP1 " degX as described below and set Q := qP0P1 (where
polynomial q comes from Lemma 5.3, geometric resolution, as explained in the beginning of
the proof).

– If the generic fiber of π0|X0 is finite. Since Y is a proper subvariety of X0 and the
generic fiber of π0|X0 is finite, π0(Y ) is a proper subvariety of π0(X0). Since π0(Y )
has degree at most degY " degX, it can be defined by polynomials of degree at most
degX. Therefore, due to [30, Proposition 3], there exists a polynomial P1 ∈ C[y] of
degree at most degX vanishing on π0(Y ) but not vanishing on π0(X0).

– If the generic fiber of π0|X0 is infinite. Since the dimension of a fiber of π0 does not
exceed one and the dimension of a fiber is upper semicontinuous [22, Theorem 14.8],
each fiber of π0|X0 is one-dimensional, and, consequently, a line. Since dimY <
dimX0, either π0(Y ) " π0(X) or the generic fiber of π0|Y is finite.

∗ If π0(Y ) " π0(X), let P1 be a polynomial vanishing on π0(Y ) but not on π0(X0).
Since deg π0(Y ) " degY , [30, Proposition 3] implies that P1 can be chosen so
that degP1 " deg Y " degX.

27



∗ If π0(Y ) = π0(X), then the generic fiber of π0|Y is finite. We apply [32,
Lemma 4.3(i)] with X = Y and π = π0, and denote the resulting subvariety
of π0(Y ) = π0(X) by Z. By [32, Lemma 4.3(i)], degZ " degX, so, by [30,
Proposition 3], we can choose P1 to vanish on Z and not vanish on π0(X) such
that degP1 " degZ " degX.

Consider any point a ∈ Cn such that

Q

(
f1(a)

g(a)
, . . . ,

fr+1(a)

g(a)
,
f(a)

g(a)

)
+= 0 and is well-defined.

Again, consider cases:
• the cardinality of the generic fiber of π0|X0 is one. Then we have (by the choice of P0)

z −
f(a)

g(a)
∈ I(X0) +

〈
y1 −

f1(a)

g(a)
, . . . , yr+1 −

fr+1(a)

g(a)

〉
.

Therefore,

f(X)g(a) − f(a)g(X) ∈ I(X) +

〈
y1 −

f1(a)

g(a)
, . . . , yr+1 −

fr+1(a)

g(a)

〉
.

Together with (5.2) this yields

f(X)g(a)−f(a)g(X) ∈ 〈f1(X)g(a)−f1(a)g(X), . . . , fr+1(X)g(a)−fr+1(a)g(X)〉 : g(X)∞ ⊂ I.

• the cardinality of the generic fiber of π0|X0 is greater than one. We will show that there exists

α ∈ C such that α += f(a)
g(a) and

p :=

(
f1(a)

g(a)
, . . . ,

fr+1(a)

g(a)
,α

)
∈ X0 \ Y.

Consider cases:
– if the generic fiber π0|X0 is finite, then the choice of P0 implies that there exists α ∈ C

such that α += f(a)
g(a) and p := (f1(a)g(a) , . . . ,

fr+1(a)
g(a) ,α) ∈ X0. Since P1

(
f1(a)
g(a) , . . . ,

fr+1(a)
g(a)

)
+=

0, we have p +∈ Y .

– if generic fiber of π0|X0 is infinite, the inequation P1

(
f1(a)
g(a) , . . . ,

fr+1(a)
g(a)

)
+= 0 implies

that π−1
0 (f1(a)g(a) , . . . ,

fr+1(a)
g(a) )∩Y is finite, so one can choose a point p to avoid this finite

set.
Since p ∈ X0 \ Y , there exists b ∈ Cn such that

p =

(
f1(b)

g(b)
, . . . ,

fr+1(b)

g(b)
,
f(b)

g(b)

)
.

Since q
(
f1(a)
g(a) , . . . ,

f!+1(a)
g(a)

)
+= 0, the values of f!+2(a)

g(a) , . . . , fN (a)
g(a) are uniquely defined by

f1(a)
g(a) , . . . ,

f!+1(a)
g(a) . Therefore, since fi(a)

g(a) = fi(b)
g(b) for 1 " i " r + 1, we have fi(a)

g(a) = fi(b)
g(b)

for " + 1 < i " N as well. Since f(X)g(a) − f(a)g(X) and g(X) do not vanish at b, the
polynomial f(X)g(a)− f(a)g(X) does not belong to I.
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Since the conclusion of the implication (5.4) implies both conclusions of the theorem, it is
sufficient to prove that

P

(
Q

(
f1(a)

g(a)
, . . . ,

f!+1(a)

g(a)

)
+= 0 and well-defined

)
! p.

We start with bounding the degree of Q:

degQ " degP0 + degP1 + deg q " 5 degX + deg q " 5d!+2 + d!+1,

where the last inequality follows from the Bezout bound [30, Theorem 1]. Then the degree of

the denominator Qd(X) of Q
(
f1(X)
g(X) , . . . ,

f!+1(X)
g(X)

)
does not exceed 5d!+3 + d!+2. Therefore,

P

(
Q

(
f1(a)

g(a)
, . . . ,

f!+1(a)

g(a)

)
+= 0 well-defined

)
! P (Qd(a)g(a) += 0) ! 1−

5d!+3 + d!+2 + d

M
.

where the second inequality is due to the Demillo-Lipton-Schwartz-Zippel lemma [66, Propo-
sition 98]. Since d ! 2, the latter expression is greater than p.

Algorithm 5.1 Checking membership for rational function fields

Input rational functions f, f1, . . . , fN ∈ C(x), where x = (x1, . . . , xn), and a real number
0 < ε < 1;

Output YES if f ∈ C(f1, . . . , fN ) and NO otherwise.
The result is guaranteed to be correct with probability at least 1− ε.

(Step 1)Write f, f1, . . . , fN , where f = F
Q and fi = Fi

Q for every i = 1, . . . , N and
Q,F, F1, . . . , FN ∈ C[x1, . . . , xn].

(Step 2)Compute d := max(degQ+ 1,degF,deg F1, . . . ,degFN ) and M := 6dn+3/ε.
(Step 3) Sample integers a = (a1, . . . , an) from [0,M ] uniformly at random.
(Step 4) Set I := 〈F1(x)Q(a) − F1(a)Q(x), . . . , FN (x)Q(a) − FN (a)Q(x)〉 : Q(x)∞ ⊂ C[x].
(Step 5)Use Gröbner bases to check F (x)Q(a)−F (a)Q(x) ∈ I. If yes, return YES, otherwise

return NO.

Lemma 5.4. The output of Algorithm 5.1 is correct with probability at least 1− ε.

Proof. Follows directly from Theorem 3.3.

5.3. Checking whether SE-identifiable = ME-identifiabile. We will use the notation
from Section 5.1. As described in (Step 1) of the approach outlined there, for a given model
Σ (2.1), one can combine Algorithms 4.2 and 4.5 in order to compute f, f1, . . . , fn such that
the coefficients of f, f1, . . . , fn (after normalizing so that every nonzero polynomial has at
least one coefficient is equal to one) generate the field of definition of the ideal of input-output
relations, IΣ∩C(µ)[y(∞),u(∞)], which is equal to the field of all multi-experiment identifiable
functions due to [47, Theorem 21]. In this section, we will present an algorithm allowing one
to conclude in some cases (in practice, very often) that the coefficients also generate the field
of single-experiment identifiable functions. The algorithm will be based on Lemma 5.6 below
which, is a slight modification of [49, Lemma 1].
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Definition 5.5 (Wronskian). Let a1, . . . , am ∈ R be elements of a differential ring R. Then
we defined the Wronskian of a1, . . . , am to be the following matrix

Wr(a1, . . . , am) :=





a1 . . . am
a′1 . . . a′m
...

. . .
...

a(m−1)
1 . . . a(m−1)

m




.

Lemma 5.6. Let Σ and IΣ be as above. Let g ∈ IΣ∩C(µ)[y(∞),u(∞)] be a nonzero element

such that at least one of the coefficients of g is 1. Assume that g is written as g = z0+
N∑
i=1

aizi

such that z0, . . . , zN ∈ C[y(∞),u(∞)] and a1, . . . , aN ∈ C(µ). If the rank of the Wr(z0, . . . , zN )
modulo IΣ is equal to N , then a1, . . . , aN are single-experiment identifiable.

Proof. Since the proof of [49, Lemma 1] does not use the fact that z0, . . . , zN are monomials
but only uses that they belong to C[y(∞),u(∞)], the same argument proves this lemma.

If one can verify that each of f, f1, . . . , fn satisfy the requirements of Lemma 5.6, then
one can conclude that the fields of single-experiment and multi-experiment functions coincide.
However, in the benchmarks we consider in this paper, the number N in Lemma 5.6 can be
as large as 2600 (in Example 7). For the problems of this size, the algorithms computing the
derivatives of the outputs up to this order symbolically (such as in [47, 35]) are not efficient
enough. We propose Algorithm 5.2, which, together with the enhancement from Remark 11,
can compute the rank of a specialization of the Wronskian from Lemma 5.6 in several minutes
for all the examples we consider.

Algorithm 5.2 Checking single-experiment identifiability of coefficients

Input an ODE model Σ as in (2.1) and a differential polynomial g ∈ C(µ)[y(∞),u(∞)] ∩ IΣ
with at least one coefficient being one.

Output Single-experiment if all the coefficients of g are single-experiment identifiable or
Not sure if single-experiment identifiability could not be concluded.

(Step 1)Write g = z0 +
∑N

i=1 aizi, where z0, . . . , zN ∈ C[y(∞),u(∞)] and a1, . . . , aN ∈ C(µ)
such that N is minimal possible using [47, Algorithm 3].

(Step 2) Let h be the order of g, and pick a prime number p > N .
(Step 3) Sample random µ∗ ∈ F!

p, x
∗ ∈ Fn

p , and truncated up to order N +h+1 power series
u∗ ∈ (Fp[[t]])s.

(Step 4)Compute the truncated power series solution for Σ in Fp[[t]] up to order N+h+1 with
the parameter value, initial conditions, and inputs being µ∗, x∗, and u∗, repectively
(using the algorithm from [5]). If division by zero occurs, go to (Step 2) and choose
a larger prime.

(Step 5)Denote the y-components of the computed solution by y∗. Compute g1 =
z1(y∗,u∗), . . . , gN = zN (y∗,u∗) (see Remark 11).

(Step 6)Form an N ×N -matrix M with the i-th column being the first N Taylor coefficients
in gi for i = 1, . . . , N .

(Step 7) If M is nonsingular, return Single-experiment, otherwise return Not sure.
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Lemma 5.7. Algorithm 5.2 is correct.

Proof. Let M̃ be the matrix obtained from M by multiplying the j-th row by (j − 1)!

for every j = 1, . . . , N . Since p > N , detM += 0 ⇐⇒ det M̃ += 0. We observe that M̃
is the evaluation of the matrix Wr(g1, . . . , gN ) at t = 0. If the evaluation is nonsingular,
then the Wronskian as well as the Wronskian Wr(z1, . . . , zN ) (mod IΣ) are nonsingular, too.
Therefore, the output value Single-experiment in this case is justified by Lemma 5.6.

Algorithm 5.3 Assessing identifiability

Input • an ODE model Σ as in (2.1) over Q;
• a rational function h(µ) ∈ Q(µ);
• a real number 0 < ε < 1.

Output • One of
– NO if h(µ) is not multi-experiment identifiable;
– Locally if h(µ) is locally but not globally mutli-experiment identifiable;
– Globally if h(µ) is globally mutli-experiment identifiable

• True if the result is also valid for single-experiment identifiability, and False

if such a conclusion could not be made by the algorithm.
The result is guaranteed to be correct with probability at least 1− ε.

(Step 1)Assess local identifiability
(a) Use [46, Algorithm 1] (with probability of error at most ε/4) to compute r

such that SE-idenitfiability in Σr implies ME-identifiability.
(b) Use the algorithm from [54] (with probability of error at most ε/4) to check

whether h(µ) is Σr locally-identifiable. If the answer is no, return (NO, True)
if r = 1 or (NO, False) if r > 1.

(Step 2)Compute input-output projections
(a) Apply Algorithm 4.2 to obtain the parametric profile h and the projections

f for IΣ ∩ C(µ̄)[y(∞),u(∞)].
(b) Apply Algorithm 4.5 to the projections f with the profile h and the weak

membership test from Algorithm 4.1 to obtain the polynomial f .
(Step 3) SE-identifiable = ME-identifiable? Apply Algorithm 5.2 to Σ and each of f, f (after

the normalization so that at least one coefficient is equal to one). If any of the
results will be Not sure, set F to be False, otherwise set it to be True.

(Step 4)Assess global identifiability Let c1, . . . , cN be the coefficients of f, f after the nor-
malization. Use Algorithm 5.1 (with probability of error at most ε/2) to check
whether h ∈ Q(c1, . . . , cN ). If the result is YES, return (Globally, F), otherwise
return (Locally, F).

5.4. Algorithm for assessing identifiability.

Remark 11 (Simultaneous evaluation). The most computationally demanding step of Algo-
rithm 5.2 is typically (Step 5). This is because N is often of order of hundreds or thousands,
and y∗ and u∗ are truncated power series of order more than N , so performing many arith-
metic operations with them (especially, multiplication) may take long time.
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The problem can be formulated in a general form as follows: given N polynomials
q1, . . . , qN ∈ R[x1, . . . , xr] over ring R and a tuple a ∈ Rr, evaluate q1(a), . . . , qN (a) in a
way that would make the number of multiplications in R smaller. We did this by first eval-
uating all the monomials appearing in q1, . . . , qN at a, and then taking linear combinations
of these results. For evaluating the monomials, we iterate through them in the ascending or-
der with respect to degree and maintain a trie with the exponent vectors of already evaluated
monomials. For each next monomial m, we find a monomial m0 in the trie of largest degree
such that m0 | m (this can be done in the linear time in the size of the trie), and reduce
evaluation of m to the evaluation of m/m0. This approach leads to substantial speedup (e.g.,
5 min. instead of 10 h. for Example 7).

Proposition 5.8 (Proof of Theorem 3.4). The output of Algorithm 5.3 is correct with prob-
ability at least 1− ε.

Proof. If the function h(µ) is not identifiable, this will be detected at (Step 1). Moreover,
this will be done correctly with probability at least 1− 2ε/4 = 1− ε/2.

If the function h(µ) is locally identifiable, then the cases “globally” and “locally not
globally” will be distinguished by (Step 2) and (Step 4). Summing up the probability of
errors, we see that the result will be correct with probability at least 1 − ε. Finally, the
returned value of F will satisfy the specification due to the specification of Algorithm 5.2.

6. Implementation and performance. We have implemented Algorithm 5.3 (and all the
algorithms it relies on) in Julia language as a part of StructuralIdentifiability package.
The package is publicly available at https://github.com/SciML/StructuralIdentifiability.jl as
a part of the SciML ecosystem2. We use the symbolic computation libraries Nemo [23], Ab-

stractAlgebra.jl, Singular.jl, and GroebnerBases.jl. In this section we will demon-
strate the performance of our implementation (version 0.2) on a set of benchmark problems.
The problems and their parameters are summarized in Table 2 below and the explicit equations
for most of them are collected in the Appendix. All the timing in this paper are CPU times
(not elapsed) measured on a laptop with Mac OS, 16 Gb RAM, and 4 cores 1.60GHz each.
The benchmark models in the formats of all the used software tools are available at https://
github.com/SciML/StructuralIdentifiability.jl/tree/master/benchmarking.

The rest of the section is structured as follows. In Section 6.1 we report and discuss
the runtimes of the main steps of the algorithms on the benchmark problems. Section 6.2
contains the comparison of the performance of our implementation with several state-of-the art
software tools for assessing global structural parameter identifiability, DAISY [4], SIAN [31],
COMBOS [44], and GenSSI [39]. Finally, in Section 6.3, we compare the performance of the
elimination algorithm we use (Algorithm 4.2) for ODEmodels with general-purpose differential
elimination algorithms (Rosenfeld-Gröbner and Differential Thomas from Maple).

2https://sciml.ai/
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Name Equations states params outputs inputs

SIWR model (Example 6) (6.1) & (6.2) 4 7 1 0
SIWR model - 2 (Example 6) (6.1) & (6.3) 4 7 2 0
Pharmacokinetics (Example 7) (6.4) 4 7 1 0
MAPK pathway - 1 (Example 8) (6.5) & (6.6) 12 22 6 0
MAPK pathway - 2 (Example 8) (6.5) & (6.7) 12 22 5 0
MAPK pathway - 3 (Example 8) (6.5) & (6.8) 12 22 5 0
SEAIJRC model (Example 9) (6.9) 6 8 2 0
Goodwin oscillator (Example 10) (6.11) 4 7 1 0
Akt pathway (Example 11) (6.12) & (6.13) 9 16 3 1
NFκB ([31, Section B.5]) [31, Section B.5] 15 13 6 1
Mass-action ([31, Section B.1]) [31, Section B.1] 6 6 2 0
SIRS w. forcing ([31, Section B.3]) [31, Section B.1] 5 6 2 0

Table 2: Summary of the used benchmark problems

6.1. Performance and its discussion. For each of the benchmark models, Table 3 below
contains

• the runtime of our implementation with a breakdown for the steps of Algorithms 5.3;
• indication whether the computed projection-based representation was actually a char-

acteristic set of the elimination ideal as described in Remark 4;
• whether or not Algorithm 5.2 could conclude that the coefficients of the computed

input-output equations are single-experiment identifiable.

Name
Runtimes (sec.) C

h
a
r.

se
t?

S
E
=
M

E
?

(Step 1) (Step 2) (Step 3) (Step 4) Total

SIWR model (Example 6) 0.1 3 9.5 5.3 18 ! !

SIWR model - 2 (Example 6) 0.1 0.2 0.2 0.2 0.7 ! !

Pharmacokinetics (Example 7) 0.1 18.4 344.4 43 406 ! !

MAPK pathway - 1 (Example 8) 14.2 2.5 11.4 11.4 39.5 ! !

MAPK pathway - 2 (Example 8) 4.9 27.6 14.7 11 58 ! !

MAPK pathway - 3 (Example 8) 32.8 397 226 429 1084 ! "

SEAIJRC model (Example 9) 0.1 28.6 78 25.2 131.3 ! !

Goodwin oscillator (Example 10) < 0.1 < 0.1 < 0.1 < 0.1 0.2 ! !

Akt pathway (Example 11) 1.5 0.2 2.3 1 5 ! !

NFκB ([31, Section B.5]) 2 > 5h. N/A N/A > 5h. N/A N/A
Mass-action ([31, Section B.1]) < 0.1 < 0.1 0.3 < 0.1 0.5 ! !

SIRS w. forcing ([31, Section B.3]) < 0.1 1 28.2 1 30.3 ! !

Table 3: Details on the performance of the implemented algorithm
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We would like to make the following observations:
1. For the majority of the models, computing input-output equations (i.e., (Step 2)) is

not the most time-consuming step (unlike, for example, DAISY [4]).
2. In all the benchmark models the computed input-output projections form a charac-

teristic set of the elimination ideal as described in Remark 4.
3. In all but one case (in Example 8), the algorithm was able to conclude that the coeffi-

cients of the input-output equations are SE-identifiable. To the best of our knowledge,
this is the first case of a practically relevant model without constant states exhibiting
such a behavior. Using SIAN [31] we have verified that all the parameters are in fact
SE-identifiable.

6.2. Comparison with identifiability software. In this section we compare the perfor-
mance of our implementation of Algorithm 5.3 with popular software packages for assessing
local and global structural parameter identifiability:

• SIAN: software writte in Maple [31]. The algorithm uses an improved version of the
Taylor series approach (for details, see [32]) and can assess single-experiment iden-
tifiability of both parameters and initial conditions. The algorithm is a randomized
Monte-Carlo algorithm, and we were running it with the default probability 99%. We
used version 1.5 of SIAN with Maple 2021. The reported runtimes were measured
using the CPUTime function in Maple.

• DAISY: package written in Reduce [4]. It uses the approach via input-output
equations but does not check that their coefficients are SE-identifiable [32, Exam-
ple 2.14]. The algorithm is randomized but no probability bound is provided. We
used DAISY 2.0 and Reduce rev. 4859. The reported runtimes were measured
using the Showtime function in Reduce.

• COMBOS: web-application described in [44]. Similarly to DAISY, it uses input-
output equations but does not check that their coefficients are SE-identifiable and
does not provide a probability bound.

• GenSSI 2.0: package written in Matlab [39]. It uses the generating series approach.
Table 4 contains the timings of our implementation, DAISY, and SIAN on the set of

benchmarks. We did not include GenSSI and COMBOS into the table because, for all the
example, the computation either did not finish in 5 hours or returned an error (“Warning:
Unable to find explicit solution” for GenSSI and “Model may have been entered incorrectly or
cannot be solved with COMBOS algorithms” for COMBOS).

From the table, one can see that the performance of our algorithm compares favorably
to the state-of-the-art software and performs identifiability analysis for systems that were
previously out of reach.

6.3. Comparison with general-purpose differential elimination algorithms. In this sec-
tion we compare the performance of Algorithm 4.2 (which is used as a subroutine in the
main Algorithm 5.3) for computing a PB-representation of the ideal of input-output relations
of an ODE system to two state-of-the-art general purpose Maple packages for differential
elimination: DifferentialAlgebra (built on top of the BLAD library) and Differen-

tialThomas representing the result of elimination via a characteristic set and simple sub-
systems, respectively. Note that, for all the considered benchmarks, the PB-representation
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is actually a characteristic set (see Remark 4). We used Maple 2021 and all the reported
runtimes were measured using the CPUTime function. Table 5 contains the runtimes. One can
see that many models which are out of reach for general-purpose algorithms can be tackled
by our dedicated algorithm.

Model DAISY SIAN Algorithm 5.3 (our)

SIWR model (Example 6) OOM > 5 h. 18 s.
SIWR model - 2 (Example 6) OOM 213 s. 0.7 s.
Pharmacokinetics (Example 7) > 5 h. > 5 h. 406 s.
MAPK pathway - 1 (Example 8) OOM 31 s. 39.5 s.
MAPK pathway - 2 (Example 8) > 5 h. > 5 h. 58 s.
MAPK pathway - 3 (Example 8) > 5 h. 35 s. 1084 s.
SEAIJRC model (Example 9) OOM > 5 h. 131.3 s.
Goodwin oscillator (Example 10) 18 s.∗ 4920 s. 0.2 s.
Akt pathway (Example 11) 182 s. 28 s. 5 s.
NFκB ([31, Section B.5]) > 5 h. 2018 s. > 5 h.
Mass-action ([31, Section B.1]) > 5 h. 3 s. 0.5 s.
SIRS w. forcing ([31, Section B.3]) OOM 5 s. 30.3 s.

Table 4: Comparison with other identifiability software

OOM: “out of memory”; ∗: the output is different from the one by SIAN and Algorithm 5.3

Model DiffAlgebra DiffThomas Algorithm 4.2 (our)

SIWR model (Example 6) > 5 h. > 5 h. 3 s.
SIWR model - 2 (Example 6) > 5 h. > 5 h. 0.2 s.
Pharmacokinetics (Example 7) OOM > 5 h. 18.4 s.
MAPK pathway - 1 (Example 8) 13 s. 7 s. 2.5 s.
MAPK pathway - 2 (Example 8) > 5 h. > 5 h. 27.6 s.
MAPK pathway - 3 (Example 8) > 5 h. > 5 h. 397 s.
SEAIJRC model (Example 9) > 5 h. > 5 h. 28.6 s.
Goodwin oscillator (Example 10) 0.2 s. 0.4 s. < 0.1 s.
Akt pathway (Example 11) 0.2 s. > 5 h. 0.2 s.
NFκB ([31, Section B.5]) > 5 h. > 5 h. > 5 h.
Mass-action ([31, Section B.1]) 4.7 s. > 5 h. < 0.1 s.
SIRS w. forcing ([31, Section B.3]) > 5 h. > 5 h. 1 s.

Table 5: Comparison with general purpose libraries for differential elimination

OOM: “out of memory”
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Appendix: Benchmark models used in Section 6. In the appendix, we collect some of
the models used as benchmarks in the paper. We did not include some relatively long models
already explicitly formulated in the literature.

Example 6 (SIWR model). The following extension of the classical SIR model was proposed
by Lee et al [38, Eq. (3)] to model Cholera:

(6.1)






ṡ = µ− βIsi− βW sw − µs+ αr,

i̇ = βW sw + βIsi− γi− µi,

ẇ = ξ(i− w),

ṙ = γi− µr − αr,

where the state variables s, i, and r denote the fractions of the population that are susceptible,
infectious, and recovered, respectively. The variable w represents the concentration of the
bacteria in the environment. The following output was considered in the original paper by Lee
et al [38]

(6.2) y1 = κi.

In [32], the following extended set of outputs was used

(6.3) y1 = κi and y2 = s+ i+ r.

Example 7 (Pharmacokinetics). This model was first presented by Demignot and Domu-
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rado in [19], and its identifiability was studied in [11, Case study 2]:

(6.4)






ẋ1 = a(x2 − x1)− kaVmx1
kcka+kcx3+kax1

,

ẋ2 = a(x1 − x2),

ẋ3 = b1(x4 − x3)− kcVmx3
kcka+kcx3+kax1

,

ẋ4 = b2(x3 − x4),

y = x1.

Its simplified version has been used in [31, Section B.6] and [32, Example 6.4].

Example 8 (MAPK pathway). The following model describing mitogen-activated protein
kinase (MAPK) was presented and analuzed by Manrai and Gunawardenahas [41]
(6.5)




KS′
00 = −a00K · S00 + b00KS00 + γ0100FS01 + γ1000FS10 + γ1100FS11,

KS′
01 = −a01K · S01 + b01KS01 + c0001KS00 − α01F · S01 + β01FS01 + γ1101FS11,

KS′
10 = −a10K · S10 + b10KS10 + c0010KS00 − α10F · S10 + β10FS10 + γ1110FS11,

FS′
01 = −α11F · S11 + β11FS11 + c0111KS01 + c1011KS10 + c0011KS00,

FS′
10 = a00K · S00 − (b00 + c0001 + c0010 + c0011)KS00,

FS′
11 = a01 · S01 − (b01 + c0111)KS01,

K ′ = a10K · S10 − (b10 + c1011)KS10,

F ′ = α01F · S01 − (β01 + γ0100)FS01,

S′
00 = α10F · S10 − (β10 + γ1000)FS10,

S′
01 = α11F · S11 − (β11 + γ1101 + γ1110 + γ1100)FS11,

S′
10 = −a00K · S00 + (b00 + c0001 + c0010 + c0011)KS00 − a01K · S01+

(b01 + c0111)KS01 − a10K · S10 + (b10 + c1011)KS10,

S′
11 = −α01F · S01 + (β01 + γ0100)FS01 − α10F · S10 + (β10 + γ1000)FS10 − α11F · S11+

(β11 + γ1101 + γ1110 + γ1100)FS11.

We will consider three sets of outputs: the one from [2, Example 24]:

(6.6) y1 = K, y2 = F, y3 = S00, y4 = S01, y5 = S10, y6 = S11,

a restricted version of (6.6)

(6.7) y1 = F, y2 = S00, y3 = S01, y4 = S10, y5 = S11,

and a “symmetrized” version of (6.6)

(6.8) y1 = K, y2 = F, y3 = S00, y4 = S01 + S10, y5 = S11.

Example 9 (SEAIJRC model). The following extension of the SIR model was originally
designed for studying infuenza, and its identifiability was studied by Roosa and Chowell [53,
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Model 2] and Massonis et al [42, Model 41]:

(6.9)






S′ = −βS(I + J + qA)/N,

E′ = βS(I + J + qA)/N − kE,

A′ = k(1− ρ)E − γ1A,

I ′ = kρE − (α+ γ1)I,

J ′ = αI − γ2J,

C ′ = αI,

R′ = γ1(A+ I) + γ2J,

where N = S + E + A + I + J + C + R is a known constant. Since R does not appear in
the right-hand sides and not present in the output (presented below), we omit it. We use the
observable y1 = C proposed in [42] and add y2 = N to indicate that the total population is
known.

Example 10 (Goodwin oscillator). The following model describes the oscillations in enzyme
kinetics [28] (see also [11, Case study 1]):

(6.10)






ẋ1 = −bx1 +
a

A+xσ
3
,

ẋ2 = αx1 − βx2,

ẋ3 = γx2 − δx3,

y1 = x1.

The system is not polynomial but the following way of polynomializing without increasing the
dimension of the parameter space has been suggested in [31, Supplementary materials A.3]:

we introduce a new parameter c and a new state variable x4 defined by c = A
a and x4 = xσ

3
a ,

respectively. Then the system (6.10) becomes

(6.11)






ẋ1 = −bx1 +
1

c+x4
,

ẋ2 = αx1 − βx2,

ẋ3 = γx2 − δx3,

ẋ4 = σx4
γx2−δx3

x3
,

y1 = x1.

Example 11 (Akt pathway). The following model for Akt pathway was developed by Fujita
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et al [24]:

(6.12)






x′1 = (k12 − k11)x9 + a(u− x1),

x′2 = k91x9 − k41x2 + k22x3 + k31x3 − k21x2x4,

x′3 = k21x2x4 − k31x3 − k22x3,

x′4 = k71x5 + k22x3 − k21x2x4,

x′5 = k52x7 − k71x5 + k61x7 + k31x3 − k51x5x6,

x′6 = k52x7 + k81x8 − k51x5x6,

x′7 = k51x5x6 − k61x7 − k52x7,

x′8 = k61x7 − k81x8,

x′9 = k11x9 − k91x9 − k12x9,

where u is an input variable. The outputs used in [24] were

(6.13)






y1 = a1(x2 + x3),

y2 = a2(x5 + x7),

y3 = a3x6.
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