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 Mental health and well-being are increas-

ingly important topics in discussions on public 

health [1]. The COVID-19 pandemic further revealed 

critical gaps in existing mental health services as fac-

tors such as job losses and corresponding financial 

issues, prolonged physical illness and death, and 

physical isolation led to a sharp rise in mental health 

conditions [2]. As such, there is increasing inter-

est in the viability and desirability of digital mental 

health applications. While these dedicated applica-

tions vary widely, from platforms that connect users 

with healthcare professionals to diagnostic tools to 

self-assessments, this article specifically explores the 

implications of digital mental health applications in 

the form of chatbots [3]. Chatbots can be text based 

or voice enabled and may be rule based (i.e., lin-

guistics based) or based on machine learning (ML). 

They can utilize the power of conversational agents 

well-suited to task-oriented interactions, like Apple’s 

Siri, Amazon’s Alexa, or Google Assistant. But 

increasingly, chatbot developers are leveraging con-

versational artificial intelligence (AI), which is the 

suite of tools and techniques that allow a computer 

program to seemingly carry out a conversational 

experience with a person or a group. 

Taking a techno–critical approach using select 

secondary sources of supporting evidence, we delib-

erate on both the possibilities for, and shortcomings 

of, digital mental health applications with a view to 

considering the need and risks associated with these 

applications. The article is divided into five parts. 

First, we discuss current justifications for digital 

mental health applications in the form of chatbots. 

Second, we present a brief overview of previous 

research on digital mental health apps, exploring 

the efficacy of AI chatbots for mental health ther-

apy, suggesting that chatbots could augment but 

should in no way replace traditional mental health 

therapies. Third, we provide examples of AI-based 

chatbots on the market, such as Woebot, Sayana, 

Youper, and OpenAI’s emergent ChatGPT and pon-

der on the potential for algorithmic bias. Fourth, we 

discuss the social implications of these technologies 

in their current form, including issues of inequitable 

distribution of care, privacy, the absence of over-

sight mechanisms and legal liability, and questions 

of linguistic and cultural competency. Fifth, we close 

by outlining the risks associated with AI-based digi-

tal mental health applications alongside the evident 
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and growing need for accessible and equitable men-

tal health services, calling on readers to integrate 

these questions into future research agendas. 

Mental health crisis and limited access 
to services

The COVID-19 pandemic brought into focus the 

immense need for mental health services around 

the world [2], [4]. But even prior to the pandemic, 

the occurrence of mental health issues was on the 

rise in the United States [5] and elsewhere, most 

notably among young people [6], [7]. For exam-

ple, studies show that both suicidal ideation and 

suicide rates have been increasing steadily for 

decades in the United States [4], [8], and a 2005 

study showed a pronounced worldwide increase 

in suicide among young people aged 15–19 years 

old [5], [6]. Overall, in 2019, the Institute for Health 

Metrics and Evaluation’s Global Burden of Disease 

study estimated that more than 13% of the global 

population, or 970 million people, live with a men-

tal health condition [9]. In the United States, that 

rate is more than 17% [4], [8], [10].

Mental health status has wide-ranging impacts, 

affecting a person’s physical, social, and economic 

states. According to the National Alliance on Mental 

Illness (NAMI), in 2018, only 43.3% of those in the 

United States with mental illness received treatment. 

Various barriers prevent more of those in need from 

accessing care. For example, in 2020, 10.3% of those 

living with mental illness in the United States had 

no insurance coverage [11]. Additional barriers 

include structural problems—such as lack of avail-

ability of appropriate services, transportation, and 

cost—and attitudinal barriers, including perceived 

ineffectiveness of care [12]. Recipients of mental 

health services may also face discrimination, stigma, 

and dehumanization both in their communities and 

in the mental health system itself, especially if they 

belong to other marginalized groups, which may 

also contribute to the significant “treatment gap” 

[13], [14]. 

At this time of increased need, there have also 

been shortages of mental health professionals and 

services [15]. At the 2015 Law and Society Asso-

ciation Annual Meeting in Seattle, WA, USA, for 

example, statistics were presented showing that 

the rising numbers of mental health patients had 

resulted in U.K. psychiatrists, psychologists, and 

general practitioners shortening patient session 

times to barely 10 minutes [16]. One typical pre-

COVID headline read: “GPs like me can’t help 

mental health patients in 10 minutes – it’s cruel” 

[17]. In a U.K.-based GP mental health training sur-

vey from 2018 conducted by Mind.org [18], one 

doctor wrote: “We are often working towards the 

limit of what is appropriate/safe in a primary care 

setting, especially when dealing with complex/

specialist psychiatric medication and when look-

ing after patients who pose a risk to themselves.” 

Doctors responding to this same survey by Mind.

org [18] in England and Wales noted that longer 

appointments for people with mental health con-

ditions would be a big help and that “10-minute 

appts are simply not long enough to do anything 

other than prescribe antidepressants…” Another 

doctor reflected: “10-minute slots barely give time 

to establish a proper agenda let alone deal with 

the physical, social and psychological stuff that 

arises,” while yet another wrote: “There is a limit to 

what can be achieved in 10-minute slots in patients 

with mental health issues, and patients frequently 

burst into tears or hyperventilate during the con-

sultation, especially on initial presentation” [18]. 

Still, other patients cannot access mental health 

services in their local area, due to high demand and 

limited numbers of healthcare professionals some 

of whom are also living with mental health condi-

tions [19]. One medical doctor in the same survey 

wrote [18]: “Unfortunately, patients are having 

to wait up to 18 months for psychological therapy 

in my region.” Since early 2020, staffing cutbacks 

in numbers of available professionals during the 

COVID-19 pandemic have further exacerbated the 

gaps between supply and demand for therapists, 

psychologists, psychotherapists, and psychiatrists 

[20]. In some regional areas in Australia, for exam-

ple, in the South Coast of New South Wales, booking 

an appointment with a psychiatrist has meant being 

placed on a waiting list for three months for a mere 

initial telephone consultation and much longer for 

an in-person consultation. In desperation, some peo-

ple have chosen to drive long distances to a capital 

city to see therapists who were willing to meet dur-

ing the pandemic but charged substantial upfront 

fees (e.g., $820 AUD) with significant out-of-pocket 

expenses to patients and their families [21].

Inadequate or nonexistent treatment services 

can lead to an array of negative outcomes for peo-

ple living with mental health conditions. These 

Authorized licensed use limited to: ASU Library. Downloaded on July 13,2023 at 01:24:27 UTC from IEEE Xplore.  Restrictions apply. 



27March 2023

outcomes include increased mental health symp-

toms, self-harm, substance use, and various other 

significant negative impacts on individual lives, 

families, and livelihoods [22]. Where healthcare 

professionals have not been available, technol-

ogists working in concert with transdisciplinary 

teams (e.g., inclusive of medical practitioners) have 

started to ponder on the future of mental health 

support and treatment options (Table 1) [23]. Note 

that while the treatment options are presented sep-

arately in this table, the likelihood that there will 

be blended solutions is very high. For example, a 

first mental health consultation could take place in 

person, followed by remote video consultations if 

the patient lives in a rural area. Additionally, short 

message service (SMS) might be used to augment 

in-person consultations, to provide daily remedial 

support, for example, reminding patients to take 

their medication at the same time each day, and 

checking in otherwise with simple “Y” (yes) or 

“N” (no) responses to questions. In this article, we 

primarily focus our attention on standalone appli-

cations rather than those offered concurrently with 

traditional care. 

Efficacy of digital mental health apps
“Online therapy” is not new [24]. But it was in 

2016 that Nature published a piece by Emily Anthes 

that called for more testing of mobile digital mental 

health apps, dubbed “pocket psychiatry,” drawing 

attention to the shaping of the field and the wider 

and more profound application of the method [25]. 

Overall, there are increasing numbers of commer-

cially available applications and very few have been 

clinically validated, according to a 2018 systematic 

review [26]. This review and another conducted in 

2017 [27] that examined applications and SMSs for 

both physical and mental health interventions were 

both optimistic but reserved in their conclusions, not-

ing that applications have been shown to be effective 

in many circumstances, but research remains lim-

ited. Indications for the efficacy of standalone digital 

 
Table 1. Eight representative treatment options for those living with mental health conditions.
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mental health applications—those that are not used 

in conjunction with other mental health services—

have even more mixed outcomes. In a systematic 

review and meta-analysis of standalone applications 

for depression, anxiety, substance use, self-injury, 

and sleep problems conducted in 2019 [28], the only 

significant positive effects noted were for applica-

tions addressing depression, with some indications 

for efficacy in applications for smoking cessation 

and sleep problems. These effects were relatively 

small, and the authors warn against drawing general-

izable conclusions. Furthermore, as they note, there 

is a need to discuss the “potential harm of currently 

available apps, which might keep users away from 

evidence-based interventions while bearing the sub-

stantial risk of being ineffective” [28, p. 118]. 

Previous literature in clinical medical research is 

sober in its claims about the prospect of pointing to “an 

app for that” [29] as a silver bullet solution for address-

ing mental health concerns. We are at the developmen-

tal stages of an experimental intervention that has the 

propensity to markedly shift how people access care, 

from who to get help from to what to get help from [69]. 

Evidence around the safety and efficacy of chatbots or 

AI conversational assistants for mental health is even 

more limited [30]. A 2020 systematic review of 12 stud-

ies found conflicting results [31]. While there was some 

evidence supporting the effectiveness of chatbots for 

improving symptoms of some conditions, including 

depression and stress, evidence was either not statisti-

cally significant or conflicting regarding psychological 

well-being and anxiety. Furthermore, statistical signifi-

cance, the reviews note, does not equate to clinical sig-

nificance. In other words, measures of efficacy in these 

studies may not translate into meaningful differences 

in practice. Making unfounded claims now about app 

capabilities, especially more advanced AI chatbots, 

would be irresponsible.

Some researchers may be optimistic about the 

use of digital mental health apps, with commercial 

entities, in particular, touting a range of benefits for 

self-help services [32], such as the convenience of 

on-demand access to resources [33], the ability to 

address a range of mental health concerns holisti-

cally using a single application, and the potential to 

experience improved sleep and a reduction in stress 

and anxiety. However, it is important to state that 

these claims are often made prior to clinical valida-

tion. In other words, it is highly premature to declare 

the apps a “win” for those living with mental health 

conditions. There may be some potential for apps, to 

address the mental health crisis, but a sober research 

perspective is necessary as in [34]. Our assessments 

of the practical applications of these digital mental 

health apps among diverse populations must be evi-

dence based. 

The stakes related to mental health mean that 

it is risking lives to start declaring AI-based mental 

health apps successful without a proven clinical 

basis—even when everything else in the wider soci-

ety seems to be moving toward a digital and mobile 

interface. Likewise, digital transformation does not 

equate to commensurate social transformation and 

certainly not health-related transformation even if 

it might well revolutionize how we live and receive 

personalized health and well-being solutions. Funda-

mentally, as Abd-Alrazaq et al. [31] warn, chatbots 

should augment, not replace, traditional healthcare 

provisions. However, while mental health applica-

tions may be intended to be used as supplements 

rather than replacements, the shortage of clinicians 

noted above may lead to this scenario regardless of 

designer intention. But we also need clinicians who 

are well-trained in the strengths and weaknesses of 

these kinds of applications.

Furthermore, we must ask some fundamental 

questions about where this technology is potentially 

leading us, and whether that direction is where we 

want to go. We must ask more pertinent questions 

related to the root causes of this mental health crisis. 

Certainly, it is advisable, before we commit to tech-

nological solutions, that we examine the possible 

fallout of such technologies. It is not enough to build 

frameworks for evaluation (though we obviously 

need those [35]), conduct systematic reviews and 

meta-analyses, or to engage users in clinical surveys, 

and commensurate focus group panels. 

We must dig deeper into the fundamental philo-

sophical question of what it means to be human and 

our collective responsibility to respond to people in 

need. Might misguided hype or excitement about 

these possible mental health “tech fixes” conveniently 

serve to relieve pressure on governments for expend-

ing resources on social services such as preventative 

mental health efforts, or on evidence-based interven-

tion strategies and support? Will the misguided lure of 

supposedly easier, faster—but unproven—tech-based 

services cause attention to shift from more robust 

efforts to solve these problems, or from finding ways 

to attract more talent into the fields of psychology, 
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health, and medicine (where there are documented 

shortages)? Or will the mass adoption of quick and 

easy but questionably effective digital mental health 

services take the focus off potentially transformative 

changes such as establishing free access to human-

based mental health services for all? 

Example: AI chatbots
In response to demand, developers have created 

applications using AI, intended to support users with 

mental health conditions as a first-line rejoinder. For 

example, Woebot, a freely available chatbot pro-

grammed to follow a cognitive behavior therapy (CBT) 

framework, was developed as a mental health resource 

built on natural language processing (NLP). Similar AI 

applications include Sayana and Youper that use a 

range of self-care exercises rooted not only in CBT, but 

also in acceptance commitment therapy (ACT), dia-

lectical behavioral therapy (DBT), as well as breathing 

exercises. Sayana, a chat-based program designed to 

increase users’ awareness of their emotions, personal-

izes users’ experiences based on check-ins and mood, 

providing high-quality proactive content [36]. Youper 

promises mental health assessments and guided exer-

cises, symptom monitoring, and medication delivery, 

despite a disclaimer on the website claiming Youper 

does not “provide diagnosis, treatment, medical care, 

or other professional services” [37]. 

Digital mental health applications such as these 

follow structured protocols to provide check-ins, 

exercises, and models in a private (and often free or 

inexpensive) setting. While the limited research on 

chatbots for mental health shows mixed results [31], 

and the long-term impacts of chatbots on mental 

health have not been researched, as the difficulty of 

securing an appointment in the physical world con-

tinues, the use of these digital programs is increasing 

dramatically [38]. The applications are marketed as 

offering increased flexibility and availability of ser-

vices “just-in-time.” Woebot founder, Alison Darcy, 

notes on the company’s website: “Some of our dark-

est moments happen at 2 a.m., when there’s no one 

there. We designed Woebot to be there for you, to 

have a tiny conversation that can help you get back 

to living your life” [39]. 

But apps provide something different to ser-

vices in the physical world. In one study from 2015, 

researchers collected and analyzed 374 comments, 

posts, and reviews of users on Reddit, Apple’s 

iTunes, and Google Play by searching the terms 

“depression,” “anxiety,” “bipolar,” “schizophrenia,” 

“psychosis,” and “mental health.” They noted two 

design sensitivities. These were, the importance of 

self-reflection and coexperience [40]. The analysis 

determined that apps may: 1) not emotionally sup-

port users; 2) distract users from real life; 3) create 

misinterpretations about themselves; and 4) dis-

courage face-to-face interactions [40]. Despite the 

age of the study, it provides a significant insight 

into how AI chatbots for mental health may be 

received, and about how they are fraught with 

additional challenges.

With the recent explosion of attention to NLP, it is 

likely that chatbots will continue to proliferate in this 

space. OpenAI released ChatGPT in November 2022, 

an enormously powerful chatbot that can emulate 

human-like conversation, write convincing essays 

[41], hypothesize medical diagnoses [42], and even 

write poetry [43]. It is also unique in that its responses 

are informed not only by the request at hand, but 

that they are also stylistically customized to previous 

information the user has shared. The New York Times 

coverage in December 2022 suggests that this feature 

makes it “possible to create personalized therapy bots” 

[42]. However, chatbots, including ChatGPT, repro-

duce the biases in the data they are trained on, while 

also appearing objective and removed from human 

inconsistencies. ChatGPT, for example, when asked 

to write a python program to determine whether a per-

son should be tortured or not based on their country 

of origin, produced a response that targeted people 

from North Korea, Syria, Iran, and Sudan [44]. Consid-

ering the long histories of stigma, incarceration, and 

discrimination faced by people with mental illness, 

this algorithmic bias must be taken into consideration 

[45]. Furthermore, as ChatGPT wrote itself in a recent 

interview with Time magazine [46]: 

“People may come to think of [conversational 

agents like ChatGPT] as human-like, and this 

can lead to unrealistic expectations or misunder-

standings about our capabilities.

It’s important for people to understand that con-

versational agents like myself are not human, and 

we don’t have the same abilities or characteristics 

as humans…We don’t have the ability to hold a 

coherent identity over time, and we don’t have 

the capacity for empathy, perspective-taking, or 

rational reasoning.”
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Without these modes of understanding, crucial 

to the provision of mental health services, what is 

at risk with the implementation of standalone AI 

applications for mental health? Our own exchange 

on January 2, 2023 with ChatGPT (https://openai.

com/blog/chatgpt/) can be found in the Sup-

plementary Material accompanying this article 

(https://doi.org/MTS.2023.3241309) [70], asking a 

series of typical mental health-related questions for 

a single scenario.

Possible negative social implications
The possible negative social implications of 

AI-driven standalone mental health apps are mani-

fold. They include the displacement of human inter-

action, the shifting of responsibility for care and 

management, issues of privacy, and questions of 

cultural competencies. First, we must give significant 

thought to the ways in which AI apps mediate and 

displace human interaction. As Baldwin has written 

on the ethics of technology in dementia care [47], 

technological interventions can erode human inti-

macy and transform a person from a recipient of care 

to a user of technology. Additionally, and in contrast 

to mental health apps that connect a user virtually to 

a mental health professional, AI mental health apps 

fundamentally change both the meaning of care and 

the party responsible for the care. In traditional men-

tal health service provision, a person engaged in the 

system anticipates receiving care. While positioning 

themselves as entry points to care, AI mental health 

apps almost universally advocate and encourage 

self-management and individual responsibility, ulti-

mately leading to what is increasingly being con-

sidered “patient work”/“information work” [48]. In 

some ways, it is a type of “self-service” model. 

Woebot, for example, dubs itself a “relational 

agent” that forms a “therapeutic bond,” but as the 

explanatory video on the website states “Woebot 

doesn’t do therapy, but he can be your guide to help 

you figure out things on your own” [49, 0:18–0:21]. 

AI mental health apps, therefore, present a paradox: 

the promise of 24/7 companionship and the expecta-

tion of self-sufficiency. By passing the “management” 

of nonnormative minds onto individuals themselves, 

mental health conditions become increasingly indi-

vidualized and privatized, obscuring the broader 

sociocultural contexts that contribute to both men-

tal illness and inaccessible care. Using these apps is 

presented as a responsible choice among a suite of 

options for mental health care. Yet, the accessibility 

of other choices, such as formal care, is not equitably 

distributed. By positioning self-management as both 

desirable and accessible, the bootstraps, do-it-your-

self ethos of AI mental health apps paired with the 

inaccessibility of formal care, potentially creates a 

scenario in which self-management through AI men-

tal health applications may become an expectation 

rather than a choice. 

These AI applications are marketed as a way to 

provide user privacy, a potentially salient feature 

given the perceived or actual stigma that may be 

associated with receiving mental health services in 

the United States and elsewhere. Privacy may be an 

important factor for many people that pursue digi-

tal support [50]. But the privacy claim also appears 

to attempt to legitimize the AI chatbot as a genuine 

replacement for a human mental health worker, also 

noted in direct dialog with the ChatGPT [70]. In fact, 

the absence of human oversight and interaction with 

these applications raises serious questions about 

user impacts and safety. Users may be unaware, for 

example, that the digital mental health apps that they 

download onto their smartphone may be scrutinizing 

their every online behavior and interaction (known 

as passive monitoring), with the data being on-sold to 

third parties in the name of care or being used to train 

data sets to uncover even greater deep-learning pat-

terns and trends [51]. It does not take too much of a 

stretch of the imagination to see how such functional-

ities are contradictory, but also particularly intrusive 

to someone who is at risk. The embodied experience 

of mental illness becomes reduced to a set of eyeball 

movements, the steadiness of the head on shoulders, 

and a biometric photograph [52]. The extraction of 

those data becomes the currency of care. There is also 

nothing to stop AI chatbot companies from directing 

users/mental health patients to paid advertising, such 

as what happens on Psychology Today’s website [53]. 

If the world’s largest mental health and behavioral sci-

ence website engages in the creation and distribution 

of marketing lists with third parties and incorporates 

cookies and web beacons widely on its website [54], 

as well as shares aggregate-level data with companies 

outside Psychology Today, it is an obvious possibility 

that AI chatbots also will be part of that value chain.

Presently, there is no clear indication that over-

sight and accreditation bodies such as the American 

Psychological Association (APA) or the American 

Board of Professional Psychology (ABPP) intend to 
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engage in the design of ethical standards for the AI 

chatbots, or any standards for that matter [55]. There 

is a need for such organizations to become more 

vocal about the methods of engagement and also 

importantly, about the use of the collected data [56]. 

There are serious questions to be asked about data 

rights and the role of developers, methods, and val-

ues in this context, particularly as they pertain to the 

use of AI for and with potentially at-risk populations.

Even though people may be accustomed to typ-

ing their deepest secrets into that Google Search 

Box, there is a crucial difference in this setting: an 

emotional investment and an expectation of care. 

This should also remind us that these online expres-

sions fuel product placement, endorsements, and 

advertisements using adwords-style algorithms. If 

I present as someone who requires certain mental 

health therapies, the chances are that the app will 

know where to get these therapies and how to on-sell 

them, akin to an in-gaming purchase of armor for an 

avatar and more. In the exchange with ChatGPT on 

January 2, 2023, the chatbot could not provide an 

online directory listing of mental health profession-

als, such as a psychiatrist or psychologist, who were 

“near me” in Tempe, AZ, USA, because it claimed it 

was unable “to browse the internet,” but it did iden-

tify Psychology Today and GoodTherapy as places 

the patient should visit online to help with locating 

a mental health professional (see Appendix A in the 

supplementary material for a full transcript [70]).

The longer our written exchange with ChatGPT 

went on, the more redundant the information being 

presented by the chatbot became [70]. It repeated 

itself over and over again, and any human in the 

same situation would not likely feel that they were 

being heard. There were also some contradictions in 

what ChatGPT had to say that could be very confus-

ing to people living with anxiety or depression. For 

example, someone communicating with ChatGPT 

might wonder whether or not the bot remembered 

a prior conversation in a “session.” Or a user might 

wonder what ChatGPT considers to be confidential 

in a discussion, or what the bot is open to reporting 

to authorities. ChatGPT itself said it might be prone 

to inaccuracies in the information it was presenting 

and that it could not validate any information it was 

putting forward in response to a comment or ques-

tion. And while ChatGPT reminded the human it 

was merely an “AI language model… designed to 

process and generate text based on the data that [it 

had] been trained on,” on numerous occasions, it 

provided what seemed like medical determinations, 

such as suggesting the human was having “halluci-

nations” which it noted was a “symptom of psycho-

sis.” At the same time, it said: “I am not a licensed 

mental health professional and am not qualified to 

provide therapy or counseling.” 

An additional criticism of ChatGPT relates to the 

bot’s acknowledgment that it did not possess “feel-

ings or emotions,” but that it then used phraseology 

like “I’m glad I could help” and “Take care!” When 

the human responded: “I didn’t say you helped,” 

ChatGPT retreated: “I apologize if my previous mes-

sage was misconstrued...” How could a self-professed 

“nonemotive,” “unfeeling” thing exchange human 

pleasantries? The chatbot is anything but human, 

anything but caring, and anything but empathic. 

What might this mean for the person seeking sup-

port for their mental health? Does it make the human 

more susceptible or vulnerable when the machine is 

being driven by an algorithm that can be optimally 

“tweaked” for a variety of purposes? Despite the 

potential of these new apps, it was obvious, at every 

turn, that ChatGPT was wiping its hands clean of any 

possible legal liability.

Furthermore, as a stopgap, entry point, or 

replacement for more formal care, AI mental 

health apps do not appear to be particularly 

reliable. A 2020 meta-analysis [58] of studies of 

smartphone apps for depression found dropout 

rates to be nearly 50% after accounting for bias. 

A 2021 systematic review [59] of user engagement 

with digital mental health interventions found 

multiple barriers to use, including technological 

literacy, uncertainty about the claims being made, 

and costs associated with use, including monthly 

subscription fees or the need for ongoing Inter-

net access. Ironically, the review also found that 

while people experiencing more significant symp-

toms were more likely to use digital interventions, 

experiencing those more significant symptoms 

was associated with users having more difficulty 

engaging with the mental health apps. 

Another potential issue that has received little 

attention is the ability of these applications to provide 

culturally and linguistically competent resources 

and support. In the United States, nonwhite com-

munities have faced greater stigma and structural 

barriers to securing appropriate mental health ser-

vices [60], as have other marginalized communities, 
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including LGBT communities [61], disabled people 

[62], and older adults [63]. 

Addressing inequality is, therefore, relevant to 

the deployment of this technology. Marginalized 

communities bear the brunt of societal burdens and 

face greater uncertainty in their lives. Hence, the 

combination of stigma and structural barriers exac-

erbates the inequality faced by these groups given 

the greater need to cope with how society is valuing 

their presence. These barriers shape lived experi-

ences. If AI mental health apps are not attentive to 

these communities—integrating culturally appro-

priate, accessible, and inclusive elements into their 

designs—they risk contributing to the widening and 

perpetuation of these disparities. 

Balancing Need and Risk
Current research on mental health raises 

major questions as to whether the promises of this 

approach, including ease of access, customizability 

flexibility, and most of all effectiveness, will material-

ize [64], [65], [66]. In this article, we have discussed 

the justification for, and potential social implica-

tions of, AI-based mental health applications. While 

such applications could hypothetically expand the 

capacity of a resource-scarce mental health sys-

tem through low-cost, anonymous, and immedi-

ate support [67], we call attention to a number of 

concerns, including weak empirical outcomes, dis-

placement of human interaction, lack of oversight, 

and surveillance of vulnerable populations.

Such hyper-individualized and privatized app-

based interventions configure a user not as a com-

munity member but as a problem to be solved in 

the most financially and socially efficient ways. 

Any technology that is implemented in this space 

must meet the same standards and regulations 

that apply to in-person services, and that strictly 

protect the privacy and any user data being col-

lected. In the United States, this would be through 

meeting requirements established under the 

Health Insurance Portability and Accountability 

Act (HIPAA), to ensure the psychological auton-

omy of the individual.

However, these concerns should not overshadow 

the immense need for mental health services that 

meet people where they are. If care through tradi-

tional means cannot be procured due to cost, geog-

raphy, discrimination, or stigma, then meaningful, 

effective, and immediate alternatives are necessary. 

Whether those alternatives are AI-enabled digital 

mental health applications, technologies that facil-

itate remote human interaction, or a nontechno-

logical solution entirely, remain to be seen. But we 

especially advocate for a human-in-the-loop config-

uration for these applications, where the technology 

can augment but not replace trained human care. 

While the development of AI in this space may be 

a well-intentioned response to the increasing men-

tal health crises, these applications must not, inten-

tionally or unintentionally, displace the availability 

of human services. Otherwise, the choice to use AI 

applications ceases to be a choice at all. 

Investing in People

the inevitability of automated digital mental 

health services is not a foregone conclusion, but 

we must recognize the paradox of technological 

potential: stretching out our hands for the safety of 

a device, rather than a human clasp, if that clasp 

is unavailable [68], [71]. We close with a call to 

action to technologists, ethicists, clinicians, and 

users, to imagine futures in which these kinds of 

applications can be ethically, thoughtfully, and 

justly distributed. The investment in technology 

should not supersede the investment in people and 

infrastructure to ensure that mental health solu-

tions become reachable for all. 
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