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Guest Editors’ Introduction 

g Security and Securitization can be defined 

in numerous ways. For example, an all-hazards 

approach to (national) security has been considered 

in the literature whereby we may refer to economic, 

environmental, and energy security [1], in addition 

to other nonmilitary facets inclusive of food-, health-, 

demographic-, informational-, and resource-related 

aspects [2]. Furthermore, the literature points to var-

ious sectors of securitization [3], which collectively 

denote a broad-ranging perspective. Securitization, 

based on this wider view, implies “survival across 

a number of dimensions” [4], and as a necessary 
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offshoot, across numerous academic disciplines. As 

such, there is the need to turn our attention to trans-

disciplinary perspectives of securitization to explore 

the nature of such perspectives and the various 

streams or tracks that are encompassed within, par-

ticularly within the context of complex socio-techni-

cal systems, and when considering the implications 

of technology, in general.

The purpose of this special issue is to explore and 

address complex securitization-related challenges, 

from a broader perspective and across various 

dimensions and sectors, that transcend disciplinary 

boundaries, focusing on the role of technology 

relevant to the securitization of people and place, 

while also considering the transdisciplinarity and 
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the socio-historical originals of securitization. This 

special issue was inspired by, and is an outcome 

of, the IEEE International Symposium on Technol-

ogy and Society 2022 (ISTAS22) co-located work-

shop on the Social Implications of National Security 

2022 (SINS22). The workshop, in its 15th year, was 

centered on the broad theme of “Securitization for 

Sustainability of People and Place: A Call to Transdis-

ciplinarity,” in which securitization was considered 

from a multifaceted perspective, and in view of the 

explicit link to the investigation, analysis, and (re)

design of complex socio-technical ecosystems. This 

special issue presents select workshop outcomes. 

In this special issue
The first article [A1] is led by Peter Lewis, the 

Canada Research Chair in Trustworthy Artificial 

Intelligence at Ontario Tech University, Canada. 

P. Lewis is an associate professor in the Faculty of 

Business and Information Technology and studies 

advances in foundational and applied aspects of 

trustworthy, reflective, and socially intelligent sys-

tems, alongside co-researchers, Stephen Lewis, Sue 

Lewis, A. M. Gaudet, and A. Ottley. In “Reimagining 

Digital Public Spaces and Artificial Intelligence for 

Deep Cooperation,” Lewis et al. [A1] explore the 

dynamics and tensions involved as people increas-

ingly transition from physical spaces to digital 

spaces, including the effects that ever more perva-

sive AI technology has over these spaces. Lewis et 

al. [A1] argue that space is a key resource where 

communities can feel empowered through self-or-

ganization practices toward collective action and 

that space makes groups of people self-assembling 

feel a sense of security and purpose. Lewis et al. 

[A1] have a unique approach to understanding the 

role of the cyber--physical (digital and physical) 

space and how it can impact the use of standalone 

physical spaces. They ask the question, if our digital 

spaces where communities gather (e.g., shopping 

malls) are owned privately, then how might space 

be perceived as a public good? What are the limits 

of self-organization in private spaces, both digital 

and physical? Furthermore, Lewis et al. [A1] pose 

the argument, “that rather than support community 

action, the digital transformation of place is threat-

ening the existence of essential public spaces.” 

They go on to elaborate that pervasive AI can act to 

“dehumanize” and disempower if not used appro-

priately and can negatively impact the ability to 

engage in collective action. They argue that while 

contemporary digital spaces typically present 

opportunities for richer and more accessible self-or-

ganization, they can also subtly change relations, 

perceptions, and boundaries, leading to limitations, 

risks, and missed opportunities. Lewis asks his 

readers to reimagine digital public spaces through 

decentralization and deep cooperation, providing 

a case study to support his thesis from an ongoing 

project with a community of inner-city nurses. The 

article explores notions of ownership, power, and 

affordances with respect to expectations of rights 

(of collective action, self-determinism, democracy, 

and so on). Drawing on the example of self-or-

ganization to tackle food insecurity, the article 

concludes by identifying opportunities for a more 

public-space-oriented use of AI, in support of col-

lective action. The lead author’s blog can be found 

at https://www.petelewis.com/ and further reading 

is also available [5], [6], [7].

The second article [A2] is written by Adjunct Pro-

fessor of Public Health Sciences Liselotte Schäfer 

Elinder of Karolinska Institutet, Sweden, and an affil-

iated postdoctoral researcher at the Department of 

Global Public Health, Patricia Eustachio Colombo, 

of the same institute and a visiting fellow at the Uni-

versity of Cambridge. In this work titled “Ensuring 

Food Security Through Meal Optimization,” Schäfer 

Elinder and Eustachio Colombo graphically present 

the unsustainability of food production and con-

sumption with respect to UN Sustainable Develop-

ment Goals (SDG). Through an analysis of the diet 

of Swedish adolescents [8], they demonstrate that 

the “food supply chain” is a polycentric multivalue 

suboptimization problem; there are many stakehold-

ers with decision-making authority, and each of them 

might have different societal values (or priorities on 

values) which might be competing or conflicting, and 

not all of them can be maximized at the same time. 

However, the authors maintain that it is possible, 

with AI-based decision support, for all the stakehold-

ers’ interests to be satisfied (i.e., to meet acceptable 

thresholds), if constraints are reasonably met. As a 

result, it is possible to produce adolescent diets that 

are economical, culinarily appealing, nutritionally 

adequate, and environmentally sustainable [A2].

The third article [A3] is on the shortage of global 

labor talent in the space of human–AI collaboration 

in digital recruitment and is written by industry prac-

titioners Dr. Olena Linnyk and Ingolf Teetz of Milch & 
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Zucker AG. Dr. Linnyk is a physicist and AI specialist 

responsible for the development of AI solutions in 

the digital HR division of the company. She is also 

a private lecturer at the University of Giessen and a 

researcher at the Frankfurt Institute for Advanced 

Studies (FIAS). In “Counteracting the Global Labor 

Shortage Risk through Human–AI Collaboration in 

Digital Recruiting,” Linnyk and Teetz [A3] focus their 

article on the crisis of human capital directly linked 

to megatrends such as demographic change. They 

begin by challenging three common perceptions, 

the most striking of which is, perhaps, the belief that 

AI will create mass redundancy, when in fact Euro-

pean countries face a chronic labor shortage. They 

argue that, in addition to creating a disturbing new 

“colonialism” in the form of labor extraction from the 

developing world, there is another “hidden problem” 

in that job advertisements use language that exhibits 

bias, in particular, gender bias, that deters (or worse, 

altogether excludes) some population segments 

from career opportunities or certain sectors of the 

labor market [9], [10]. While there are no immedi-

ate mitigating solutions, the researcher-practition-

ers provide a four-pronged approach to addressing 

the problem of a global shortage in human capital, 

pointing to 1) the potential for boosting productivity 

and effectiveness through innovation; 2) greater vir-

tual collaboration over longer distances; 3) a rehaul 

of the entire recruitment process; and 4) increased 

labor participation among women and under-repre-

sented groups. The coauthors believe that big data 

and AI will play pivotal roles in the optimization of 

applicants in jobs and that chatbots, conversational 

AI, and the augmented neutral writing of job ads will 

be particularly important in the recruitment process. 

While technological augmentation can introduce 

new risks, the potential for rationality and neutral-

ity will not be fulfilled by the AI, but ultimately by 

a human decision-maker who is in the loop. The 

authors conclude that the security of place risk 

exposed by labor shortages can be addressed by 

human–AI collaboration in the job specification, 

with the added side effect of increased inclusivity.

The fourth article in the special issue [A4] is writ-

ten by Steven Mills and Holger Regenbrecht who are 

both with the University of Otago in New Zealand. 

The article is titled “Respecting and Protecting Cul-

tural Values in an Indigenous Virtual Reality Pro-

ject” and is an insightful reflection from a Security 

of Place perspective of their previous work [11], 

in co-designing and co-developing a virtual-reali-

ty-based storytelling and tele-co-presence project 

with an emphasis on the co-, crucially with—a Māori 

community of Aotearoa New Zealand. The co-devel-

oped application has gone through several iterations, 

creating a virtual environment in which “indigenous 

stories can be told in a culturally appropriate context 

to reconnect diasporic Māori communities back to 

their cultural roots” [A4]. The notion of “being there 

together” in 3-D, through a virtual experience in a 

realtime interactive way, is presented. The co-design 

approach developed is based on the “Tiriti o (Treaty 

of) Waitangi principles of partnership, participation, 

and protection.” For those wishing to understand 

more about conducting research with indigenous 

communities, and the finer sensitivities such as the 

requirement for researchers to acknowledge cul-

tural traditions and practices, this article is extremely 

informative, beyond its technical outcomes where 

there is respect for values and protocols that need 

to be managed, and cultural and spiritual practices 

that must be protected. This is a model resource for 

ways of embedding values into information tech-

nology-based projects. The article demonstrates 

not just the need to be respectful and protective of 

indigenous culture, but also how much, as found by 

other anthropological studies of indigenous cultures 

[12], [13], [14], can be learned from them, punctur-

ing patrician “Western” pretensions of superiority. 

Indeed, as Regenbrecht has pointed out, Māori cul-

ture has a single word—ako—for both teaching and 

learning: every teacher is a learner, and every learner 

is a teacher [15]. This certainly contrasts with the 

more transactional model that, at the time of writing, 

seems to dominate “Westernized” educational insti-

tutions. Mills and Regenbrecht have complemen-

tary skillsets in computer science and information 

science, as well as rich backgrounds in geospatial 

research, computer vision, and reconstruction of 3-D 

scenes from multiple views, human–computer inter-

action, inclusive of virtual and augmented reality, 

psychological/cultural, and ethical aspects of mixed 

reality. For additional research by the authors, see 

the following references [16], [17], [18].

The fifth article [A5] is provocatively titled “Why 

Do We Need “Transdisciplinarity?” by Prof. Emeri-

tus Marcus Wigan of Edinburgh Napier University, 

who has numerous other past and present academic 

affiliations, including the University of Melbourne, 

Australia [19]. Wigan is a long-term contributor and 
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previous keynote speaker to the SINS series, having 

presented articles on a variety of topics including 

location-based services, surveillance, transportation, 

drones, artificial intelligence, and more. In the 2022 

workshop, Wigan focused on the growing impor-

tance of the incorporation of multiple disciplines in 

the field of security, identifying that disciplinary cul-

tures are not always harmonious and that we should 

be focusing on the gaps toward alignment as an 

area of emergent research. He provides a thoughtful 

explanation of transdisciplinarity involving the bring-

ing together of two or more disciplines that are mutu-

ally affected to create a new perspective. He uses this 

definition to distinguish transdisciplinarity from other 

approaches such as disciplinarity, multidisciplinary, 

and interdisciplinarity. In his discussion, he highlights 

the importance of cultural abrasion to stimulate cre-

ativity as a key feature of transdisciplinarity. Wigan’s 

article uses examples from policing, nursing, and 

security to highlight the value of transdisciplinarity as 

well as some of its challenges. They include organ-

izational factors such as time and finance as well 

as human activity, while also considering issues of 

power, culture, and the psychology of working across 

disciplines. The article concludes by acknowledging 

the importance of mutual learning across humanities 

and sciences as a way to adapt to a context of accel-

erated change. Wigan uses examples of the applica-

tion of transdisciplinarity which he claims has only 

received intermittent success, predominantly in the 

humanities [A5]. He ponders on what would make 

transdisciplinarity as a method and strategy success-

ful and how we might be able to exploit the endeavor 

more effectively, by reducing barriers that exist 

between disciplines and encouraging greater pro-

ductivity between different areas of academia, albeit 

a practice that is perceived to be fraught with risks. 

The sixth article [A6] is by Mariana Zafeirakopou-

los who has over 15 years of experience practicing 

and teaching in intelligence contexts in government 

and international organizations as well as private 

industry. Mariana is an academic at the University of 

Sydney’s Design Lab and continues to teach strategic 

intelligence practice as an adjunct lecturer at Charles 

Sturt University. Her article is titled “Calling in the Sys-

tem: Rethinking Approaches to National Security and 

Intelligence.” Zafeirakopoulos focuses her article on 

strategic intelligence as a key function of national 

security that grants support to decision-making pro-

cesses in government. She ponders how public 

servants might be able to work on future emerging 

issues together more effectively through greater inter-

connections across government systems. The author 

postulates that to deal with emerging, complex, and 

future-oriented national security challenges, a trans-

disciplinary approach is required. Zafeirakopoulos 

draws from Ross’s [20] justice practices of “calling 

in” rather than “calling out” behaviors. The “calling 

in” approach involves bringing together diverse peo-

ple in an act of deep listening to uncover common 

values and ways forward. Zafeirakopoulos takes this 

inclusive approach and applies it to the national secu-

rity context. The article offers more participatory and 

whole-of-system approaches to national security prob-

lems preferencing the Cynefin framework’s “probing” 

approach over a reductive analytical approach [21]. 

It concludes with a suggested way forward, which 

aligns with transdisciplinarity as being most relevant 

for complex problems. Zafeirakopoulos draws on her 

own lived experience and applied observations as a 

consultant, encouraging the adoption of more rela-

tional and sensemaking practices. She notes, “we can 

begin to shift reductivist approaches that are synon-

ymous with analysis towards more transdisciplinary 

ways of knowing [22] where different disciplines and 

ways of knowing (that include the realm of human 

experience as well as the realm of expertise) can 

create new knowledge, new ideas and new ways of 

generating securitization” [A6].

tying together an exploration of transdiscipli-

narity in emerging contexts is the deeply human 

perspective captured in the article by Theresa Dirn-

dorfer Anderson titled “Looking at Securitization as 

a Socio-Technical Activity: Lessons From a Cold War 

Past” [A7]. Anderson is a director and a social infor-

maticist at Connecting Stones and was previously an 

associate professor and the inaugural director of the 

Master of Data Science and Innovation program at the 

University of Technology, Sydney [23], [24]. Ander-

son’s personal narrative artfully unites places, human 

experience, history, and technology through storytell-

ing. She demonstrates the power of autoethnography, 

telling her personal story in a way that seeks to bring 

lessons of theory and practice together. She sees 

securitization as a complex socio-technical system 

that can draw us deeper into that which we all seek 

as humans, communities, and society at large, the 

“perpetual nature of the pursuit of security.” Ander-

son encourages us to step back and see ourselves in 



26

Guest Editors’ Introduction 

IEEE Technology and Society Magazine

the unfolding story of our life, from a multiplicity of 

angles and viewpoints, and to unlock future visions 

of our local world through the application of trans-

disciplinary sensemaking, to allow us to know our-

selves better, where we have come from and where 

we are going, and why things are the way they are 

[A7]. By emphasizing the human nature of technical 

challenges, Anderson highlights the limits of technol-

ogy-led solutions and the importance of nurturing 

cultures of care and empathy. Anderson notes that 

the more vulnerable an individual feels during uncer-

tain times, the more trust needs to be demonstrated 

by those in positions of accountability or influence. 

Anderson closes with a useful framework “SHARE,” 

advocating for a need to build community, by sharing 

concerns and fears as a helpful way to experience the 

sensation of security. “Security” in its various mani-

festations, dynamic states of security, and levels of 

security that we require for survival thus becomes the 

central tenet of a life worth living. <
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