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AI in Cybersecurity: The Paradox

I. AI AND THE ORGANIZATIONAL CYBERSECURITY

LANDSCAPE

M
ODERN artificial intelligence is inherently paradoxical

in many ways. While AI aims to increase automation,

it also requires more intimate human involvement to reflect

on the insights generated (automation paradox). While AI

results in job displacement, it also creates new jobs, some

simply to provide the necessary support systems for those

newly unemployed (transition paradox). And as generative AI

takes away control over the creative process, it also offers

new creative opportunities (creativity paradox). This article

considers another paradox, that relates to the fact that compu-

tational systems created using AI can be used both for public

good in civilian applications and for harm across a range

of application areas and settings [A1]. This contradiction is

explored within an organizational and governmental context,

where modern AI relies on data which might be externally or

internally-sourced [A2]. External data sources [A3] are inclu-

sive of open-source intelligence (OS-INT), such as information

available on the Internet and the dark web, and internal data

sources may include proprietary data found within an orga-

nizational or a wider governmental context [A4]. A further

relevant consideration is the expanding role of the Internet of

Things to support smart infrastructures, which has created new

vulnerabilities [A5].

From a beneficial perspective, an organization can conduct

asset monitoring by using artificial intelligence to automat-

ically detect patterns of, for example, anomalous access to

network assets. Such AI-enabled security systems can detect

the specifics of offensive tactics employed and react with

commensurate defensive actions [A6]. From an unfavorable

perspective, assets lacking appropriate security are at risk of

adverse attempts by hackers, which may go undetected until

it is too late, leaving private data compromised or unavail-

able. Additionally, when the pattern of a novel attack vector

is not familiar, then it is desirable that the security system

can actively learn and respond with limited, if any, human

intervention [A7], [A8].

Indeed, when modern AI is used as a competitive advantage

in the context of organizational cybersecurity [A9], there are

typically four phases: (1) understanding the cybersecurity life-

cycle in place and its major principles, tasks, and processes;

(2) collecting and aggregating available internal and external

data from a variety of sources; (3) applying AI-enabled analyt-

ics to the data collected, allowing inferences and predictions

to be made about patterns and trends that may require (urgent)

attention; and (4) using and disseminating knowledge on an as
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required basis to support the cybersecurity goals of an entity.

Here we are seeking to comprehend the data that is generated

by assets and the metadata that may be available, to conduct

near real-time data analysis that may shed light on cyberse-

curity attacks just-in-time. Although we are still practically

some way off in this automated cyberwarfare becoming an

every-day reality, we are observing the rapid development of

next generation solutions for security using AI. In this way,

AI can be used to protect an organization’s physical and logi-

cal boundaries by automating some aspects of the recognition

of cybersecurity threats and vulnerabilities. Previously, these

aspects would have typically either gone undetected by even

the most well-trained human security agent or required days of

algorithmic development to combat a continuously morphing

attack.

In known exploits, the AI is a better ‘watcher’ and ‘seeker’

than even a human agent, always looking out for exceptions

on a network, and even autonomously deciding on the best

course of action. But AI is not infallible. It is prone to the same

attacks as other computing systems, and unexpected variations

can render them ineffective, often granting security analysts a

false sense of security. It is evident that security reporting can

be enhanced by AI, providing a company’s security manager

with timely information, for example, that a network shut-

down is imminently required before a ransomware attack is

unleashed [A10], [A11] or that some relevant intervention is

required to ensure protection of valuable data assets, such as

customer data or intellectual property.

II. CYBERSECURITY STRATEGIES AND METHODOLOGIES:

TOWARD A SOCIO-TECHNICAL PERSPECTIVE

When considering how AI can be incorporated into cyber-

security, the first step is to consider what kinds of data is

collected by the entity, and what data emanates from assets

in a network or in any system these components may interact

with to gather personal information [A12]. Patterns of individ-

ual behavior can be derived from network access information,

and customer data. It is the latter that is particularly valu-

able to hackers who wish to breach corporate, government

or not-for-profit third sector databases [A13]. For example,

hackers increasingly provide evidence of their exploits by

presenting samples of customer records with sensitive details

that have been accessed [A14], and then if a ransom remains

unpaid, the whole data set is uploaded to the dark web [A15].

To mitigate such attacks, companies with critical infrastruc-

ture need the cybersecurity team actively engaged in the

procurement process to proactively consider what kinds of

technologies and assets they are investing in within the orga-

nization and their provenance. In the same way, organizational
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data and inter-organizational data sharing needs in the cloud

must have commensurate service level agreements (SLAs)

ensuring protection of customer data [A16]. One of the fun-

damental problems with data emanating from system assets

is that the data may be open and unencrypted. Once a hacker

gains access to a particular record of information that does not

need to be decrypted, then that data is viewable in its total-

ity. Additionally, even when data on assets is encrypted, there

are means to de-crypt, and even re-identify once de-identified

personal information.

The OODA loop (Observe, Orient, Decide, Act) is one

methodology that machine learning specialists have imple-

mented in the context of commercial security lifecycles,

although it was primarily developed for operational level

military campaigns, and now adopted in a variety of con-

texts [A17]. In the first step of “Observe”, a variety of different

types of network traffic are monitored. Given the amount of

data traffic being sent and received today, the human security

analyst does not have the same propensity as a machine to

detect non-traditional traffic patterns. These anomalous pat-

terns are called exceptions in a network and may involve

measuring abnormal levels of traffic, wireless signal strength,

biometric recognition authentication attempts, and even the

number of API calls [A18]. In the second step, “Orient”,

patterns may emerge that are identifiable by machines and

humans, requiring some form of tactical cybersecurity adap-

tation, to curb the impending threat. In the third step, AI in

cybersecurity specialists may “Decide” to write algorithms in

just a few hours, that can observe incoming and outgoing data

traffic in a given context, helping to detect anomalous sensor or

network-based traffic patterns in milliseconds, and ongoingly

report on these through situational awareness databases. In

the fourth and final step “Act”, these AI-based algorithms can

be run at short intervals without human intervention but may

demand human action in response to a machine-determined

alert linked to an exception. Some propose the level of accu-

racy of such algorithms are at 99% detection [A17], but the

human-in-the-loop may well detect and act on that crucial 1%

of activity that goes undetected by a machine and could ulti-

mately be catastrophic to an organization, if not discovered in

a timely manner.

While the OODA loop might well be instituted at the tactical

level for the incorporation of AI for cybersecurity, the strategic

level perspective of the overall socio-technical system, within

which the AI and cybersecurity strategies and methodologies

are embedded, remains an important consideration in view of

security that goes beyond the AI or technological element.

This is so, as AI is not the silver bullet solution that will

end all cybersecurity woes, as we will continue to experi-

ence sophisticated social engineering attacks on people, and

emergent machine attacks on neural networks. AI is merely

one aspect of a larger socio-technical system that incorporates

humans (inclusive of non-cybersecurity specialists), human

relationships, tools and techniques, the environment, and their

corresponding interrelationships [A19]. As a result, we are

likely to experience a multitude of socio-technical challenges,

some of which are due to AI being analogous to a double-

edged sword; a technology that has or can have both favorable

and unfavorable consequences [A20]. These consequences are

paradoxical in nature, requiring a fundamental understanding

of the complex socio-technical setting, inclusive of who is

steering the AI, and for and against whom, allowing for an

enhanced understanding of the rationale behind its application.

III. THE PARADOXICAL NATURE OF AI

During the 9th International Conference on Ethics in

Biology, Engineering & Medicine in Florida in 2018, Jonathan

D. Moreno referred to AI as an “offset”, comparing it to a

handful of technologies, the first of which was the atomic

bomb itself [A21], [A22]. Some might believe that Moreno

was overstating the potential use and impact of AI, but increas-

ingly leading voices in the space have called for bans for

generative AI [A23], have signed petitions for a pause on

AI development [A24], and have suggested slower innovation

cycles to ensure we have safeguards for how we are deploying

AI [A25]. But if we are to consider Moreno’s analogy of AI

akin to an atomic bomb, what might well be the fallout if AI is

left unchecked [A26], especially in cybersecurity applications?

This question could and should be analyzed from a variety

of perspectives and at multiple levels to better understand the

risks associated with personal and local community-level secu-

rity, organizational security, and even national, supranational,

and international security [A27].

Whereas previously our technological systems were not

reliant on cyber-physical-social infrastructures, today there

are few human-made standalone systems that do not rely on

internetworking, are not interdependent, and are not highly

complex [A2]. Even a human as a complex living system

can now be imbued with external extensions dependent, for

example, on personal digital communications and data stor-

age capabilities in the form of a smartphone or smartwatch,

that have made the simple act of exchange- if not survival

itself- subject to vulnerabilities and cybersecurity breaches.

All these electronic interconnections between entities and their

assets are potential points of failure, posing risks that are

specific to a technological artifact such as an unexpected mal-

function, or external in the form of interceptions from an AI

bot. Such considerations and the challenges they present will

only become more intricate as the operational configurations

increase in complexity. An illustrative example of such com-

plexity is in the deployment of brain implants for non-medical

applications, and the potential use of other implantables in

soldiers [A28].

Reflecting on Alan M. Turing’s seminal contribution to ana-

lyzing the ‘Enigma’ Code, a basic cipher by today’s standards,

it enabled the development of Gordon Welchman’s Bombe at

Bletchley Park [A29] that could significantly reduce the work

done by human code-breakers during the war [A30]. The sit-

uation today is fundamentally different, and it is not realistic

to expect that a single system will be capable of responding

to different forms of AI attacks on cybersecurity. Indeed, one

must accept that the world is a far more complex place today,

no longer founded on slow machines operating in isolation

such as the Enigma but rather highly interconnected systems
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of far greater power and capability, potentially each operating

a unique flavor of AI.

This situation is only to become more challenging in the

future. Consider for example the concept of self-replication first

hypothesized by John von Neumann in 1948 [A31] and recently

demonstrated through the development of Xenobots, i.e., pro-

grammed engineered organisms [A32], [A33]. This approach

can be applied to self-replicating code in the form of AI that

can learn and change its behavior through every interaction. It

is worth reflecting on the limits to this kind of attack strategy,

and how and whether it is possible to defend against such

unknowns. While large language models (LLMs) have demon-

strated numerous applications in the context of generative AI,

it remains to be seen whether AI in cybersecurity will take on a

similar path, autonomously. Where once we had self-replicating

malware in the form of worms, self-contained programs that

would create copies of themselves without user intervention

utilizing networks to propagate onto other systems [A34], now

we are referring to something with the ability to change its own

state on execution. For every affirmative action AI can make

there are a host of negative potentialities. These include data

quality and bias concerns, privacy and content ownership con-

cerns, environmental concerns, explainability challenges and

unintended consequences [A34], [A35].

It seems no matter how we position AI, the very tech-

niques and methods that can be applied to create an application

with positive impact for humanity, can also be inverted, and

appropriated to produce negative outcomes. Supplementary to

scenarios of measured misapplication, are the unanticipated

use cases, secondary uses and implications that emerge when

a particular solution or service has been deployed. So, what

then? Do we go at it alone, nation state against nation state

to determine who can build the most sophisticated AI bots to

defend against and attack their neighbor’s critical infrastruc-

ture [A37]? Is it paradoxical to engage in the development of

offensive AI applications for cybersecurity, while simultane-

ously investing heavily in next generation AI for education,

safety, and care, with the purpose of building capacity among

our public servants, professionals, blue collar workers, under-

represented persons in the labor force, our students, and our

children [A38]? Will building improved technical approaches

to cyber-defense and offence suffice?

It is quite clear that the best formal methods alone

will not overcome the challenges relevant to cybersecurity.

Scenarios are extremely relevant here as we ponder on the

possibilities and the consequences of a given sequence of

events occurring [A39]. Having built infrastructure contingent

on the Internet, there is a responsibility to understand the

complex landscape of AI in cybersecurity and be skilled and

trained in planning for and developing a range of scenarios,

inclusive of potential adverse uses of AI in the cybersecurity

context. For example, it has been demonstrated that attack-

ers can perturb machine learning models, rendering them

to malfunction [A7]. As such, cybersecurity professionals

and other relevant community stakeholders must develop a

nuanced understanding of the paradoxical potential of AI in

the cybersecurity context, a prerequisite of which is develop-

ing an appreciation of the nature of present-day socio-technical

systems and their complex characteristics.

IV. ON INCREASED COMPLEXITY, INTERCONNECTEDNESS

AND SOPHISTICATION

The more complex our systems become [A40], the greater

the attack plane that can be targeted. A tit-for-tat, ‘catch

me if you can’ attitude, will only lead to greater exposures,

and misdirected cybersecurity attacks with mass-scale, even

global implications [A47]. Gamifying cybersecurity is not a

solution either, because what is at stake are people’s lives,

their livelihoods, their associations, and dependencies [A41].

Organizations that make substantial investments to maintain a

positive reputation, protecting customer data, raising capital,

hiring labor, also do not wish to be subjected to penetration

whether external or internal in nature. We need to discover

and address the root causes of cybersecurity issues, which

can only be achieved by exploring and analyzing the com-

plex socio-technical system within which AI in cybersecurity,

and the related challenges, exist. This does not require merely

taking into consideration national and organizational-level risk

assessment, but rather considering risk at the individual and

or household level. Geopolitical pressures at the national level

will have flow on effects, and governments must remain cog-

nizant that interferences by state and non-state actors on

critical infrastructure providers and major organizations, will

have a direct impact on individual citizens and their respec-

tive households and communities at large. This fragmentation

will require new architectures for international AI gover-

nance [A42]. Cybersecurity outages and exposures of any

kind can have a long-lasting effect on trust, both in state

and private-interest entity relationships, acting to destabilize

people’s mental models with respect to the competency and

assurances of providers [A43].

V. HUMANS IN THE LOOP

Within an environment open to destabilization, and factor-

ing in the multiplicity of scenarios, it is easy to assume that the

future of AI in cybersecurity is one void of human interven-

tion: an entirely autonomous vision. This is a consequential

misconception when discussing the potential of AI in cyber-

security. That is, a human can, and in most instances should,

be kept in the loop. Specialists must work with AI and keep

striving for its appropriate and optimal use, and not become

complacent or over-reliant on third party ML-based solutions.

External data sources can provide new sources of intelligence

with respect to the latest cybersecurity attacks, the develop-

ment of new information on the latest forms of attack, and the

construction of a customized cybersecurity knowledge reposi-

tory that can act as an aid to decision-making for risk managers

and security specialists [A44].

However, knowledge of the limitations and risks associated

with these sources should be incorporated into cybersecurity

strategies, and corresponding education and training programs.

Additionally, a reframing is required in terms of how we envis-

age and define the future of AI in cybersecurity, one in which

socio-technical considerations and an understanding of both

complexity and the paradoxical nature of AI in cybersecu-

rity are in the foreground. Simply put, AI can be utilized

for both defense and offence, depending on execution and
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operation; applying to use case scenarios targeting individ-

uals, organizations, and nation states. The takeaway here is

that we will always require skilled professionals in cybersecu-

rity and risk management, and increasingly a multidisciplinary,

even interdisciplinary, team where possible to account for the

paradoxical nature of AI. It should never be about scenarios

solely featuring AI vs AI alone, but rather an emphasis on the

human who is an informed security analyst to know how best

to utilize AI within a broader, complex socio-technical system

and context [A45]. It is therefore a necessity to be aware of

the required level of training and experience of a multiskilled

cybersecurity team [A46], made up of more than cybersecurity

computing professionals equipped with technical AI skills, as

this will dictate the success of an organization’s security func-

tion, and the relative impact on individuals, the organizations

themselves and society.

VI. CONCLUSION

Artificial intelligence is considered antithetical in that it can

impact the world simultaneously in positive and negative ways.

In the context of cybersecurity, this implies that AI can pro-

vide valuable tools to ensure public safety and at the same

time be used for harm. This contradiction creates complex

dynamics that cannot be resolved with simple solutions and

moreover if they remain unchecked, can potentially cause sig-

nificant harm. The increased complexity, interconnectedness

and sophistication that characterize these AI-enabled systems

may be interpreted as suggesting that humans may no longer

have a role in their operation, management, and control. Yet,

meaning-making still remains a uniquely human function and

for this reason humans must continue to be firmly embedded

in the decision-making process. In order to better understand

“AI in Cybersecurity” as elaborated upon in the subject mat-

ter of this Special Issue, this editorial presented the paradox:

too much AI in cybersecurity can increase vulnerability of a

complex socio-technical system, and not enough AI in cyber-

security can lead to dire circumstances in an organizational

or governmental setting. If we claim AI is the answer to our

cybersecurity woes then there is a lack of acknowledgment of

the detrimental risks that AI places on cybersecurity infras-

tructure, and if we say that AI is not the answer to at least

some of our problems, then there is limited to no recognition

that AI has altered the rules of engagement.
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