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Cyber attackers commonly operate in teams, which may process information collectively and thus, may be
best understood when the team is treated as the unit of analysis. Future research in Oppositional Human
Factors (OHF) should consider the impact of team-influencing and team-level biases and the impact that
defensive interventions have on team cognition in general. Existing measurement approaches using team
interactions may be well suited for studying red teams, and how OHF interventions impact cyber attackers.

INTRODUCTION

Cyber-attacks are a costly and increasingly prevalent
problem. Traditional defenses focus primarily on preventing or
detecting security breaches, mainly through technical solutions.
Recently, the cyber defense domain has been improved by
adding human factors research and engineering, which focuses
on the fit between the humans doing the work and technology,
further improving defender effectiveness (Gutzwiller et al.,
2015; Simonson et al., 2020). However, both are defender-
centered views. Oppositional Human Factors (OHF; Gutzwiller
et al., 2018), in contrast, proposes that cyber defense can also
be improved by selectively reversing human factors advice and
recommendations to create systems that disrupt the
performance of attackers. Examples of OHF include
implementing cyber and psychological deception (Ferguson-
Walter, Major, et al., 2019; Ferguson-Walter, Major, et al.,
2021) and inducing decision-making biases in cyber attackers
(Cranford et al., 2021; Ferguson-Walter et al., 2017).

OHF research has thus far focused on individuals
(Ferguson-Walter, Gutzwiller, et al., 2021). However,
malicious attackers (and red teamers) often work within teams.
Red teamers are groups of people brought together to attempt
to break into networks and hack systems and hardware and
report their findings as “good guys” to the tech owners so the
vulnerabilities can be fixed. Both malicious attackers and red
teamers, as teams, will possess their own dynamics which
cannot be fully understood by studying individuals in isolation
(Klein & Kozlowski, 2000; Mathieu & Luciano, 2019).
Therefore, we must extend understanding of OHF to the team
level to learn how to disrupt team actions.

This paper has two main aims. First, we explain and
explore why, in contrast to disrupting individual cognition,
different techniques and theories are required to disrupt cyber
attacker team cognition and provide some examples of OHF at
the team level. Second, we lay out the potential for the
application of interaction-based methods and measurements
(Cooke & Gorman, 2009) as a valuable approach to studying
the dynamics of cyber attacker teams. Interaction approaches
will, for example, help to study and augment the OHF defensive
arsenal with team-level OHF. Interaction-based measures of
team cognition can be adapted by researchers to aid
understanding of the impact of various interventions on teams
within experimental, and eventually real-world attacker
scenarios. The overall benefit will be to allow defenders to
measure if—and when—OHF techniques against attacker
teams are succeeding. These team-level measures can also
characterize red team behavior during capture the flag (CTF)

and penetration testing exercises, including interactions with
technology and teammates. Finally, these interaction-based
measures are often unobtrusive, and provide the potential for
real-time sensing in operational settings.

Cyber Attacker Team Cognition

A team is defined as “two or more individuals who have
specific roles and interact adaptively, interdependently, and
dynamically toward a common and valued goal” (Roberts et al.,
2021). The interactions of team members with one another and
with their technology result in emergent states and behaviors
that can be qualitatively different from the sum of individual
properties (Mathieu & Luciano, 2019). Team cognition
characterizes how teams perform team-level cognitive activities
such as planning, decision making, situation assessment, and
collective action. Team cognition is the cognitive activity that
occurs on the team level, and it plays an essential role in
effective teamwork and team performance (Cooke et al., 2013;
Mathieu et al., 2000). Team interaction (e.g., communication)
is an essential component of team cognition (Cooke et al., 2013)
and can provide an avenue to observe and measure it directly.
Research has explored aspects of team interaction and team
cognition in cyber defense teams (Buchler et al., 2018; Deline
et al., 2021; Granasen & Andersson, 2016; McNeese et al.,
2012; Rajivan & Cooke, 2018). However, there is a lack of
work specifically examining team cognition in cyber attackers.

There is a growing prevalence of organized cyber attackers
operating in teams (Bulanova-Hristova et al., 2016). The time
and space dependencies of cyber-attack teams vary, impacting
the nature of their interactions. Some attack teams may operate
synchronously, but others may work asynchronously or serially,
handing off tasks between individuals or groups. Similarly,
some attack teams may be collocated while others are
geographically distributed (Meyers et al., 2009). The variability
in cyber attacker team profiles can make it difficult to predict,
influence, or disrupt their behavior. A variety of methods using
different inputs may be necessary to understand their collective
behavior.

Many organizations utilize red teams composed of “white
hat” hackers who emulate cyber attackers, provide feedback,
and identify security weaknesses to improve the security
posture of the organization. Red teams have also been used to
understand potential attacker behaviors. Other approaches can
offer opportunities for understanding cyber attackers in action.
Some Capture-the-flag (CTF) exercises pit “red team” attackers
against “blue team” defenders in a game-like environment that
simulates certain aspects of cyber attacker—defender dynamics
(Buchler et al., 2018). Experimental settings further seek to
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remove some of the confounds inherent to CTF exercises while
still capturing the essence of hacker behavior (Ferguson-
Walter, Major, et al., 2019). These studies still tend to focus on
cyber defenders, while OHF research has examined cyber
attacker performance in realistic experimental settings, with a
focus on the role of cognitive biases that impact behavior by
disrupting attention and resulting in confirmation biases and
anchoring effects (Gutzwiller et al., 2018).

Team Cognitive Biases

Scaling OHF in the form of biases from the individual to
the team level is a multi-relational idea (see Figure 1).
Unfortunately, very little research exists on the impact of biases
within teams and at the team level. Additionally, how cognitive
biases scale from the individual to the team level is not clear,
and in many cases, inconsistent (Kerr et al., 1996).

Team Cognitive §
Biases & §

| — ’

Team-influencing Team-level bias
biases scale up emerges on the team
and influence the level through

team interactions

Individual

cognitive bias

impact individual

performance
The impact of team cognitive biases depends on the
context and team processes

Figure 1. The multilevel relationship between individual, team-influencing,
and team-level cognitive biases.

A cognitive bias is a systematic pattern of deviation from
rationality in thinking that impacts a person’s judgment or
decision-making. An example is the availability bias, through
which people assess that something is more likely or common
because it is more easily brought to mind (Tversky &
Kahneman, 1974). Traditionally, research has focused on
reducing biases and decision-making errors, but OHF research
examined the impact of biases on cyber attacker decision-
making, intending to disrupt cyber attacker performance by
inducing or intensifying biases that degrade attacker
performance. For example, individual red team hackers
operating as a team in a real network were found to show
preliminary evidence of multiple biases, including framing
effects, the sunk-cost bias, irrational escalation, illusion of
control, the take-the-best bias, confirmation bias, and
anchoring bias (Gutzwiller et al., 2018; Gutzwiller et al.,
2019). Because cyber attackers commonly operate within
teams, cognitive biases can cascade to impact the performance
of the rest of the team. For example, a cognitive bias may
influence a team member’s decision (perhaps, but not
necessarily, a leader), resulting in the team pursuing an
erroneous course of action together. This type of bias is referred
to in this work as a team-influencing bias (Figure 1). Other team
biases may manifest exclusively on the team level referred to
here as team-level biases (Figure 1; see Table 1 for examples).

Team-level biases are emergent from the interactions of
individuals and cannot exist on the individual level. For
example, the information pooling bias—in which people are
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more likely to share things everyone on the team knows and less
likely to share unique information available only to them—
must be described in terms that refer to at least two individuals.
Rajivan and Cooke (2018) found evidence that this team-level
bias degraded teamwork and reduced defender team
performance in a cybersecurity task, though the impact on
attacker teams remains to be seen.

Table 1. Examples of team-level cognitive biases

Team-level bias Definition

Information pooling ~ People in groups are more likely to share
information everyone already knows and neglect
unique information (Stasser & Titus, 1985)

The tendency to overestimate the degree of
similarity between self and others (Ross et al.,
1977)

When a collective phenomenon where group
members’ striving for unanimity overrides their
motivation to appraise alternative courses of action
(Janis, 1972)

The tendency for groups to continue to support a
course of action in a non-rational manner despite
evidence that it is failing (Jones & Roelofsma,
2000)

Attributing success to the in-group while
attributing in-group failure to an external factor
(Taylor & Doria, 1981)

Individuals are compelled to side with the group
opinion when faced with an obvious incorrect
response (Asch, 1952)

False consensus

Groupthink

Group escalation of
commitment

Group serving bias

Conformity bias

Despite a lack of research, an examination of transcripts
from a longitudinal study involving a 3-person cyber attacker
team in a realistic network penetration scenario seems to
provide evidence of team-level and team-influencing biases
(See Ferguson-Walter, Shade, et al., 2019 for details of the
study). Labeled transcripts of team-level communications
among the members (labeled A, B, and C) are provided below
with bolded explanation text accompanying.

Transcript Excerpt 1 from Ferguson-Walter, Shade, et al. (2019)

C: You want a printer?

A: Yes. By IP address, please, if possible.

[C provides A with 3 IP addresses, 2 of which are decoys]
[both decoys detect intrusion attempts.]

A: That did not work. Very disappointed. That is a very stable exploit. Very
well known. Very well documented. I really thought I had something
there...

[decoy exploit attempt detected]

B: That should have worked, right?

A: That'’s the default. I'm going to throw another SMB exploit at it.

B: Honeypot

A: It could be a honeypot. At least someone knows what they 're doing...

[decoy exploit attempt detected]

A: That exploit, the way that it spent so much time trying to stage, that
seemed very promising....

A: This is the same exploit, but the difference is the last time I tried it, I did
the reverse connection...

[decoy exploit attempt detected]
A: Yes, I will clumsily launch hundreds of exploits.

In the above example (Excerpt 1), the team is unaware that
decoys are present on the network, and as a result, false target
information was unknowingly passed from person C to person
A. This results in person A spending hours trying to exploit two
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(unexploitable) decoy targets, despite discussion that it was a
honeypot (i.e., decoy) with C, and evidence that the repeated
exploits were failing. This eventually culminated in the team
executing a very high-risk “hail Mary” exploit attempt. This
series of interactions provides an example of team-level
escalation of commitment (See Table 1) and team-influencing
confirmation bias (the tendency to interpret new evidence as
confirmation of one's existing beliefs or theories).

In another example (Excerpt 2), the team had been
deceptively informed that decoys were present in the exercise
when they actually were not. Here, the teammates appear
convinced (incorrectly) that the targets are decoys, resulting in
a strategy change.

Transcript Excerpt 2 from Ferguson-Walter, Shade, et al. (2019)

A: Yea, those are DNS servers. Yea, yea. Agree.

C: I am using mine to figure out a convention for your list. I don't know
what that is.

A: Yea, I think that, if I had to guess, it would be like a room, possibly like
a port number or something.

C: And then on your list, like when you see stuff like [random nouns]. I
could go one of two ways. I would either think that those are server names

A: Concur.
C: or I could think that they are phony.
A: Ok, so what you are saying is that they merit more.

C: Let's test. Pick a handful and try to decide if they look like honeypots or
if they look like real servers.

A: Ok. That sounds like a great idea. Let's follow that one.
C: Because we also have users.

A: Something else that I would like to do is at some point in time, let's run
a full-blown scan of our subnet and then let's look at what all is out there...

Person C has convinced A to work on trying to figure out
if the machines are decoys, taking the team off-track from their
actual goal to recon and exfiltrate. This is an example of the
propagation of misinformation leading to a disruption to the
team’s current strategy and an apparent loss of team situational
awareness. Team-level cognitive biases could be one of many
potential ways that cyber attacker team cognition is disrupted.

Team Cognition Breakdowns

Disrupting team cognition can take other forms aside from
decision-making biases. In particular, Wilson et al. (2007)
found that disruptions to coordination, communication, and
cooperation led to breakdowns in teamwork on the battlefield.
Other work also supports that disrupting lines of
communication within teams disrupts their effectiveness (Lane
et al.,, 2019). Research on human-machine teams operating
remotely piloted aircraft found poor team communications,
miscalibrated trust, and overly rigid coordination dynamics
resulted in poor responses to novel events (Grimm et al., 2018;
Johnson et al., 2021). Some disruptions or perturbations
initially impairs team performance but can also strengthen it
over the long run by increasing team adaptivity (Gorman et al.,
2010). A deeper understanding of teamwork within cyber-
attack teams could be utilized to disrupt the cyber-attack kill
chain (Hutchins et al., 2011) through the intentional disruption
of the building blocks of team cognition, such as
communication channels and team situation awareness.

Of course, though examples can be found, a more
systematic examination of cyber attacker team cognition is

needed. This requires methods and tools suited for capturing
team-level phenomena within the constraints of data collection
and analysis. Existing techniques for the analysis of team
interactions can be adapted to this end. We provide a path
forward concerning these measures in the next section.

INTERACTION-BASED MEASURES

Interaction-based measures are well suited for
understanding processes that rely on interdependent
coordination, and the transfer of information within the team
(Cooke & Gorman, 2009). Because most team biases and
breakdowns result from the propagation and synthesis of
information, affect, and social cues throughout a team and the
emergence of collective states and behaviors, we propose that
interaction-based measures can easily be adapted to the study
of team biases and team cognition breakdowns. However,
interaction measures vary in form, resource requirements,
inputs, and outputs. Determining which may be more useful is
something we attempt in the next section.

Interaction Data Collection

Interaction measures rely on event data generated by
interactions within teams, which can be quantitatively collected
and analyzed. Event data includes interactions between people
and technology, or interactions among teammates (Cooke &
Gorman, 2009). For example, this could be keystroke data,
actions in a network initiated with software, or attempts to
exploit decoys within a network (Ferguson-Walter, Major, et
al., 2021).

Human-human interactions in the form of
communications provide another valuable source of event data,
often mediated by technology in the cyber domain. Data
collection for face-to-face communication differ from
technology-mediated communications, but in either case the
data is multidimensional, and the collection and analysis
method depends on research goals, pragmatics of collection,
and resources for analysis. Communication analyses typically
focus on communication content, communication flow, or a
combination of both (Cooke & Gorman, 2009).

Content refers to what is talked about, whereas flow refers
to how information moves throughout a team, for instance by
characterizing who talks to who. Several studies use content
analysis to categorize words or messages according to meaning
(e.g., “request,” “update”). Some types of content analyses are
very labor-intensive, although some automated analysis
approaches do exist (Baker et al., 2021). It is more likely that
quick research benefits will come from studying
communications flow because it is easier to collect and analyze
by avoiding content analysis. Understanding flow still yields
important information about cyber teams, including some of the
team-level issues described previously, as it may help
understand or monitor the spread of ideas (e.g., measures of
communication distribution).

Interactions can be analyzed with both static analyses,
which do not preserve the structure of the communications over
time; and sequential or timing analyses, which in part do
(Cooke & Gorman, 2009; and see Table 2). In general,
sequential methods rely on the order of interactions whereas
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timing methods rely on the specific time of interactions. In the
following sections, we provide an overview of a few promising
static interaction measures that primarily use team
communications as inputs including distributions, social
networks, and Event Analysis of Systemic Teamwork (EAST).
Other promising sequential and timing approaches can be found
in Table 2.

Table 2. Example Team communication analysis techniques and references.

Content Flow Content + Flow

Static Word counts/ratios  Distributions, Event Analysis of
(Entin & Serfaty, Social networks  Systemic Teamwork
1999) (Wasserman & (Stanton et al., 2018)

Faust, 1994)

Sequential LSA Lag Coherence Relational Event  Sample Entropy of
(Gorman et al., Modeling (Gibson Speaker and Content

2004) etal., 2019) (Strang et al., 2012)
Timing Conceptual Recurrence Entropy phase

Recurrence Quantification transition detection

Analysis Analysis (Gorman (Wiltshire et al.,

(Tolston et al., et al., 2020) 2018)

2019)

Potential Applications

Communication Distributions. Communication distribution
is a static flow measure that describes how much each teammate
communicates relative to one another. These measures involve
calculating individual interaction quantities (e.g., seconds
talking per minute) and then typically aggregating them to
provide a team-level estimate of distribution. These analyses
are simple and may be useful in co-located teams when the
intended recipient is not easily determined. For disrupting cyber
teams, each member is a potential vector to disrupting a team;
but any methods here (such as biasing one member) usually rely
on that information making it to the team. Measures of
communication distribution then would help find both the most
‘talkative’ members, but also determining whether a
compromised member is actually communicating with the
team. In an analysis of the team communications collected by
Ferguson-Walter, Shade, et al. (2019), the more senior member
of the team communicated proportionally more during 3 of the
4 sessions and team communications became increasingly
heterogeneous over the course of the sessions.

Social networks. Social network analysis is another static
flow measure that can provide a deeper analysis of team
communication distributions and structural patterns, but
requires for each message that the senders and receivers be
known. In this analysis method, the network consists of nodes
representing entities (e.g., team members) and edges
representing relationships (e.g., interactions), which can be
directed (becoming arcs, if the sender is known) or undirected
(an interaction occurred but it is not clear who originated it).
Social network analysis provides several aggregation measures
that can characterize interactions at the individual and team
level (Wasserman & Faust, 1994). Whole-network measures
have been applied to understanding team effectiveness in
cybersecurity. For example, Buchler et al. (2018) found a
negative association between the connectedness of the whole
network’s face to face interactions and performance in a capture
the flag exercise.

Centralization is a specific set of network analysis measures
which reveals the relative dominance of one or a few nodes, and
has also been explored extensively in relation to team
performance (Katz et al., 2004), with some findings revealing
the impact of task load and complexity. For example, one study
found that surgical teams tended to have less centralized
communications when surgical task complexity was increased
(Barth et al., 2015). Therefore, measures of centralization may
help determine whether attempts to make the attackers’ tasks
more difficult (via OHF methods) are working, both from an
individual and a team perspective. Individual network metrics
(i.e., degree centrality) could also reveal highly central team
members who could serve as vectors to influence the team.
Other network-based approaches that used flow data, such as
Relational Event Modeling, can also provide insight into how
similar phenomena evolve over time (Gibson et al., 2019).

EAST. The Event Analysis of System Teamwork (EAST)
method is an extension of social network analysis which
combines flow and content to characterize system-level
information flow (Stanton et al., 2018). It has been used to
characterize collective cognitive activities in a variety of teams.
The outputs are social, information, and task networks which
can be used to characterize the propagation of information
throughout the team as snapshots in time. EAST is a promising
approach for characterizing breakdowns in team situation
awareness, and potentially for understanding how biased-laden
information passes through teams (e.g., Excerpt 2). EAST has
been applied to understanding team cognition in cyber defense
teams (Rajivan & Cooke, 2017). However, even the abbreviated
version of EAST using primarily communication transcripts
can be very labor-intensive to perform (Stanton, 2014).

Future Research

A number of questions remain for future research. Deep
understanding of how cyber-attack teams interact remains
limited. More research is needed to understand how cyber-
attack teams collaborate, and the potential avenues through
which their teamwork can be effectively disrupted. Future
studies should continue to explore the applications of OHF to
disrupting team cognition specifically, perhaps by intervening
to reduce team situation awareness or communication
capacities. Future work is also needed to decipher exactly what
specific characteristics of team communications (flow vs.
content) correspond to specific biases and breakdowns within
the content of their dynamics (static vs. sequential). Finally, in
both potential experimental and real-world applications, it will
be necessary to determine what sensors can be used to gather
team interaction data on more realistic adversaries.
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