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ABSTRACT

The problem of adapting models from a source domain us-
ing data from any target domain of interest has gained promi-
nence, thanks to the brittle generalization in deep neural net-
works. While several test-time adaptation techniques have
emerged, they typically rely on synthetic data augmentations
in cases of limited target data availability. In this paper, we
consider the challenging setting of single-shot adaptation and
explore the design of augmentation strategies. We argue that
augmentations utilized by existing methods are insufficient to
handle large distribution shifts, and hence propose a new ap-
proach SiSTA (Single-Shot Target Augmentations), which
first fine-tunes a generative model from the source domain
using a single-shot target, and then employs novel sampling
strategies for curating synthetic target data. Using experi-
ments with a state-of-the-art domain adaptation method, we
find that SiSTA produces improvements as high as 20% over
existing baselines under challenging shifts in face attribute
detection, and that it performs competitively to oracle models
obtained by training on a larger target dataset. Our codes can

be accessed at github.com/kowshikthopalli/SISTA.

Index TermsÐ generalization, domain adaptation, aug-

mentation, GANs, single-shot learning

1. INTRODUCTION

Despite producing high accuracies in the i.i.d. setting, deep

models are known to fail unpredictably under real-world dis-

tribution shifts (or domain shifts). Such failures can be po-

tentially mitigated by refining the model weights with data

from the target domain of interest. A large class of approaches

have been explored in this regard; popular examples include

source free domain adaptation (SFDA) [1] and test-time adap-

tation (TTA) [2]. Not surprisingly, the effectiveness of these

approaches can be significantly limited when sufficient target

data is not available. In this paper, we consider the extreme

scenario where only single-shot target data is accessible.

This work was performed under the auspices of the U.S. Department of

Energy by the Lawrence Livermore National Laboratory under Contract No.

DE-AC52-07NA27344 and supported by the LDRD Program under project

21-ERD-012. This was also partly supported by the Defense Advanced Re-

search Projects Agency (DARPA) under Grant HR00112290073.

Driven by the data scarcity challenge in practical settings,

data augmentation has emerged as a common fix for enabling

model adaptation even with limited data. For example, the

recently proposed MEMO [3] leverages pre-specified image

augmentations (e.g., Augmix [4]) to expand the limited tar-

get data and performs test-time adaptation. Note, the suc-

cess of such approaches directly hinges on how well the cho-

sen augmentation can represent the target data distribution,

and hence, in practice, different augmentation techniques may

lead to varying degrees of generalization.

With the goal of advancing test-time adaptation with

single-shot target data, we propose SiSTA a target domain-

aware augmentation technique to synthetically generate target

data, which can be used with any unsupervised domain adap-

tion method for improving model generalization. At its core,

our method relies on deep generative models, in particular

StyleGANv2 [5], for data synthesis. To this end, SiSTA first

adapts the source StyleGAN using a training strategy inspired

from [6], and subsequently employs novel activation pruning

strategies for sampling the target StyleGAN and curating a

synthetic target dataset. Finally, this unlabeled dataset is used

in conjunction with any SFDA method [7] to adapt source

classifiers. Using empirical studies with multiple face at-

tribute detection tasks and a variety of distribution shifts,

we show that SiSTA significantly outperforms existing ap-

proaches and that it performs competitively to oracle models

obtained by adapting with large target domain datasets.

2. BACKGROUND

Data augmentation has become an important tool for devel-

oping generalizable models, especially when operating in

limited data settings. It has been shown that data augmenta-

tion can improve both in-distribution and out-of-distribution

(OOD) accuracies [8]. Existing augmentations can be broadly

viewed in two categories - (i) pixel/geometric corruptions and

(ii) generative augmentations. The former category includes

strategies such as CutMix [9], Cutout [10], Augmix [4],

RandConv [11], mixup [12] and AutoAugment [13]. These

domain-agnostic methods are known to be insufficient to

achieve OOD generalization, especially under large domainIC
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Attribute: Smiling Attribute: Gender
Methods

Domain A Domain B Domain C Average Domain A Domain B Domain C Average

Source only 89.78 73.68 62.18 75.21 94.47 83.72 69.43 82.54

MEMO (AugMix) 89.34 71.76 59.43 73.51 94.04 82.45 58.51 78.33

MEMO (RandConv) 89.37 71.80 59.27 73.48 94.05 82.45 58.76 78.42

Ours (base) 84.80 82.53 83.29 83.54 94.73 87.52 89.44 90.56

Ours (prune-zero) 88.65 85.75 85.89 86.76 94.75 89.03 93.49 92.42

Ours (prune-rewind) 87.63 83.13 85.99 85.58 94.68 86.38 93.18 91.41

Oracle 92.34 87.92 88.80 89.69 96.91 92.13 95.42 94.82

Attribute: Arched Eyebrows Attribute: Mouth Slightly Open
Methods

Domain A Domain B Domain C Average Domain A Domain B Domain C Average

Source only 72.94 51.29 56.71 60.31 88.24 80.36 60.61 76.40

MEMO (AugMix) 72.72 51.23 56.38 60.11 88.22 80.30 60.60 76.37

MEMO (RandConv) 72.66 51.26 56.44 60.12 88.11 80.27 60.49 76.29

Ours (base) 76.39 73.57 65.37 71.78 91.07 82.49 69.84 81.13

Ours (prune-zero) 79.23 74.41 63.57 72.40 92.36 84.75 73.31 83.47

Ours (prune-rewind) 78.26 73.91 69.68 73.95 91.72 83.11 77.22 84.02

Oracle 81.85 72.94 80.09 78.29 92.94 88.39 87.78 89.70

Table 1. Domain-aware augmentation significantly improves generalization. We report the single-shot SFDA performance

(Accuracy %) across different face attribute detection tasks and domain shifts. SiSTA consistently improves upon MEMO

while also being competitive to the oracle. Through bold and underline formatting, we denote the top two performing methods.

shift, we used the PencilSketch technique in OpenCV with

σs = 40 and σr = 0.04; and (iii) Domain C: This challenging

domain shift was created by converting each color image to

grayscale, and then performing pixel-wise division with a

smoothed, inverted grayscale image. In our experiments, one

randomly chosen example from each target domain was used

for performing adaptation, and the performance on the entire

target set of 12, 000 images is reported. We consider 4 facial

attribute detection tasks: (i) Smiling (ii) Gender (iii) Arched

Eyebrows and (iv) Mouth Slightly Open.

Experiment Setup. (a) Source model training: To obtain

the source model Fs we fine-tune a Imagenet pre-trained

ResNet-50 with labeled source data. We use a learning rate

of 1e − 4, Adam optimizer and train for 30 epochs; (b)

StyleGAN fine-tuning: For Algorithm 1, we set N = 300;

(c) Synthetic data curation: In Algorithm 2, we set p = 20%

for prune-rewind and p = 50% for prune-zero strategies,

and generated 1000 samples in each case. Note, we experi-

mented by varying the size of D̄t (between 100 and 10, 000).

We found the performance to improve steadily until 1000

and no significant benefits were observed beyond 1000.; (d)

NRC SFDA training: For NRC, we set both neighborhood

and expanded neighborhood sizes at 5. Finally, we adapt Fs

using SGD with momentum of 0.9 and learning rate of 1e−3.

Baselines. In addition to the vanilla source-only baseline (no

adaptation), we perform comparisons to the recent MEMO [3]

technique - an online SFDA method which enforces predic-

tion consistency between a image and its augmented vari-

ants. In particular, we implement MEMO with two popular

augmentation strategies namely Augmix and RandConv [11].

Finally, we report the oracle performance i.e., NRC perfor-

mance when all 12000 unlabeled target data are available as

opposed to our single-shot setting.

Findings. From Table 1, it can be observed that, SiSTA pro-

duces an average improvement of ∼ 10% (across the three

domain shifts) compared to the source-only baseline as well

as the state-of-the-art MEMO. This improvement can be di-

rectly attributed to the efficacy of our generative augmenta-

tions, which can more effectively reflect the characteristics

of the target domain than the pre-specified augmentations.

While MEMO performs comparably to the source-only base-

line at mild domain shifts (Domain A), it fairs poorly under

severe shifts (Domain C). This clearly evidences the limita-

tion of pixel-level corruptions used by MEMO in handling

large domain shifts. Furthermore, with our approach, using

the proposed activation pruning strategies leads to consistent

improvements over the naÈıve sampling (base), due to the in-

creased diversity in the curated target dataset. Finally, despite

using only single-shot data, SiSTA performs competitively to

the oracle model obtained by using the entire target set (12K

samples) for adaptation (2%− 6% gaps on average).

5. CONCLUSION

In this paper, we explored the use of generative augmenta-

tions for test-time adaptation, when only a single-shot target

is available. Through a combination of StyleGAN fine-tuning

and novel sampling strategies, we were able to curate syn-

thetic target datasets that effectively reflect the characteristics

of any target domain. Our future work includes theoretically

understanding the behavior of different pruning techniques

and extending our approach beyond classifier adaptation.
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