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Abstract: This paper constructs and analyzes a boundary correction finite element method for the Stokes prob-
lem based on the Scott-Vogelius pair on Clough-Tocher splits. The velocity space consists of continuous piece-
wise polynomials of degree k, and the pressure space consists of piecewise polynomials of degree (k — 1) with-
out continuity constraints. A Lagrange multiplier space that consists of continuous piecewise polynomials with
respect to the boundary partition is introduced to enforce boundary conditions and to mitigate the lack of
pressure-robustness. We prove several inf-sup conditions, leading to the well-posedness of the method. In addi-
tion, we show that the method converges with optimal order and the velocity approximation is divergence-free.
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1 Introduction

Boundary correction methods are a broad class of unfitted finite element methods, i.e., methods in which the
computational mesh does not conform to the physical domain Q. In contrast to, e.g., isoparametric methods, in
which a domain is approximated via curved elements, boundary correction methods generally solve a PDE in a
polytopal interior domain and transfer boundary conditions in a way such that the scheme still maintains opti-
mal order convergence. This polytopal approximation is, in general, not an O(h?) approximation to the physical
domain and in particular, the polytope’s vertices are not necessarily on the boundary of Q. This approach can
be advantageous for, e.g., dynamic problems with moving boundaries, as remeshing is not needed at each time
step. Another feature of boundary correction methods, in contrast to other unfitted schemes, is the absence of
‘cut elements’ which may require special quadrature formula and algebraic stabilization. Boundary correction
methods were first introduced and analyzed nearly 50 years ago [7] for the Poisson problem, and the technique
has been improved and refined recently resulting in practical and robust implementations [2-4, 13, 28, 32] (see
also [8, 19] for variants).

In this article, we construct a boundary correction finite element method for the Stokes problem based on
the Scott-Vogelius pair on Clough-Tocher (or Alfeld) splits. The velocity approximation is sought in the space of
continuous piecewise polynomials of degree k (k > 2) whereas the pressure space is approximated by piecewise
polynomials of degree (k — 1) without continuity constraints. From their definitions, we see that the divergence
operator maps the velocity space into the pressure space, and therefore, the scheme yields divergence-free
velocity approximations. As far as we are aware this is the first H'-conforming divergence-free finite element
method for incompressible flow on unfitted meshes.

The construction and analysis of divergence-free methods is an active area of research, and many schemes
have been proposed [1, 16, 17, 20, 24, 38]. These schemes have several inherent advantages, e.g., exact conser-
vation laws for any mesh size and long-time stability [5, 12]. Another potential feature of these schemes, in the
case R is a polytope, is pressure-robustness; similar to the continuous setting, modifying the source term in the
Stokes problem by a gradient field only affects the pressure approximation. This invariance leads to a decoupling
in the velocity error, with abstract estimates independent of the viscosity. Thus, divergence-free schemes may
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be advantageous for high Reynold number flows and/or flows with large pressure gradients [27, 36, 37]. Most
of these divergence-free methods are applied to polytopal domains; notable exemptions are the isoparametric
method in [29], DG-type methods (e.g., [6, 25]), and isogeometric discretizations (e.g., [10, 14]).

Let us describe the scheme in more detail and briefly summarize the context of our results. The method
starts with a background mesh enveloping the domain &, and the computational mesh simply consists of those
elements fully contained in Q. The method is based on a standard Nitsche-based formulation, where the Dirich-
let boundary conditions are enforced via penalization. As the computational domain does not conform to 2,
boundary conditions are corrected via simple applications of Taylor’s theorem to reduce the inconsistency of
the scheme.

The procedure described so far is relatively standard for the Poisson problem (cf. [2—4, 7, 28]), but leads to
some pressing issues for the Stokes equations. First, because the computational domain explicitly depends on
the mesh parameter h, inf-sup stability of the Stokes pair is not immediately obvious. As explained in [18], the
standard proof of inf-sup stability in the continuous setting (which is needed for the discrete result) is based on
a decomposition of the computational domain into a finite number of strictly star shaped domains; the number
of star shaped domains is generally unbounded as h — 0. This problem can be circumvented with pressure-
stabilization [3, 28], but at the price of additional consistency errors and poor conservation properties. We ad-
dress this stability issue by carefully designing the computational mesh such that it inherits a macro element
structure and applying the framework developed in [18] for Stokes pairs on unfitted domains. Doing so, we
show that the resulting pair is uniformly stable on the unfitted domain with respect to the discretization pa-
rameter. As far as we are aware, this is the first uniform inf-sup stability result of a divergence-free Stokes pair
on unfitted meshes.

The second difficulty of a boundary correction method for the Stokes problem is its lack of pressure-
robustness, i.e., the discrete velocity approximation of these schemes depends on the irrotational part of the
source function. This feature leads to a pressure-dependent velocity error estimate that scales with the inverse
of the viscosity. The lack of pressure robustness is not due to the boundary correction per se, but rather due to
the weak enforcement of boundary conditions via penalization. In particular, a divergence-free method for the
Stokes problem with weak enforcement of the boundary conditions is not pressure robust. This stems from the
simple fact that divergence-free functions with non-zero normal boundary conditions are not L?-orthogonal
to gradients. We mitigate the lack of pressure robustness in the scheme by introducing an additional Lagrange
multiplier that enforces the boundary conditions of the normal component of the velocity. The Lagrange multi-
plier space consists of continuous piecewise polynomials of degree of k with respect to the boundary partition,
and the Lagrange multiplier is an approximation to the pressure (modulo an additive constant) restricted
to the computational boundary. The Lagrange multiplier ameliorates the lack of pressure robustness of the
method and leads to a weakly coupled velocity error estimate; the velocity error’s dependence on the viscosity
is compensated by a higher-order power of the discretization parameter h.

The rest of the paper is organized as follows. In the next section, we state the Stokes problem, the computa-
tional mesh, and the boundary transfer operator. In Section 3, we state the finite element method and show that
the scheme yields exactly divergence-free velocity approximations. Section 4 proves several inf-sup conditions
and the well-posedness of the method. In Section 5, we prove optimal order convergence provided the exact
solution is sufficiently smooth. Finally, in Section 6 we perform some numerical experiments which verify the
theoretical results, and give some concluding remarks in Section 7.

2 Preliminaries

For a two-dimensional bounded domain @ ¢ R%, we consider the Stokes problem

-vAu+Vp=f inQ (2.1a)
divu=0 in 2 (2.1b)
u=g on oQ (2.10)
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where v > 0 is the viscosity, assumed to be constant. For simplicity in the presentation, and without loss of
generality, we assume that g = 0. The extension to non-homogeneous boundary conditions is relatively straight-
forward [21].

We assume the domain has smooth boundary 02 with outward unit normal n. We denote by ¢ the signed
distance function of 92 such that ¢(x) < 0 for x € 2 and ¢(x) > 0 otherwise, so that n = V¢/|V¢| on Q. For
a positive number 7, denote by I's = {x € R? : |p(x)| < 7|} the tubular region around 8. By [15, Lem. 14.16],
there exists 7y > 0 such the closest point projection p : I'y, » 9Q is well defined and satisfies p(x) = x -
o0)n(p(x)) for all x € I';, (see [11]).

Let S ¢ R? be a polygon such that @ c S, and let 8, be a shape-regular simplicial triangulation of S. We
define the computational mesh as

Th:{TGShZ TCE}

Q= int(UTG% T) cQ

to be the associated domain. We denote by T5' the Clough-Tocher refinement of T, obtained by connecting the
vertices of each T € T}, to its barycenter. The set of boundary edges of 7}, which is also the set of boundary
edges of T¢, is denoted by 2. With an abuse of notation, for a piecewise smooth function q (with respect to £5),

we write
ds = / ds.
/whq > |a

zJe
ecé;

and set

We use ny, to denote the outward unit normal with respect to the computational boundary Qy,. For K € T¢,
we set hg = diam(K) and h = MaXy e ge hg. Likewise, for e € &8, we set h. = diam(e).

Remark 2.1. Denote by 8 the Clough-Tocher refinement of the background mesh 8. We emphasize that 75 ¢
8¢ however,
T4 {KeSy: KcQl)

In particular, J5" inherits the macro-element structure needed to prove the stability of the Scott—Vogelius pair.

2.1 Boundary transfer operator

The main component of boundary correction methods is a well-defined mapping M : 92, — 92 that assigns
each point on the computational boundary to physical one in order to ‘transfer’ the boundary information on
0Q to 02y,. With such a mapping in hand, we can define the transfer direction as

W) =M-Dx, xe€08y

and transfer length
600 = [000)]. (2.2)

Several choices of the mapping M and corresponding transfer directions have appeared in the literature.
A common choice (and arguably the most natural) is to take M to be the closest point projection, i.e., M = p.
In this case, assuming 2 approximates 2 well enough, the distance vector o defined above coincides (up to
a multiplicative constant) with the outward unit normal vector n of the original boundary 6Q. In particular,
there holds 2(x) = —p(X)n(p(x)) and §(x) = |@(x)|. Another common choice is to take the transfer direction
to be parallel to the outward unit normal of the computational boundary, i.e., 9/§ = ny. In this case, we have
8(x) > |p(x)| with possible large discrepancies between §(x) and |@(x)|, but it leads to a simpler implementation
in the numerical method.

In the definition and analysis of the method below, we do not explicitly define the mapping M; rather,
our main requirement for the mapping M is to satisfy the assumption (A) below. In particular, and similar to
[2-4, 7,11, 32], the stability and convergence analysis only assumes that the transfer distance §(x) is sufficiently
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small relative to the mesh parameter h. In the numerical experiments provided in Section 6, we take M to be
an approximation to the closest point projection.
Set d =0/6, and for x € 0Q;, define the boundary transfer operator

K1 9ty
(Spv)(X) = ,Zo: ﬁ(a(x))fﬁ(x).

Note that (S,v)(x) is the k™-order Taylor expansion of the function v.

Remark 2.2. Throughout this paper, the constants C and ¢ (with or without subscripts) denote some positive
constants that are independent of the mesh parameter h and the viscosity that may change values at each oc-
currence.

3 A divergence-free finite element method

For D c RZ, denote by Ps(D) the space of polynomials of degree < s with domain D. Analogous vector-valued
spaces are denoted in boldface. For k > 2, we define the corresponding Scott—Vogelius finite element pair with
respect to the Clough-Tocher triangulation T%":

Vi = {veHl(Qh): vk € Pr(K) VK € T§, (v-nh)ds=0}

o2y
On = {q € LA@p) : qlk € Pra(K) VK € 7,?}
and the analogous spaces with boundary conditions
Vi= Vi NHy(@p),  Qn = QN L§(Qy).

We further introduce a Lagrange multiplier space

Xp = {[.l € C(0R2p): Ule € Prle) Ve 8%}

5(h={yeXh:/ yds=0}.
22,

and its variant,

We define the bilinear form

ou ov
a(u,v):v(/ Vu:Vvdx—/ —-vds+/ — - (S,uw)ds
" Jay, 2@, OMn 0g, 9Ny h
o
+ Z h—e(Shu)'(Shv)ds (3.1

ecer”®
where ¢ > 0 is a penalty parameter.

Remark 3.1. The bilinear form a(:, -) is based on a standard ‘Nitsche bilinear form’ associated with the Laplace
operator, but with boundary correction to improve the consistency of the scheme (cf. Lemma 5.1). In particular, if
the boundary correction operator Sy in (3.1) is replaced with the identity operator, then we recover the Nitsche
bilinear form [30, 35]. Note that the bilinear form is based on a non-symmetric version of Nitsche’s method
due to the positive sign in front of the third term in the bilinear form a(;, -). However, boundary correction
methods based on the symmetric version of Nitsche’s method still yield a non-symmetric bilinear form [7, 28].
The non-symmetric version allows less restrictions on the penalty parameter o to ensure stability. In particular,
Lemma 4.3 below shows the bilinear form ay(;, ) is coercive on V}, for any ¢ > 0.
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We define two bilinear forms associated with the continuity equations, one without and one with boundary
correction:

bpy(v,(q, ) =- [ (divv)gdx + (v-npuds
2 o2y

by, (q, ) =- | (divv)qdx+ ((Spv) - npuds.
R TN

We consider the method of finding (uy, pp, An) € Vj x Oy, x X, such that

ah(uh, V) + bh(V, (ph, Ah)) = f ‘vdx Vve Vh (32&)
Qy

bj,(uy, (q, 1) = 0 v(q, ) € O x Xy (3.2b)

Remark 3.2. The zero mean-value constant defined in the Lagrange multiplier space X, mods out constants,
and is due to the condition |, 0, (V1) ds = 0in the definition of the discrete velocity space V},. If this constraint
is not imposed in the Lagrange multiplier space, then in general (3.2) is ill-posed since

bh(v, (0, 1)=0 Vve Vh'

On the other hand, the constraint |, o (v-np)ds = 0Oisneeded to ensure that method (3.2) yields a divergence-free
solution, as the next lemma shows.

Lemma 3.1 (divergence-free property). If (y, py, An) € Vi, x Qp x X, satisfies (3.2), then divuy, = 0 in 2y,

Proof. The definition of the Stokes pair V}, x (0, shows divuy € Q. Then, letting q = div u; and g = 0in (3.2b)
yields
0 = b (uy, div uy, 0)) = =|div uy|[f2q,)-

Thus, div uy, = 0. O

4 Stability and continuity estimates

In our stability and convergence analysis, we make an assumption regarding the distance between the PDE
domain Q and the computational domain Q. To state this assumption, we define for a boundary edge e Eﬁ ,

Se = max 6(x).
xee

We make the assumption

gr;eg holse <cs<1 forcg sufficiently small. (A)

h

Remark 4.1. Assumption (A) essentially states that the distance between 02 and 02, is of order h, i.e., § = O(h)
with (hidden) constant sufficiently small. Similar assumptions, in the context of boundary correction methods,
are made in, e.g., [2, 3, 7, 28, 31]. As explained in [2, Rem. 3], the condition can be satisfied in practice by shift-
ing the location of the nodes on the computational boundary along the direction n. On the other hand, while
assumption (A) is crucially used in the stability analysis (cf. Lemma 4.3 and Theorem 4.2), the numerical ex-
periments presented in Section 6 indicate that the smallness assumption of ¢s can be relaxed, and a shifting of
nodes on the computational boundary is not needed to ensure stability.
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We define three H'-type norms on Vj, + H"1(Q):

2 _ 2 -1 2
VIl = VY[, * D e IShVIzz)

eeEf
2 _ 2 -1 2
VI = IVVII * D He' IVIZae)
eeEﬁ
2 _ 2 2
VI = 1VIE+ D Rel| VY[ 7.

eced
In addition, we define a H™2-type norm on the Lagrange multiplier space X},

2 2
2o =Y helltllZze-

eced
Finally, we define the norm on O, x X;, as

1€q, I = 1191 2@,y * l14ll-1/2,h-

Lemma 4.1. Assuming (A), there holds for allv € Vp,

Z het(|Spv - VHLZ(e) CC&HVVHLZ(Q,J
ecé?

> e ISavlizae < ClIVILA- 4.1
eces

In particular; || - ||p, || - l|1,n, and ||| - ||| are equivalent on V.

Proof. By trace and inverse inequalities, the shape-regularity of 7, and (A), there holds for e € Eﬁ ,
_ -9y L . )
hel/lc‘?lz’\ﬁfds < C8IN Vv ia,y < CZIVVITag,y  G=1.2,....k “.2)
e

where T, € T}, satisfies e C dT. The estimate (4.2) implies the first inequality in (4.1). The estimate (4.2) also
implies the second inequality in (4.1) since

k
SRSk < ¢ S0 S k! / 672 d]|2ds ClIvi

eced ecel j=0

The second inequality in (4.1) immediately yields ||v||, < C||v||; . Moreover, standard arguments involving
the trace and inverse inequalities show ||v||; < [[V|In < C||V]|, on V. Thus, to complete the proof, it suffices to
show [[v][,n < Cl[V[[p.

To this end, we once again use (4.2) to obtain

Z he! HVHLZ(e) 2 Z he! HshV”LZ(e) *+2 Z he' | Sy - VHLZ(e)

eces ecél ecél
<23 WS+ € Y hJZ / Rgkad s
ecel ecel

) 2 2
<2 Z he [IShvllz2ee) * CIVVII12(0,)-
ecel

This inequality implies |[v||; , < C||V]|5. O
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4.1 Continuity and coercivity estimates of bilinear forms

Lemma 4.2. Assuming (A), there holds

ap v, w)| < A+ WV|IV[allwlln Vv, w e Vi + H Q) (4.3)

1br(v, (q, )| < C||vl|1,nll(g, W] Vg, ) € Qp x Xy, (4.4)

Ibr(v, (g, W) = b(v, (q, )| < Ccs[|vlixpllq, W VeV, Yg,u e QpxXy (4.5)
b5, (q, )] < CA+c)V]alllq wI| g, 1) € Qp x Xp. 4.6)

Proof. The proof of the continuity estimate of (4.3) is given in [3, Prop. 2] (with superficial modifications). The
continuity estimate of by (-, -) (4.4) follows directly from the Cauchy-Schwarz inequality.
This third estimate (4.5) follows from the definition of the forms, the Cauchy-Schwarz inequality, and (4.1):

v, (@, -0, @ = | [ (@ pw)-my)uds]
e

eced

1/2
-1 2
< (X RV Swvlie) Il

eced
< Ces|[ Vil nllpll-12,n-
The estimate (4.6) follows from the estimates (4.4) and (4.5) using the triangle inequality. O
Lemma 4.3. Suppose that assumption (A) is satisfied for cs sufficiently small. Then there holds,
c1v|\v|\1 n<ap(v,v) Yv eV,
for ¢, > 0 independent of h and v, and for any positive penalty parameter ¢ > 0.

Proof. By definition of the bilinear form ay(:, "),

ov
ap(v,v) =v (I\Vvlliz(gh) * Zeegg (/ an. Snv-v)ds+ e HShVHLZ(e))) :
h e

A discrete trace inequality with (4.1) yields

‘ZeeeB/anh (S - v)ds

< Ces[| VY72 g, 4.7
Thus, we find
g
ap(v,v) > v ((1 - Ceo)[ VIt * D _,epn E|\shv\|%2(e)> Cvl[vii > Cvlvi
h

for c4 sufficiently small and for o > 0. O

Remark 4.2. The smallness of c¢5 in Lemma 4.3 depends on the constant C in estimate (4.7), which itself depends
on estimate (4.1) and discrete trace inequalities. The discrete trace and inverse estimates found in [22, 33], yield

the explicit estimate
1 _ k k-1 (k+ 1)k +2)
Cs < CT s CT = \/( E j1 | |£=k—j+1 Cg) f (48)

to ensure the coercivity of a,. Here, C, > 0 is the maximum eigenvalue of a matrix defined in [33, Sect. 3], which
numerically scales as O(¢*). Details of the estimate (4.8) are found in Appendix A.

4.2 Inf-sup stability, I

In this section we prove the discrete inf-sup (LBB) condition for the Stokes pair V}, x 0, with stability con-
stants independent of h. In the case of a fixed polygonal domain, the LBB stability for this pair is well-known
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(cf. [1, 16, 34]); however, the extension of these results to the unfitted domain £, is not immediate. In particular,
the proofs in [1, 16, 34] (directly or indirectly) rely on the Necas inequality:

Jg, (divv)gdx
allqllizey < sup ”th vq € L§(Qp)
veHL(@QW\ {0} LX(Qn)

for some ¢, > 0 depending on the domain Q. As explained in [18], itis unclear if the constant ¢j, in this inequality
is independent of h.

Our approach is to combine the local stability of the Scott—Vogelius pair with the stability of the P x P._,
pair. For a (macro) element T € T, we define the local spaces with boundary conditions

Vo(T) = {v e HY(T): v|x € Pp(K) VKC T, K € T5'}
Qu(D) ={q e LXD) : qlx € Pxa(K) VKC T, K € T5'Y.
We state a local surjectivity of the divergence operator acting on these spaces. The proofis found, e.g., in [16].

Lemma 4.4. For every q € Qo(T), there exists v € Vy(T) such that divv = q and ||VV| 2y < B}1||q||L2(T). Here,
the constant St > 0 depends only on the shape-regularity of T.

Next, we state the recent stability result of the P x P,_, pair on unfitted domains (cf. [18, Thm. 1, Sect. 6.3,
Rem. 1]).

Lemma 4.5. Define the space of piecewise polynomials of degree (k — 2) with respect to the mesh Tj:
Yi={qecLiQp: qlr € Pro(T) VT € Ty} C Oy
There exist By > 0 and hy > 0 such that for h < hy, there holds

* (divv)qdx
sup 7‘]9" 1

> Bollqllzey Y4 € Vi
vef/h\{o} HVVHLZ(.Q;,) @

Combining Lemmas 4.4-4.5 yields the following stability result for the ¥, x O}, Stokes pair.

Lemma 4.6. There exists 1 > 0 independent of h such that
(divv)qdx
sup 7&2’1 1

> Billqllizy  ¥q € On
VEf/h\{O} HVVHLZ(Qh) n)

for h < hy.

Proof. We combine Lemmas 4.4-4.5 with the arguments in [1, 16, 34].

Let g € Oy, and let § € ¥}, be its piecewise average, i.e., g7 = |T|™ Jrqdxforall T € T,. We then have
(q-9)|1 € Qo(T)forall T € Ty, and therefore, by Lemma 4.4, there exists vy 7 € Vo(T)suchthatdivv, r = (¢-Q)|r
and ||V 2y < B‘Tll\qHLzm. Defining v; € V}, by v4|7 = vy ¢ for all T € T}, we have div vy = (¢ - q) in &;, and
IVV1llz20y < B9 - Q12> Where B+ = mingc, Br.

With this result, and by Lemma 4.5, we conclude

J; o (divv)q dx

Bollqllzz < SUp oo
" VG‘D/;,\{O} HVVHLZ(.Q;,)

Jo, (divv)qdx _
< sup TVT + 114 = qllz2ep
vev\{o} L@
Jo,(divv)gdx

<@ +[3:1) sup ————.
VEf’h\{O} va”Lz(Qh)

Thus,

_ _ a4 _ Jo (divv)qdx
a2, < 19 = llz2e, * 112, < ( gt /3*1)) sup STFVT
ve v\ {0} Lr@w

Setting By = (B + By (1 + B;l))_1 completes the proof. O
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4.3 Inf-sup stability, II

The following lemma proves inf-sup stability for the Lagrange multiplier part of the bilinear form b, -).
Lemma 4.7. Assume the triangulation T}, is quasi-uniform. Then there holds

(v-nyuds
sup faszh nt

> Bollullyzn Vo€ Xy 4.9
vev,\{0} Vi1,

for some B, > 0 independent of h.

Proof. We label the boundary edges as {e;}\Y; = €}, and denote the boundary vertices by {a;}\; = V;, labeled
such that e; has vertices a; and aj;.q, with the convention that ay.; = a;. For a boundary edge e ¢ Ef{, let
Mj = {mj}]’-i'l1 denote the canonical interior degrees of freedom on the edge e, and set M7, = |, e Mj. Let n;
be the normal vector of 92, restricted to the edge e;, and let ¢; be the tangent vector obtained by rotating n; 90
degrees clockwise. Without loss of generality, we assume that ¢; is parallel to a;.1 - a;. We further denote by Vﬁ
the set of boundary corner vertices, i.e., if a; € VE then the outward unit normals n;,n;q of the edges touching
a; are linearly independent. The set of flat boundary vertices are defined as Vﬁ = Vﬁ \Vg. Note that n; = n;
and t; = ;4 for a; € V¥,

We let h; € X, denote the continuous, piecewise linear polynomial with respect to the partition 81,3 satisfy-
ing hy(a;) = (hey, + he))/2. Given u € Xy, we let Py (hyu) € X), be the L%-projection of hyu, i.e.,

/ Pp(hu)seds = hipseds Vi € Xp.
02 02y

We then define v € V}, by the conditions

(v - ny)(a)) = Pp(hu)(a)), (v-nj)(ay) = Pp(hyp)(a)  Va; € v
(v - nj)ay) = Pr(hyu)(a)), (w-t)a)=0 va; € Vi (4.10)
- nj)(mj) = Ph(hl,u)(mj), - tj)(mj) =0 vm; € Mﬁ Ve € 82.

All other (Lagrange) degrees of freedom of v are set to zero.

Since (v - nj = Pp(hr))le; is a polynomial of degree k on each e; € 8’5, and v n; = Py(hyu) at (k +1) distinct
points on e;, we have v - nj = Pp(hyu)|e; = 0. Thus by shape regularity,

(v-nh)yds=/ ph(h,y)yds=/ hyu? ds > Cllu| 2z . @.11)
YN 29y o9y

It remains to show that ||v||; , < C||u||-1/2,» to complete the proof.
For K € T¢, let V&, V¢, V&, MZ be the sets of elements in VB, V¢, VE, M2 contained in K, respectively. By a
standard scaling argument and (4.10), we get for m = 0, 1:

2 2-2 2
VllFmg <€ > he M vicy)
GeVEUME

— 2-2. 2 2-2 2
=C (Zajev,g he, “"|v(a))|” + chevﬁumg he 2™ Py(hyu)(c)| ) . (4.12)

Claim: |v(a))| < C|Py(hyp)(ay)| for all a; € V¢, where C > 0 is uniformly bounded and independent of h,
n;, and n;_q.

Proof of the claim. Assume that V$ is non-empty for otherwise the proof is trivial. For a; € V¢, we write
v(a;) in terms of the basis {t;, t;- }, use (4.10), and apply some elementary vector identities:

1
v(ay) = toon (v-n)ajtj-q + — ™ (v - njq)(a)t;
= Ph(h,y)(a-)( LENP t-)
7 tj—l'nj ] tj'nj—l ]

ti—t._
- ph(hzu)(aj)(ﬁ). 4.13)
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We now show that |(¢; - ¢-1)/(¢; - nj-1)| is bounded. Write ¢; = (cos(ﬁ‘), sin(ﬁ-))T with ﬁj_l, ﬁj € [-m, m], so that

tj—tiq _ (cos(d)) - cos(dj-), sm(é‘) sin(d;- 1))T

t-njq sin(d; - 9j-1)
Since
_ (cosd;-cosdiq,sind; -sind )T . (-sind;, cosI)T )
lim J )1 J IV = lim — % = (-sin 9.y, cos 94)”
9~ sin (19j - 19]-_1) 994 COS (19]- - b‘j_l)

and due to the shape regularity of the mesh, we conclude |(¢; - t;_1)/(¢; - nj-1)| is bounded in the case |¢;-n;1| <
1, in particular, for ‘nearly flat boundary vertices’. Therefore, |(¢; - t;-1)/(¢; - nj-1)| < C on shape-regular trian-
gulations for some C > 0 independent of h and {n;_1, n;}. With (4.13), this yields |v(a;)| < C|Pp(h;u)(a;)]| for all
a; € V}}, which concludes the proof of the claim.

Applying the claim to (4.12) and a scaling argument yields

2-2 2 1-2 2

VilEmg <C > WPy <€ Y- R PRy fage-
geVEuUME eegﬁ
ajEEZajEV}Eé

Therefore, by an inverse inequality and shape-regularity of T¢¢,

2 2 1,2
IVIER = 19V Iz * 3 7o 1VIze

ecé?
<IVVlixey * € Y M IVIFw < € D ket |IPh(rr)[Faqe)-
KeTgt ecel

Finally, using the L2-stability of P, (h;u) and the quasi-uniform assumption, we have

Ivifr<C Z het | P (i) 72¢e)

eces
< Ch [Py F2a0,) < CHH it F200,) < ClllPyon- (4.19)
Combining this estimate with (4.11) yields the desired inf-sup condition (4.9). O

Remark 4.3. The proof of Lemma4.7, and in particular the proof of the claim, relies on the continuity properties
of the Lagrange multiplier space at nearly flat corner vertices.

4.4 Main stability estimates

Combining Lemmas 4.6 and 4.7 yields inf-sup stability for the bilinear form by (-, -). We also show that this result
implies inf-sup stability for the bilinear form with boundary correction bj(;, ).

Theorem 4.1. Assume Ty, is quasi-uniform. Then there exists § > 0 depending only on B, and B, such that

b ) )
Blgw|< sup 22%@W)

v(q, 1) € Oy x X, (4.15)
vevingoy  VIln

Proof. We use Lemmas 4.6 and 4.7 and follow the arguments in [23, Thm. 3.1].
Fix (q, u) € Qp, x Xj. The statement (4.9) implies the existence of v, € V), such that ||v, lin < 1and

| w2 muds > Ballll-yo
1o
By Lemma 4.6, there exists v, € V), satisfying IVvillr2, = Ivill1,n < 1and

i (divvy)q > B1llqllr2 -
h
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Set v = cv; + v, for some ¢ > 0, so that ||v||;, < (1+¢),and

‘/ (divv)qdx = cBillqliz2e,) ~ 141V Vallz2o,) 1]l L20y)
Qp

= cPallqllr2e, — \/E”VVZHLZ(Q;[)”q”LZ(Qh)
> cBallqllzz, = V20V2llpllgllzze,

= (¢B1 = V2)lqll 20y

Due to v |sg, = 0, we have

W-npuds= [ (vy-npuds > Bollifl-12,n-
082y 08y
Therefore,
b, (q, 1)) > (cB1 = V2)1qllz2, * B2llttll-172,n
> @+ o™ ((cBr = V2) 4l * Bolltll-vn) IVl
We now choose ¢ > 0 sufficiently large to obtain the desired result. O

Corollary 4.1. Provided assumption (A) is satisfied and the mesh T is quasi-uniform, there exists S, > 0 inde-
pendent of h such that there holds

by (v, (q, 1)
Bel@w| < sup -—n dED

V(g w) € O x X, (4.16)
vevingoy  IVllan

Proof. Combining Theorem 4.1 and Lemma 4.2, we have

bé(v, (q,
Blgw|< sup 2@

+Cesll(q I Vg, € Qpx Xy
vev{or  Vlln

This result implies (4.16) for cs sufficiently small with . = - Ccg. O

Theorem 4.2. Let (uy, pp, Ap) € Vi % OnxXp, satisfy (3.2). Then, provided cs in assumption (A) is sufficiently small
and the mesh T}, is quasi-uniform, there holds

Viuplla,n + 1@r AN < ClIfll-1,n (4.17)

where ||[f||-1,n = SUP,cy,\ {0 th f - vdx/||v||y,n. Consequently, there exists a unique solution to (3.2).
Proof. Setting v = uy, in (3.2a), (q, 1) = (pp, Ap) in (3.2b), and subtracting the resulting expressions yields
ah(uh,uh)=/ f'uh dX+/ ((Shuh—uh)-nh)/lh ds.
[ a9y
We apply the coercivity result in Lemma 4.3, the Cauchy-Schwarz inequality, and (4.1) to get
ver|[upllfp < I ll-vnlltnlln + CesllwnllallAnll-12,n- (4.18)
On the other hand, we use inf-sup stability (4.15) to conclude

by (v, (py, A
Bl Al g < sup  2nlPrAn)
vevinfoy  VliLn

thf ‘vdx - ap(up, v)

< Su
S ek Vi
veV,\{0} ,

Using the continuity estimate (4.3) gets
BliAnll-1/2,n < BIl@n, AR < [Ifll-1,n + CA+ O)V[[up ||, (4.19)
Inserting this estimate into (4.18), we obtain
v(er = CesB 1+ 0)||uplln < 1+ CesBOIF-1p-

Thus, ||up|l;n < vl [|l-1,n for cs sufficiently small. This, combined with (4.19), yields the desired stability
result (4.17). O



116 =—— H.Liu, M. Neilan, M. B. Otus, Divergence-free FEM with boundary correction DE GRUYTER

5 Convergence analysis

In this section, we show that the solution to the finite element method (3.2) converges with optimal order pro-
vided the exact solution is sufficiently smooth. Throughout this section, we assume that the hypotheses of The-
orem 4.2 are satisfied, i.e., assumption A is satisfied and the mesh T}, is quasi-uniform.

5.1 Consistency estimates

Notice that since we assume homogeneous Dirichlet boundary condition on 0%, there holds S,u + R,u = 0,
where Rpu is the Taylor remainder. The following lemma bounds the boundary correction operator acting on
the exact velocity function. The result is essentially an estimate on R,u and follows from similar arguments
in [4, Prop. 3] (see also [7]). For this reason, we just give a sketch of the proof in Appendix B.

Lemma 5.1. For any u € H*''(Q) N H}(Q), there holds

3 h;1/|8hu|2ds < Ch™ ) 0.
e

B
ecéy

Lemma 5.2. There holds for all u € H*"'(Q) n H}(Q),
‘ - v/ Au-vdx - ap(u, v)‘ < thk||u||Hk+1(Q)\|v\|1,h YV € Vp. (5.1)
Qp

Ifdivu = 0in &, then
b (w, (q, )| < Ch¥|[ul| s gyll(q, | ¥(q, ) € O x Xy

Proof. We integrate-by-parts to write

_ ov g .
’ v/QhAu vdx ah(u’v)’_v‘zeeeﬁ/eTnh (Shu)ds+zeeggh—e/e(shu) (Shv)ds’.

Next, we estimate the two terms on the right hand side of the above equality by using the Cauchy-Schwarz
inequality, trace and inverse inequalities, along with Lemmas 4.1 and 5.1 as follows:

’Zeegg/e:—,:l-(shu)ds’ < (Zeesﬁ he/e‘%|2ds>l/z(zeesg h;l/e|8hu|2ds)1/2
< CRM|[ull e g1V,
and
o } 1/2 _ 12
‘Zeeegm/e(sh“)'(sh")ds’ <a(ze€8€ hel/e|8hu|zds) (Zeegﬁ hel/e|8hv|zds)
< Ch¥|[ul| g gy [V 1, -

Thus, the first estimate (5.1) holds.
Similarly, another use of the Cauchy-Schwarz inequality with Lemma 5.1 yields

b @) = |3, [ S muds] < CR ol

and this completes the proof. O
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5.2 Approximation properties of the kernel

We define the discrete kernel as
Zy={veVy: biw,(quw) =0 Yqw e QyxXy}.

Note thatif v € Zj, then divv = 0 in , (cf. Lemma 3.1), and

(Spv) - npuds =0  Vu € X, (5.2)
aQn

In this section, we show that the kernel Z; has optimal order approximation properties with respect to
divergence-free smooth functions. To this end, we define the orthogonal complement of Z; as

Zy ={veVy: h,wyi=0 Ywe Z}
where (,, ) j, is the inner product on V}, that induces the norm || - {1 p.

Lemma 5.3. There holds

¢(w, (q, W)
Belwlip< — sup  nDED

vw e Zj.
@wedwdn oy @Ml

Proof. The result immediately follows from Corollary 4.1 and standard results in mixed finite element theory
(cf. [9, Lem. 12.5.10]). O

The following theorem states the approximation properties of the discrete kernel.

Theorem 5.1. For any u € H*''(Q) n H}(Q) with div u = 0, there holds

. k
Jnf [l = wlly < CH o) (5.3)

Proof. Letv € Vj be arbitrary. By Lemma 5.3, there exists y € Z,f such that

bi(y, (q, w) = bsu-v,(q, 1)) V(g w € O x X,

and |[y|l1n < CB||u - V||1,n, where C > 0 is the continuity constant of the bilinear form b, (cf. (4.6)). We then
let z € Zj satisfy
bj(z,(q, W) = ~bj(w,(q, ) ¥(q, @) € Qp x Xp.

Thenw =v+y+z e Z,, and

[u=-wlin < lw=viga * [Ylln * 12l
-1
S @+ CBe)[u=vllyp * [|Z][1,p-

By Lemmas 5.3 and 5.2,

bé(u,(q, )
Belzlip<  sup S DED

< ChM)|u i g
@pedpin oy @Il

and so, by Lemma 4.1,

llw=wlln < lllw=vlln+Cllv=wlyn < C(llu=vli +[lu-wly)

NN

- k
Ct+ B (= viln+ = vy n+ h¥[ullgerg) ¥V € Vi

Taking v to be the nodal interpolant of u, we obtain the desired result. O
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Theorem 5.2. Suppose that the solution to (2.1) has regularity (u, p) € H*'(Q) n H}(Q) x H*(Q). Furthermore,
without loss of generality, assume that p|g, € L%(.Qh). Then,

= upllgp < CR" [0l gergy + v inf [p = ptll-1y2,n) (5.4a)
UEX
~Prllixey < HeQ) * ~tll-yzn+ L D= qallzze :
P = Pl < COR u| +inf [Ip - plqpn+ Inf [P - qnllLe) (5.4b)
HEXy qr<€Qn
o k .
D = Anll-1/2,p < C(Vh (1wl e o) + ylgh 1P = ttll-1/2,1) (5.40)
where p :=p - @ Jog, P ds. In particular; if p € H k1(Q) there holds

=l < C(R* | gy + v [P o) (5.5)

k k
P = Phllrzey < C(Vh [l gy + h HPHH‘((Q)) (5.5b)

) k k+
1B = Anll-aj2,n < C(VRY [ reroy + R 1||P|\Hk+1(9))- (5.50)

Remark 5.1. We again emphasis that the inclusion of the Lagrange multiplier in the method yields an additional
power of h in the velocity error, which compensates its dependence on the inverse of the viscosity.

Proof. Let w € Zy, be arbitrary. We then have, forallv € Z, and € X,

ayup-w,v)= [ f-v-ayw,v)-byv, [y, Ap)
Qp

:—v/ Au-vdx - ap(w,v) - (v-np)Ay - p)ds
2 08y

=—v/ Au-vdx -ap(w,v) - - -np)u-pds- - np)Ay-ds
o a9y a9y

where fi = u - Ichhl Jog, 1ds € X
Therefore by Lemma 5.2, the continuity of a(-, -) (cf. (4.3)), and the Cauchy-Schwarz inequality,

ap(uy = w,v) < C(VR"|ul|geagy + 1P = tll-1/2.) VIl + @n(a = w, v) = o V- np)@A, - ds
h

< C(Vh*|[ul| gy + V(L + @[ = wllly + [P = ptll-1/2,) V11,0 = /69 (v np)@Ap - @ ds.
h
We then use (5.2) and (4.1) to obtain

W )y - 0 ds = / ((v = Sav) - my) g~ £ s < CeslIVllallAn = &ll-1ion:
082y J oy

Setting v = uy, — w, applying the coercivity of a,(-, -) and Theorem 5.1, we obtain
cyv||up = wyn < C(vA + DR | sy + 1P = Ell-1i2n * CsllAn = tll-1/2.n) (5.6)

for w € Z;, satisfying (5.3).

Next, let P, € Oy, be the L?-projection of p and note that, due to the definitions of the finite element spaces,
/, Q (div v)(p-Pp) dx = Oforallv € V. Thisidentity, along with the inf-sup stability estimate given in Theorem 4.1
yields

Bl(on - Pro A - Pl < sup bp(v, (pp = P, Ap = 1) _ Sup br(v, (P - p, Ay - y)).
vev,\{0} 1Vll,n vev,\ {0} Vi1,

Using Lemma 5.2, we write the numerator as
bh(V, (ph -D, Ah - Ifl)) = bh(V, (Ph, Ah)) - bh(V, (p, ,lel))

= [ frvdx-ayp(uy,v)+ (divv)pdx—/ (v-npuds
2y Qp 0L

< thk\|u||Hk+1(Q)|\v||1’h +ap(u-up,v)- (v-np)(u-p)ds.
a2,
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By continuity and the Cauchy-Schwarz inequality,

Bli(r = Py Ap = Q| (VR |[ul| 1@y * €2V + 0)[[u = wplln + 1P = tell-172,1)

<C
< C(vRMul|gres gy + v + ) ([lu = Wy, + [lup = i) * 1P = ll-1/2,n)
<C

(v + Oh¥||u gy + €2V + O [ = Wy p + 1P = ll-1j2,n)- (5.7
Inserting this estimate into (5.6), we get
v(er = CB™ cp(1 + 0)cs) [y = Wy p < CV(L+ 0" [ul| s gy * Cllp =~ Ell-12n- (58)

Using the approximation properties of the discrete kernel once again (cf. Theorem 5.1), and for c4 sufficiently
small,

k -1
[ = upllyp < C(R[[ul| grrgy + v ylg)fh 1P = &ll-1/2,n)-

This establishes the velocity estimate (5.4a).
To obtain the estimate for the pressure approximation (5.4b), we use the triangle inequality and the approx-
imation properties of the L2-projection:

1P = Prllrze, < PR = Prllizey * Inf (1P = qrllrz,)-
qn€0Qn

Inserting (5.7) and (5.8) into the right-hand side yields the desired bound for the pressure. Likewise, combin-
ing (5.7) and (5.8) yields

o k . s o
1B =l < C(VH ey nf (1P =l 16 = llaien) )

Applications of the Cauchy-Schwarz inequality show ||p = ft||-1.n < C||p = t]|-1/2,n On quasi-uniform meshes,
and therefore (5.4c) holds.

Next, we estimate the term infy,cx, ||p — U||-1/2,n for p € H*¥1(Q). With an abuse of notation, let 4; denote
the kth degree nodal Lagrange interpolant of p on 25, with respect to T5'. Notice that ur|ae, € X, Applying a
trace inequality, followed by standard interpolation estimates and shape regularity of T7¢, we obtain for each
ecél

- k+
1P = tllzeie < C(Re' P = BillZory * Rel VP = 1D Zacry) < CREE PN,
where T, € T} satisfies e C 8Te. We thus conclude from the definition of || - ||y 5 that
inf ||p - ul|-1jo.n < CR*! 1(g)- 5.9
it P = tll-1z2,n 1Pl 1@ (.9)

Finally, the estimates (5.5a)—(5.5¢) follow from (5.4a)—(5.4c), interpolation estimates, and (5.9). O

6 Numerical experiments

In this section we perform simple numerical experiments of the finite element method (3.2) which verify the
theoretical rates of convergence established in the previous sections.
In the series of tests, the domain is defined via a level set function [26]:

R={xe R?: o(x) <0}, ¢ =r-0.3723423423343 - 0.1 sin(63) (6.1)

with r = /(x1 - 0.5)2 + (x, - 0.5)2, and & = tan *((x, — 0.5)/(x; — 0.5)). We take k = 2, S = (0,1)%, and the
background mesh §, to be a sequence of type I triangulations of S, i.e., a mesh obtained by drawing diagonals
of a Cartesian mesh (cf. Fig. 1). For all tests, the Nitsche penalty parameter in the bilinear form a(:, -) takes the
value o = 40.
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Fig. 1: Left: The domain and mesh with h = 1/24. Right: The graph of the error |u - u,| with exact solution (6.2).

The extension direction d is obtained by solving an auxiliary 2 x 2 nonlinear system at each quadrature
point of each boundary edge of T¢'. In particular, for each quadrature point x € 89y, we find x» € 8Q such that

P(xx) =0, (VoOx=)'-(x-x+)=0

and set d = (x - x+)/|x—x«| and &6(x) = |x — x«|. The first equation ensures that x» is on the boundary 02, whereas
the second equation states that d is parallel to the outward unit normal of 02 at x.
We choose the data such that the exact solution to the Stokes problem is given by

) ( 206 = x1 + L+ X3 - x)(2x2 - 1)

, = 1004 - x2)%. (6.2)
=20 = xq + 10 - xp)(2x - 1)) P o

Because the exact solution is smooth, Theorem 5.2 predicts the convergence rates
IV - up)lz@, = O+ v h®),  [Ip = palliz, = ORD). (6.3)

The velocity and pressure errors are plotted in Fig. 2 for mesh parameters h = 27 (j = 3,4,5,6,7) and
viscosities v = 107% (k = 1, 3,5). The results show that, for the moderately sized viscosities v = 10tand v = 1073,
the L? and H' velocities converge with the optimal order three and two, respectively. We also observe larger
velocity errors for viscosity value v = 107, although, rates of convergence are higher; Figure 2 shows fourth and
third order convergence in the L2 and H* norms. This behavior is consistent with the theoretical estimate (6.3).
Finally, the numerical experiments show second order convergence for the pressure approximation (with only
marginal differences for different viscosity values) and divergence errors comparable to machine epsilon.

7 Concluding remarks

This paper constructed a uniformly stable and divergence-free method for the Stokes problem on unfitted
meshes using a boundary correction approach. While the method is not pressure-robust, a Lagrange multiplier
enforcing the normal boundary conditions is included to mitigate the affect of the pressure contribution in the
velocity error. Theoretical results and numerical experiments show that the method converges with optimal
order.

The presentation is confined to the two dimensional setting, however many of the results extend to 3D
as well. For example, the proof of inf-sup stability given in Lemma 4.6 applies mutatis mutandis to the three-
dimensional Scott—Vogelius pair. On the other hand, inf-sup stability of the velocity-Lagrange multiplier pairing
(cf. Lemma 4.7), and its dependence on the geometry of the computational mesh is less obvious. We plan to
address this issue in the near future.



DE GRUYTER H. Liu, M. Neilan, M. B. Otus, Divergence-free FEM with boundary correction == 121

llu=unlii2, V(= up)lr2,
T T T T T T 1 F T T T T T T 1 E|
10°F I —evelm
B =y =107 |
2 100 | —o—v=10" ||
107° |~ B F E
10} m=3
10 b .
107 | i : ]
107} \ £
m=3 s =2 1
10_8 = [ L1114 1075 E L 11 m 1 4
1071 1072 1071 1072
h h
1P = Prllrzey (|div upz=g,)
T T T T T T T T T T T T T 1
| 1078 | E
107 E |
i |
10721 4 § 1
B 1 100 E
1073 4 10 E
| 1 102 E
107 E i ]
5 [ L ] 10_13 ; [ L ;
107! 1072 107! 1072
h h

Fig. 2: Errors for the velocity and pressure for a sequence of meshes on domain (6.1) and exact solution (6.2).
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A Details of estimate (4.8)

Here we provide the calculations in the estimate (4.8) that ensures the bilinear form ay, is coercive. As a first
step, we provide an explicit estimate of the constant C > 0 in the first estimate of (4.1). To this end, we use the
discrete trace inequality in [22, Thm. 3] to obtain

N
_ i ov
h 1/\6\2] (7) ds
¢/ odi

Combining this estimate with the inverse estimate in [33, Thm. 2] yields

dv k=1 (k+D(k+2), -2 o2f
nat [ 15 (aw) s < (T, ¢) 2200 0vi,

=k-j+1

k-1 (k+1)(k+2) 2
(I, e) D o

where C, > 0 is the maximum eigenvalue of of a matrix defined in [33, Sect. 3], which numerically scales as
ow*):
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Combining this result with the same discrete trace inequality, we have

St

where C; is given by (4.8). Applying this estimate in (4.7) of the proof of Lemma 4.3 shows that a;, is coercive
provided ¢s < C;.

-1 2
Ci csllVVllzz e,

B Proof of Lemma 5.1

For aboundaryedgee € Eﬁ with endpoints a4, ay, let x(t) = a;+th;'(az—a;) (0 < t < he) beits parameterization,
and introduce the 2D parameterization ¢(t, s) = x(t) + sd(x(¢)) for 0 < t < he and 0 < s < 8(x(?)). The Taylor
remainder estimation with Spu + Rpu = 0 yields

1 S(x(1) ak+1 k
. / (@(t, NESKW) - ) ds| .
*1J0

|Spux(®)| = [Rpux(0)] = a1

Applying the Cauchy-Schwarz inequality, we obtain

S(x(0) ak+1

1/2
ISpu(x(6)] < CE(x(1))* 12 ( / (o(t, 9))| ds>
0

| odk+1

and therefore
-1 2 ke [T () | g+t 2
e lISntllize < Che 62 /0 /0 ddrt (p(t,s))| dsdt
< o / " / g (p(, 8)) Cdsae
o Jo adk+1 ’

where we used assumption A in the last inequality. The estimate in Lemma 5.1 now follows from a change of
variables (cf. [4, 31]) and summing over e € Eﬁ .
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