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Abstract. We obtain concentration estimates for the fluctuations of Coulomb gases in any dimension and in a broad temperature
regime, including very small and very large temperature regimes which may depend on the number of points. We obtain a full Central
Limit Theorem (CLT) for the fluctuations of linear statistics in dimension 2, valid for the first time down to microscales and for
temperatures possibly tending to 0 or oo as the number of points diverges. We show that a similar CLT can also be obtained in any
larger dimension conditional on a “no phase-transition” assumption, as soon as one can obtain a precise enough error rate for the
expansion of the free energy — an expansion is obtained in any dimension, but the rate is so far not good enough to conclude. These
CLTs can be interpreted as a convergence to the Gaussian Free Field. All the results are valid as soon as the test-function lives on a
larger scale than the temperature-dependent minimal scale pg introduced in our previous work (Ann. Probab. 49 (2021) 46-121).

Résumé. On obtient des résultats de concentration pour les fluctuations du gaz de Coulomb en toute dimension et dans un large
régime de température, incluant des températures tres petites et tres grandes qui peuvent dépendre du nombre de points. On obtient un
Théoréeme Central Limite (TCL) complet pour les fluctuations des statistiques linéaires en dimension 2, valable pour la premiere fois
jusqu’aux échelles microscopiques et pour des températures pouvant tentre vers O ou 1’infini quand le nombre de points diverge. On
montre qu’un TCL semblable peut aussi étre obtenu en toute dimension sous une condition d’absence de transition de phase, dés lors
qu’on peut obtenir une erreur suffisamment petite dans le développement de 1’énergie libre — un tel développement est prouvé en toute
dimension, mais I’erreur n’est pas suffisamment petite pour conclure. Ces TCL sont valables des que la fonction-test vit a une échelle
supérieure a I’échelle minimale pg dépendant de la température, introduite dans le précédent travail (Ann. Probab. 49 (2021) 46-121).
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1. Introduction
1.1. Setting of the problem

In this paper we continue our investigation of d-dimensional Coulomb gases (with d > 2) at the inverse temperature 3,
defined by the Gibbs measure

1 2_
(1.1 dPN p(XN) = —p—exp(—BN 3~ Hy(Xy)) dXy,
ZN,ﬁ
where Xy = (x1,...,xy) is an N-tuple of points in RY and Hy (X y) is the energy of the system in the state Xy, given
by
| N
(12) Hv(Xn)i=5 ) g —x)+ N Vi),

1<i#j<N i=1
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where

—loglx| ifd=2,
1.3 =
(13) 9v) {|x|2_d ifd> 3.

We will denote in the whole paper by cq the (explicitly computable) constant such that —Ag = c4dp in dimension d. Thus
the energy H (X ) is the sum of the pairwise repulsive Coulomb interaction between all particles plus the effect on each
particle of an external field or confining potential NV whose intensity is proportional to N. The normalizing constant
qu 8 in the definition (1.1), called the partition function, is given by

v 21
(1.4) Z5p :=/ exp(—BNT ™' Hy(Xy))dXn.
RHN

We have chosen particular units of measuring the inverse temperature by writing 8N il instead of 8. As seen in [52]
it turns out to be a natural choice by scaling considerations as our B corresponds to the effective inverse temperature
governing the microscopic scale behavior, with a balance in the energy and entropy competition at the local level. Of
course, this choice does not reduce generality. Indeed, since our estimates are explicit in their dependence on 8 and N,
one may choose § to depend on N if desired.

The Coulomb gas, also called “one-component plasma” in physics, is a standard ensemble of statistical mechanics,
which has attracted much attention in the mathematical physics literature, see for instance [2,24,27,39,40,45,59,62,76]
and references therein. Its study in the two-dimensional case is more developed, thanks in particular to its connection with
Random Matrix Theory (see [32,33,61]): when 8 =2 and V (x) = |x 12, (1.1) is the law of the (complex) eigenvalues of the
Ginibre ensemble of N x N matrices with normal Gaussian i.i.d entries [36]. Several additional motivations come from
quantum mechanics, in particular via the plasma analogy for the fractional quantum Hall effect [37,49,82]. For all these
aspects one may refer to [33]. The Coulomb case with d = 3, which can be seen as a toy model for matter has been for
instance studied in [41,57,58]. The study of higher-dimensional Coulomb systems is not as much developed. In contrast
the one-dimensional log gas analogue has been extensively studied, with many results of CLTs for fluctuations, free
energy expansions, and universality [11,13,17-20,38,42,81]. The case of the one-dimensional Coulomb gas, for which
the interaction is g(x) = —|x| was studied quite thoroughly in [47,55,56].

In Coulomb systems, if B is fixed and if V grows fast enough at infinity, then as N — oo, the empirical measure

converges almost surely under the Gibbs measure to a deterministic equilibrium measure @, with compact support and
density equal to ¢y YAV onits support, which can be identified as the unique minimizer among probability measures of
the quantity

1
(15) w=; [, e ndumdu)+ [ Verduw.
2 RI xRd Rd
see for instance [77, Chapter 2]. This behavior in fact persists when g tends to 0 as N — oo as long as B >> N~%/9, as

we will see just below.

The lengthscale of the support of L, independent of N, is of order 1, it is called the macroscopic scale, while the
typical interparticle distance is of order N ~!/¢ and is called the microscopic scale or microscale. Intermediate lengthscales
are called mesoscales.

Following [7], instead of peo we work with a deterministic correction to the equilibrium measure which we call
the thermal equilibrium measure, which is appropriate for all temperatures and defined as the probability density wg
minimizing

1
(16) &/ (w :=5V(M)+5/ plogpu
Rd

with

(1.7) 0 := BN3.
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Here, and in the sequel, we use the same notation for the measure u and its density. By contrast with pts, (g 1S positive
and regular in the whole of R? with exponentially decaying tails. It is well-known to be the limiting density of the point

distribution in the regime in which 6 is fixed independently of N and we send N — oo, that is, for § ~ N _ﬁ; see for
instance [1,16,25,45,62].

The precise dependence of (g on 6 has been studied in [8] where it is shown that when 8 — oo, then wg converges
to oo, With quantitative estimates (see below). Using the thermal equilibrium measure allows us to obtain more precise
quantitative results valid for the full range of 8 and N such that 6 >> 1, allowing in particular regimes of small 8. Our
method would also work for fixed S using the standard equilibrium measure (1, as in [51], but the thermal equilibrium
measure always yields more precise results and a more precise description of the point distribution.

The inverse temperature 6 is an important parameter in this problem because 6 ~!/2 = B=1/2N=1/9 turns out to be the
characteristic lengthscale that governs both the macroscopic and microscopic distributions of the particles. Concerning
the macroscopic distribution we mean that 6 ~1/2 is the lengthscale of the tails of the noncompactly supported equilibrium
measure /tg, as was shown in [8]. Concerning the microscopic distribution, we mean that #~'/2 is very similar to the
minimal lengthscale for rigidity pg introduced in [7] and described further below. As we are interested for the first time
in getting results that are valid for 8 possibly depending on N, it turns out that the only parameters that matter are 6 and
the ratio of the considered lengthscale to the minimal lengthscale, essentially our results hold whenever both are large.

We are interested in two related things: one is in obtaining free energy expansions with explicit error rates as N — oo,
and the other is in obtaining Central Limit Theorems for the fluctuations of linear statistics of the form

N
(1.8) Fluct(§) := Z&(xi) -N / §dug(x),
i=1

with & regular enough. These two questions are directly related, indeed, as is well-known and first observed in this
context by Johansson [42], studying the fluctuations is conveniently done by computing their Laplace transform, which
then reduces the problem to computing the ratio of partition functions of two Coulomb gases with different potentials,
and so obtaining very precise expansions for these partition functions is key. In this paper we will show that if one has an
expansion of log Zx’ 8 with a sufficiently good error rate, then one can obtain a CLT for the fluctuations in all dimensions.
The needed rate will be obtained and thus the proof completed in dimension 2, with quantitative convergence. The needed
rate is so far not available in dimension 3 and larger, however we believe that the rate we obtain here is suboptimal (it is
for instance worse than the one obtained in [7] for the case with uniform background) leading to expect that a CLT should
hold for larger dimensions as well.

1.2. Comparison with the literature

The study of free energy expansions for Coulomb gases in general dimensions d > 2 was initiated in [52,73,74]. This
program of using free energy expansions to derive CLTs for fluctuations of linear statistics was already accomplished
in dimension 2 in [51] and [10] with a slightly different proof (one based on transport, the other on loop equations),
however only the case of fixed 8 was treated. Prior CLT results restricted to the determinantal case 8 = 2 were obtained
in [4,69]. The results of [4,51] were the only ones to treat the case where the support of & can overlap the boundary of the
support of 1y . Recently, [53] obtained the first “local CLT” in dimension 2 by using the transport method of [51] on the
characteristic function.

Here we are particularly interested, like in the companion paper [7], in obtaining such results for a broad range of
regimes of B, possibly depending on N and allowing for very large or very small temperatures. Also, while the results
in [10,51] were the first ones to obtain mesoscopic CLTs in dimension 2, i.e. to treat the case of & supported on small
boxes, they were limited to lengthscales £ > N%, o > —1/2, i.e. to mesoscales, while here we can treat all scales down
to the temperature-dependent microscale pg introduced in [7] and defined in (2.11), below which rigidity is expected to
be lost. We will not however treat the boundary case as in [4,51] and will restrict to functions & that are both sufficiently
regular and supported in the “bulk™, here defined as the set where the density of py has a good bound from below. In
fact it is known in the physics literature that the Coulomb gas density has more fluctuations near the edge, see [3,29] and
references therein, so this limitation is not purely technical, and we do not expect similar results to ours to hold near the
boundary when looking at small scales.

Treating the case of nonsmooth &, in particular equal to a characteristic function of a ball or cube in (1.8), i.e. evaluating
the number of points in a given region, remains a (significantly more) delicate problem. In particular one would like to
show whether hyperuniformity (see [83]) holds, i.e. whether the variance of the number of points in boxes is smaller than
that of a Poisson point process.
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The study of fluctuations of linear statistics is much more developed for ensembles in dimension 1, particularly log
gases (or B-ensembles), see the works of [17,18,21,42,48,81], and also recently Riesz gases [22]. In terms of temperature
regimes, the study of fluctuations for large temperature regimes has only recently attracted attention, also mostly for log
gases or B-ensembles in dimension 1, see [14,63,64] and [38] (itself based on the Stein’s method approach of [48]).

In terms of studying fluctuations for dimensions larger than 2, the main progress was made in work of Chatterjee
[31], followed by Ganguly—Sarkar [34], who analyzed a hierarchical Coulomb gas model. This is a simplified model,
introduced by Dyson, in which the interaction is coarse-grained at dyadic scales. They studied it in a temperature regime
that corresponds to 8 = N'!/3 (i.e. very low temperatures) in our setting. They obtained bounds on the variance of number
of points in boxes and of linear statistics, but still no CLT. In the physics literature, the papers [41,54] (see also [35,59,60])
contain a well-known prediction of an order N'~!/9 for the variance of the number of points in a domain, however there
is no prediction for the order of fluctuations of smooth linear statistics. In [31] the order of fluctuations of smooth linear
statistics was speculated upon (N'/3 vs. N1/0) with supporting arguments from the example of orthogonal polynomial
ensemble treated in [9] in favor of N'!/3, and finally it was shown in [34] to be in N!~%/9, again still for the hierarchical
model instead of the full model and for B of order N'/3.

Going from free energy expansion to CLT involves a step which is often treated in dimension 1 or 2 via “loop equa-
tions” also called “Dyson—Schwinger equations” (see [10]) or “Ward identities” (see [4,69]) and techniques related to
complex analysis, which are inherently two-dimensional. These equations involve singular terms which are delicate to
control. In [51], we introduced a transport approach, based on a change of variables transporting the original equilibrium
measure to the perturbed one (perturbed by the effect of changing V into V + t£), which essentially replaces the loop
equations. It was a question whether that approach could be extended to dimensions d > 3 where the “loop equations”
are even more singular. Here we show that it is possible, and that to do so the terms arising in the loop equations have to
be understood in a properly “renormalized” way which allows to bound them by the energy. The main result expressing
this is Proposition 4.2 which allows to control the first and second derivatives of the energy of a configuration along
a transport path by the energy itself, see also Remark 4.5 which explains how to renormalize the loop equation terms.
That crucial proposition is in line with a similar result in [51] but it is significantly improved compared to [51]: first it is
extended to arbitrary dimension, and second the estimates are refined to give a control not only of the first but also of the
second derivative.

In [7], a free energy expansion with a rate was obtained in the case of a uniform background measure (or equilibrium
measure). Here, a free energy expansion is obtained for a varying equilibrium measure by transporting it (locally) to a
uniform one and using the aforementioned proposition to estimate the difference. The error rate obtained this way is less
good than the one in the uniform measure case, and we believe there is room for improving that rate, which would be
sufficient to conclude at least in dimension 3 for small enough B.

The proof crucially leverages on the local laws obtained in [7], which is the reason we cannot go below the scale pg at
which local laws hold (and do not necessarily expect the same CLT to hold then) and on the use of thermal equilibrium
measure introduced there.

2. Main results

In all the paper, we will denote by C a generic positive constant independent of the parameters of the problem, but which
may change from line to line. We will use the notation | f|co for the Holder semi-norm of order o for any o > 0 (not
necessarily integer). For instance | f|co = || f ||, | flcor = | DX fllz~ and if o € (k, k + 1) for some k integer, we let

Flera = sup 2@ = DG
X#£yeQ lx — )’|U_k

We emphasize that with this convention f € C¥ does not mean that f is k times differentiable but rather that D! f is
Lipschitz.

2.1. Assumptions and further definitions

We assume

2.1 V e CP™ Y for some integer m > 2 and some y € (0, 1],
V—>+400 as|x|—>o0 ifd>3

2.2)

liminfV +g=+o00 ifd=2,

|x]—00
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0
/ exp(——V(x)) dx < 00, ifd> 3,
lx|>1 2
(2.3)
/ e~ 5 (V—loglxD) gy + / e 0V=log kD | v 1og? |x|dx <00 ifd=2,
lx|>1 [x[>1

These assumptions ensure the existence of the standard equilibrium measure (1, and the thermal equilibrium measure
o (see [8] for the latter). We recall that the equilibrium measure is characterized by the fact that there exists a constant
c such that g% (oo + V — ¢ is 0 in the support of (1 and nonnegative elsewhere. We let ¥ := supp (i~ and assume that
3% € C!. We also assume the nondegeneracy conditions that

2.4) AV >a >0 inaneighborhood of ¥

and that
9% oo + V — ¢ > amin(dist? (x, ), 1)

which for instance hold if V is strictly convex. Note that (2.1) and (2.2) imply that V is bounded below.
These assumptions allow us to use the results of [8] on the thermal equilibrium measure, which we now recall. They

show that p, well approximates g except in a boundary layer of size 67 near 9. More precisely there exists C > 0
(depending only on V and d) such that

1
2.5 >— inX,
2.5 HoZ = In
(2.6) no((2)°) <Co72, V o log pe| < CO2,
xe
and letting fj be defined iteratively by
2.7 fi IAV Ji 1AV+ ! Alog f;
. = — — — —_ [e)
JO Cq k+1 Ca fcq g Jk

we have |f‘k|c2(m—k—l)+y(2) < C and for every even integer n <2m — 4 and 0 <y’ < y, if 6 > 6y(m), we have for all
UcCcx

nty’ !
(2.8) 1120 = fue2-np2leusrt @y < CO2 exp(~Clog? (0 dis® (U, 9E))) + o'+~

The functions f; provide a sequence of improving approximations (which are absent if V happens to be quadratic) to ug
defined iteratively. Spelling out the iteration we easily find the following approximation in powers of 1/6

well inside X

2.9 ~—AV 4+ —Alog—
2.9 2% + g~ log + AV

1 1 AV 1 (Alog{r
+ PN
Cd Cd Cq  Cg0?

up to an order dictated by the regularity of V and the size of 6. In our proof, we will have to stop the approximations at a
level which we denote g and which will depend on the regularity of V, i.e. on m.

In all the explicit formula in the results, the quantity pg could thus be replaced by oo or more precisely by (2.9) if 6
is large enough, while making a small error quantified by (2.8).

Throughout the paper, as in [7] we will use the notation

.10) x(ﬁ)=:1 ra=s
1 +max(—logB,0) ifd=2,
and emphasize that x (8) = 1 unless d = 2 and 8 is small. The correction factor x (8) arises in dimension 2 at small 8 and
reflects the fact that the Poisson point process is expected (in dimension 2 only) to have an infinite Coulomb interaction
energy (see the discussion in [7]).
In [7] we introduced the minimal scale pg which is defined as

(2.11) pp=Cmax(1, f2 x(B)?, p72 1g=s)
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for some specific C > 0, with x defined above. We believe that pg should really be just max(1, 8 -3 X (/3)%), the third
term in (2.11) appearing only for technical reasons. Note this lengthscale is measured in blown-up coordinates, in original
coordinates the minimal lengthscale for “rigidity” is thus N ~!/¢ pg- Neglecting the logarithmic correction in dimension
2, this lengthscale is thus expected to be N~!/9max(1, 871/2) i.e. max(N~'/9,6~1/2), hence our claim at the beginning
that 6~1/2 is also the characteristic lengthscale for the microscopic distribution of the points (when g < 1).

In [7] we proved that wherever g is bounded below, for instance in ¥ (by (2.5)), local laws controlling the energy
in mesoscopic boxes down to the minimal scale pg (see Proposition 3.7 for a precise statement) hold at a distance > dj
from the boundary, where dy is defined by

N i -3 1
(2.12) do:=Cmax(( : - ) , Ndo+2
max(l, 72 x(B)2)
for some appropriate C > 0. Again, we do not expect such local laws to necessarily hold up to the boundary, due to the

high oscillations of the gas there, see [29].
This leads us to defining a set 3 as a subset of ¥ made of those x’s such that

Ql—

(2.13) gm—2t% exp(—Clog?(f dist*(x,d%))) < C and dist(x,d%) > dp.
For any ¢ > 0, a distance > 6° -3 + do from 9 X suffices to satisfy the first condition. But by definition

—Co %,

al—
&l—
W=

(2.14) do>CN"dN3B~
hence the desired condition is satisfied. Thus we may absorb 6° =2 into do and simply define
(2.15) 2 =[x € T, dist(x, ) > do}.

With this choice, in view of (2.8), we have that for 6 > 6y(m)

(2.16) Vo <2mty —4 Ipslescs) < C.

In all the sequel we need to assume that our test function is supported in a cube of sidelength ¢ (possibly depending
on N) with

2.17) pgN~d <l <C

i.e. larger or equal to the minimal lengthscale for rigidity. This natural condition, implies in view of the definition of 6
and since pg > ,3_%, that

Nl—

(2.18) C>(>0"

will always be verified. This in turn implies that 6 is bounded below independently of N, up to changing C we may
say 6 > 6y(m), hence in particular (2.16) holds. Our results will require some regularity on V and &, we have not tried
to optimize the regularity assumptions. Most of our results will not really depend on V but will be valid for general
background densities u (generalizing (g) with perturbations taken in a region where w is bounded below and where the
properties (2.16) hold. All the parameters in our results, in particular 8, the lengthscale ¢ and the test function £ may
depend on N, but all the constants in our statements will depend only on d and on V (really via the bounds (2.16) and a
lower bound on the density ).

2.2. Concentration results: Bounds on fluctuations

We start with a first bound on the fluctuations (as defined in (1.8)) with minimal assumptions on the regularity of the
test function £. Let us emphasize that this result requires no heavy lifting, it is a rather quick consequence of our energy
splitting with respect to the equilibrium measure and electric formulation.

In the sequel Q, will denote a hyperrectangle with sidelengths in [£, 2¢], not necessarily centered at 0.
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Theorem 1 (First bound on Ehe Laplace transform in any dimension). Let d > 2. Assume V € C7, (2.2)~(2.4) hold,
and & € C3, suppé C Q¢ C = with £ satisfying (2.17). There exists C > 0 depending only on d and V such that the
following holds. For every t such that

(2.19) CltImax(|€|c2, [Elc1) <1

we have
llog B, , (exp(Bt N & Fluct(£)))|

1
(2.20) <Clt|pNec ()((/3)E|$|c3 + BIEch)

1

2
+Cﬂ<Nﬁ@@2+wmmvaﬂN<Nd@%1+ﬂ

|aé))+cwﬂﬂ@@z
where | supp VE&| denotes the volume of the support of VE.

This result is already stronger (in terms of regularity required for & and bounds obtained) and more general (in terms
of temperature regime and dimension) than the prior results such as [10,51,73] obtained for fixed 8 > 0. To illustrate, let
us consider that [§]|-x < C £7% which happens for instance if & is the rescaling at scale £ of a fixed function. Applying
Theorem 1 in dimension 2 in this situation we get

Corollary 2.1. Assume the same as above, that d =2 and ||k < MO for k < 3 with ¢ satisfying (2.17). Then for all
7] < C~'M~Y(NV9¢)2 max (8, 1) we have

(2.21) |logEp, 4 (exp(t min(1, B)|Fluct(§)]))| < C(1 + r*M*?)
where C depends only on V.

By Tchebychev’s inequality, it immediately implies a concentration result: for any ¢ > 0, we have
(2.22) Py g(min(1, B)|Fluct(&)| > 1) < exp(—t + C(1 + M*))

where C depends only on V/, thus this immediately implies that Fluct(£) is typically bounded by max(1, 8~!) as N — oo,
a result which is new if g < 1.

An analogous result to Corollary 2.1 in dimension d > 3 is stated in Corollary 5.5. If £ is assumed to be more regular,
we can obtain a better estimate in dimension d > 2, for instance we have

Corollary 2.2. Assume the same as above,d>2,V € C*® and § € C* with |§|cx < ME™* for each k, with € satisfying
Q2.17). Then if B = ((NT)2=9, for all |t| < C~' M~ BNE9, ! we have

llog Ep, , (exp(r (N a€)*°|Fluct(®)]))| < Clr|M + Cr*m*
while if B < (ENT)29 forall |t| < C~' M~ gY/2(N/dg)1+9/2 1\ have
llogEp,, , (exp(cf? (N4€)' 2 [Fluct(€)|))| < CleIM + Cr*Mm?,
where C depends only on 'V and d.

A more general estimate is obtained in (5.39). Let us also point out that we expect the quantities that we have bounded
to have a divergent mean (unless 8 tends to 0) and a smaller variance, see Theorem 5, thus once that mean is removed,
the bounds we have obtained should not typically be optimal.

These results, or their reformulation as in (2.22), may be compared to prior concentration results of [15,30] in the
regime of fixed 8 and to the recent result of [65] which is the first one in the framework of the thermal equilibrium
measure, thus allowing 8 — 0. These prior results are in terms of distance from the empirical to equilibrium measure,
rather than in terms of direct bounds on fluctuations.

'In particular || < ! suffices in view of (2.17).
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2.3. Next order free energy expansion

Our next result concerns free energy expansions with a rate for general equilibrium measures whose density varies. In [7]
we obtained a free energy expansion for uniform equilibrium measures in cubes, with an explicit error term proportional
to the surface. It is expressed in terms of a function fy4(B), the free energy per unit volume, characterized variationally in
[52] as the minimum over stationary point processes of § times a Coulomb “renormalized energy” (from [73,74]) plus a
(specific) relative entropy. More precisely, there is a constant C > 0 depending only on d such that

(2.23) —C < fa(B) = Cx(B)

Cx(B)
5

(2.24) fa is locally Lipschitz in (0, oo) with | f5(B)| <

and such that if RY is an integer we have

logK(Ug, 1)

PB
(2.25) BRI —Jfa(B) + 0()( B) % +

B xB)'F 1R )
-~ Ogd -

R 19
where pg is as in (2.11). Here K(Ug, 1) is the appropriate partition function for a zoomed Coulomb gas with density 1 in
(g, the cube of sidelength R when RY is integer, see (3.35) for a precise definition. The existence of the large volume
limit of the free energy per unit volume f4(8) was shown in dimension 2 in [76] and dimension 3 in [58], but here the
novelty is in the rate of convergence. The proof in [7] relies on showing almost additivity of the free energy over cubes,
via comparison with a subadditive and a superadditive quantity. In effect, this amounts to showing that in the large volume
limit, the free energy does not depend on the boundary conditions chosen, up to surface energy errors. This is very much
in line with the physics literature, for instance [24,39,47] and accomplished via a screening procedure, originating in the
Coulomb gas context in [74].

From this, the idea is to obtain expansions for general equilibrium measures by partitioning the system into small cubes
over which pg is close to uniform, using the almost additivity of the free energy of [7], and computing the difference in
free energies in each cube by transporting the almost uniform measure (g to the uniform measure of density equal to the
average value. The errors will lead to a degraded error estimate compared to (2.25). We believe that such a degradation
is unavoidable by this method as the variations of 1 introduce a “soft kind” of boundaries between regions of different
point densities, and we do not believe our estimates to be optimal.

Theorem 2 (Free energy expansion, general background). Assume d > 2. Assume V € C3 satifies (2.1)—(2.4). We have

2
log 2} 5 = ~BN'3E) () + L (N log N 1ges — N2 f o log g ) 1
(2 26) ’ 4 4 Rd

N [ i By ®) + NBxBOR)

where R — 0 as a power ofpgN_l/d.

An explicit form of the error term is given in the paper in Theorem 2. To illustrate, if 8 is of order 1, then the error
obtained is NO(R) = O(N 1-3+g2 log N). This is a degradation compared to the rate in (N é)d_l obtained in [7] for
uniform densities (and corresponding to a surface error). The largest part of the error is anyway created by a boundary
layer imprecision due to the lack of local laws near the boundary. Our results of course agree with previous ones [10,50,
52] 2 and improve them with the explicit rate, and also agree with the predicted formulas for two dimensions in particular
in [84], see also [32].

Note also that in dimension 2 and in the case of quadratic V, [28,80] predict an expansion for log Z}‘\;, P in powers of
N 3 hence where the next order term is /N, which corresponds to a boundary term. This /N term was missing in [84].

For general motivation on two-dimensional free energy expansions, in connection to the fractional quantum Hall effect,
we also refer to [46].

2The formula appears different because it is expressed in terms of 82/ instead of £V as is usually done, so some order N terms are hidden in the entropy
part of 59‘/ .
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What will be crucial for us in the sequel is that we can also obtain a localized version for the relative expansion of
the free energy, i.e. the difference of log Zx P for two different equilibrium measures which only differ in a cube of size

¢ included in ¥, see Proposition 6.4 for a full statement. Then there is no boundary local law error and the error rate R
can be expressed as a power of pg N —1/d¢=1_ The power that we can obtain in all generality is 1/2 yielding an error term

(N Ed)]’ﬁ (modulo a logarithmic correction) for fixed B of order 1, which is still a degradation compared to the rate in

(N é@)d_l obtained in [7] for uniform densities. It is however sufficient to proceed with the proof of the Central Limit
Theorems below in dimension d = 2 and barely fails to be sufficient in dimension 3.

2.4. Central limit theorems

To state the results, let us define the operator

1
L=——A.
Cdlhog

We phrase the results as the convergence of the Laplace transform of the fluctuations to that of a Gaussian. Compared to
known results, explicit corrections to the known variance in [ |V§ |2 are given as powers of ! when £ is regular enough,
indicating the change in the formula for the variance in the cross-over regime when 8 becomes small (reminiscent for
instance of [38]). Moreover the variance f |VE |2 corresponds to a convergence (of A1 (Zf\/: 1 8x; — N pg)) to the Gaussian
Free Field (GFF) while the expected variance when 6 becomes order 1 no longer corresponds to the GFF but rather to
another Gaussian Field. L ]

We should also emphasize that the normalization of the variable is 82 (N 56)1_7 , and not —L_ as in the usual CLT

VN

for a sum of independent variables. It is in fact a CLT for very nonindependent random variables. However,

1
1,1 .1-4d 1 Nd¢f
ﬂZ Ndy 2 ~ ( )
( ) N3\ pp

if one believes that pg ~ ,3_% (see (2.11) and comments below) so in the extreme regime where N éﬁ = pp (which one
can also read as 0¢9 = 1 or the large temperature regime) we recover the standard CLT normalization for iid variables,
because N£9 is the number of points in the support of &£. Physically, this means that the system is very rigid, and becomes
less and less so as one approaches the minimal scale. When 8 « 1, there is a gap between the minimal scale pg N —1/d
and the microscale N~!/9 and we expect that the system becomes Poissonian below the minimal scale, based on the lose
heuristic that in the Langevin dynamics the diffusion should dominate at small enough scale depending on temperature,
and also by analogy with the case of -ensembles [14,63,64].

2.4.1. The case of dimension 2
The first result is in dimension 2 and extends the result of [10,51] to possibly small or large 8 and down to the minimal
scale.

Theorem 3 (CLT in dimension 2 for possibly small 8). Let d =2. Let g > 0 be an integer. Assume V € C*117 (2.2)-
(2.4) hold, and & € C29+*, supp& C Q¢ C 3 with € satisfying (2.17). Assume N3€ > pp as N — 00,3 and

1 1 1

(227) Y < (N82) log=3 (Ni),

Then for any fixed t,*

(2.28) logEpy , (exp(—tﬂ% Fluct(§))) +tm(§) — rzv(§)| -0 as ? — 00
B
where
2.29) £=— ijiwk s>2+l/ quv VL"@)_L/ ¢ e |
. "= 2cq Jre | {5 0 ( Ca JR S i o 26 Jgs" k=0 o

3which implies 6 > 1, as seen before.

1
4An explicit rate of convergence in inverse powers of N d Zpgl, also depending on the rate in (2.27), is provided.
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and

1 q k
__F AL E)
mE) =—= R<,§) ot >log,u9.

When neglecting the corrections in inverse powers of é in the expressions for m(£) and v(§) as 6 — oo we obtain

X—Xp

Corollary 2.3. Under the same assumptions, assume § = & (=) for o a fixed ct function. Then B/ 2(Fluct(£) +

ﬁ fRd(Af) log 119) converges® as N — oo to a Gaussian of mean 0 and variance é fRZ |VEo|2.

By definition of the Gaussian Free Field (GFF) the convergence to a Gaussian with this specific variance can be
expressed as a convergence of B!/ times the electrostatic potential (see Section 3.1)

N
A7t (st,. - Nue),
i=1

suitably shifted, to the GFF, and the same applies to the result in dimension 3 below. Note here that the mean m (£) may
be an unbounded deterministic shift to the fluctuation, since § may tend to co as N — 0o. Also the expression for m (&)
differs from that appearing in [51] because the fluctuation is computed with respect to g instead of (1, and these differ
by cheA log AC—:/ to leading order (see (2.9)). This difference exactly matches the discrepancy in the expression for the
mean.

When g is so large that (2.27) fails, we do not expect the same CLT to hold but we can normalize Fluct(¢) differently
to obtain a convergence result. The fact that Fluct(¢) without normalization converges to a limit again reflects a strong
rigidity of the system, consistent with the fact that as B — oo, in this dimension we expect crystallization to a triangular
lattice to happen, related to conjectures of Cohn—Kumar and Sandier—Serfaty (see [52,68]).

Theorem 4 (Low temperature and minimizers). Let d = 2. Assume V € C7, (2.2)—~(2.4) hold, and & € C*, suppé C
Q¢ C > with £ satisfying (2.17). Assume > 1 and Néﬂ > 1as N — 0o. Then as N — 0o, we have®

Fluct(¢) + L/ (A&)log g — 0.
4cy Rd

If Xy minimizes Hy then the same result holds.

The case of minimizers of H y corresponds to 8 = 0o and can be obtained by simply letting 8§ — oo in the case with
temperature since the constants are independent of 8. Note that this generalizes [51] and also completements the results
on minimizers or very low temperature states in [5,6,67,72].

2.4.2. The case of higher dimension
We now turn to dimension 3 and higher. As announced above, we will need to assume more regularity on fy, and even
make a quantitative regularity assumption.

While we know that fq is locally Lipschitz (see (2.24)), its higher regularity is not known and is a delicate question,
since points of nondifferentiability of f§ correspond by definition to phase-transitions. Assuming that fj is bounded
can thus be interpreted as assuming that there are no first order phase-transitions at the effective temperatures we are
considering: it was noted in [52] that in dimension d > 3 an effective temperature S g (x)l_% appears, which depends on
both 8 and the local particle density.

In the physics literature, the existence of phase transitions is discussed in dimensions 2 and 3, and is described as
“despite an extensive literature, still a subject of controversy” according to the recent paper [29]. But several papers
discuss a phase transition observed numerically in dimension 2 around 8 = 140 [26] and in dimension 3 around 8 = 175
[23,43], see also the review [44] which proposes explicit expression for f4(8). So in any case, we expect that the condition
we place should be true for all but a finite number of 8’s. Note also that our 2D result did not require any condition on
despite the possible existence of a phase-transition, this is due to the lack of g (x)-dependence in the expression involving
fa 1n (2.26) in contrast with the case d > 3.

5The convergence is in the sense of convergence of the Laplace transforms, which implies convergence in law but is in fact a bit stronger.
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When B is very small or very large (i.e. when it tends to O or to oo as N diverges) and when d > 3 only, we will need
a quantitative assumption on the derivative of fq: we will assume that

(2.30) 1740, < Ccp?

for some C independent of 8, where for a generic set U we denote
_2
a5 U = s0p 1 o).
xe

Note that we could do with just the assumption that f§ is bounded in some Hélder space C 0.« hence for simplicity we
have assumed o = 1. When 8 is fixed (2.30) is just a regularity assumption. When 8 — 0 it is more quantitative, and
it seems reasonable if one extrapolates from (2.24), assuming a regular behavior for the function f4(8), however we do
not have a further basis for its reasonableness. One may refer to [24,39] for a treatment of the low S regime by cluster
expansions.

The improved rate in N 1=26 obtained in Proposition 6.4 does not quite suffice to deduce a CLT in dimension d > 3,
but as mentioned above, we do not believe it to be optimal.

The larger the dimension or the smaller the temperature, the more regular we need & to be.

Theorem 5 (Conditional CLT in dimension d > 3 for possibly small 8). Ler d > 3. Let g > % — 1 be a nonnegative

integer. Assume V € C217(2.2)~(2.4) hold, and & € C21*, suppé C Qy C 3 with £ satisfying (2.17). Assume that
(2.30) holds relative to Q. If B — 0 assume in addition that
1
Nd¢
(2.32) —— > N? forsomee>0
pp

and that q is larger than a constant depending on ¢.
If a free energy expansion with rate R as in Proposition 6.3 is found to hold © with

(2.33) R < (Nig)i %1,

then for any fixed t, we have

1
(2.34) |10gEPN,ﬁ (exp(—rﬁ% (Néz)lig FIUCt(“E))) +tm(§) — ‘52627dv(.§)| —-0 as ¥ — 00
B

where

2 2

1 q 1 X 1 q VLk(%-) 1 q Lk+l($)

e v _2_Cd R¢ 1% Q_kVL @)+ a /Rd kzz;)vé' ok 26 /Rd Ko k=0 ok
and

Logiai=g 2 ALK -2 3 prip 17}
m(é?):—szﬂz(NdZ) 1 2(1—6)/[&(];%7)(&(/3;% )-i—,BlL; fd(ﬂ,ué ))

Corollary 2.4. Under the same assumptions, if & = &y( x?{’ ) for & a C*+4 function with q large enough for B < 1, or

& e C* otherwise, then ,6% (Néﬁ)l’% Fluct(¢) + m (&) converges 5 10 a Gaussian of mean 0 and variance ﬁ f |V$o|2.

Just as in dimension 2, this can be interpreted as a convergence of /3% (N éZ)l’g A1 (ZlN: 1 0x; — Nug) to the GFF.
This reveals a strong rigidity down to the minimal scale, but decreasing as 8 decreases.

Again, when f is large we expect crystallization to a lattice to happen [52] and do not expect the same result to hold.
We can instead obtain

Swhen assuming luler < ¢~ in that proposition
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Theorem 6 (Low temperature and minimizers in dimension d > 3). Ler d > 3. Assume V € C7, (2.2)~(2.4) hold, and
£eCH, supp& C Q¢ C X with £ satisfying (2.17). Assume B > 1 as N — 0o and assume in addition that (2.30) holds
relative to Q. If a free energy expansion with a rate R as in Proposition 6.3 is found to hold with

(2.36) R« (Ne)i ™,

we have, as N — 00,

1 _d N% _2 _2 _2
(237) (Nhe)! z(muct@)—E fR A& (falBry ©)+Bry *fa(Brg d)))ao.

In particular if X y minimizes Hy then the same result holds.

Note the temperature regime studied in [31,34] corresponds to 8 = N 3 for us and was in fact a low temperature
regime. Our result, conditional to (2.30) and an improved rate, would thus be in agreement with (but in principle stronger
than) the result of variance in N'/3 for Fluct(¢) proved in [34] for the hierarchical model. It also complements results in
[66].

2.5. Outline of the proof

As in our prior work [7,51,52,73,74], the starting point is to use a next order Coulomb energy, defined for any probability
density u as

1 N N
(2.38) Fvoovm =5 [ Lot y)d(Z by — NM) <x>d(Z by — Nu) »),
xR i=1 i=1

where A denotes the diagonal of RY x RY. This next order energy appears when expanding Hy around the appropriate
measure, which is here j14. Recalling that & = N?/9 and that the thermal equilibrium measure minimizing (1.6) satisfies

1
(2.39) g*pno+V+ 5 logug =Cg inR®

where Cp is a constant, we obtain through an elementary computation the following “splitting formula”, found in [7]: for
all configurations Xy € (RYN with pairwise distinct points, 7 we have

N
N
(2.40) HN(XN) = N2E) (1) — - Y _log o (xi) +Fn (Xn, 1)

i=1

where 80‘/ is as in (1.6), Fy as in (2.38), and A denotes the diagonal in RY x RY. This separates the leading order
N 259‘/ (mg) from next order terms. We see here —% log g playing the role of an effective confinement potential for the
system at next order.

We may then define for any probability density p the next order partition function

(2.41) Ky (1) = /( o exp(—BN T Fy(Xy, ) dp(x1) - dpu(xw)

and Qu (u) the associated Gibbs measure. Observe here that the integration is with respect to u®" instead of the usual
Nd-dimensional Lebesgue measure.

The use of the thermal equilibrium measure allows, via the splitting formula, for a remarkably simple rewriting of the
partition function as

(2.42) ZY 5 = exp(=BN'TEEY (16))Kn (o)

TWe can proceed as if configurations all had pairwise distinct points, since the complement event has measure zero.
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which is directly obtained by inserting (2.40) into (1.4) and using (2.41). In prior works such as [51,73,74] the energy
was split with respect to the usual equilibrium measure, and this led to a less simple formula, involving an effective
confinement potential.

The study of the free energy expansion now reduces to the analysis of partition functions Ky (1) for general positive
densities pt.

The control of fluctuations and proof of the CLT is based on the Johansson approach [42] which consists in evaluating
the Laplace transform of the fluctuations, then directly reducing to evaluating the ratio of two partition functions, that
for the Coulomb gas with potential V and that for the Coulomb gas with potential V; := V + t£ for a small 7. In the
formulation with the thermal equilibrium measure, in view of (2.42) this takes the simple form

Vi

EPNE D Zy g 2.V K (g)
(2.43) Epy (e PN® 2imi & l)):—ZX,ﬁ = exp(=ANT1E (€ (1) = & (o)) i

where pj, is the thermal equilibrium measure associated to V;. In order to prove the CLT, one needs to show that the
right-hand side converges as N — oo to the Laplace transform of an appropriate Gaussian law. The precise value of ¢ to

be taken here always ends up being small, to be precise it is r = 7£>8 -3 (N é@)_l_% for fixed t and is chosen to obtain a
finite variance in the limit (but not necessarily a bounded mean), this is what yields the factor in front of the fluctuation
in (2.28) and (2.34).

The evaluation of the fixed term exp(—SN 1+5 (EQV ! (,ug) — 59‘/ (p))) above is not difficult and is done in Lemma 5.3,
K (1f)
Ky (ro)
equilibrium measure in the interior case (it is just oo +2¢y ! A&, see [79] for the more delicate boundary case), describing
the perturbed thermal equilibrium measure /), exactly is more difficult and has not yet been done in the literature. Instead

and the main work is to evaluate the ratio A first difficulty is that, while it is easy to describe the perturbed usual

we replace ), by two successive good approximations vj, and juj, described in Section 5. This induces an error which can
be evaluated once one knows good first bounds on log Ky (1) — log Ky (o) for general probability densities o and w1,
see Lemma 4.9. .

Our method here is the transport-based approach of [51], and the approximation 1/, is chosen because it is expressed
as a simple transport of wg, in the form (Id + #v)#ue (here # denotes the push-forward of probability measures) where
¥ is an explicit transport map. The map v is itself a (truncated) series in inverse powers of 6. The number of terms
kept in the series, or level of approximation, is the parameter g in our results. It can be chosen at will, the larger the ¢ the
more precise the approximation (especially when 6 is not tending to oo very fast) but the more regularity of £ and V it
requires.

We are then left with evaluating the change of logKy (1) along a transport. But if u and ®#p are two probability
densities, by definition we have

Ky (®#u) 1
Kv(w) — Ky() Jgayw

exp(—BN &' Fy (X, D#p)) d(O#)®Y (X )

(2.44) exp(—BN T Fy (D (Xn), D#1)) dp®N (X y)

- Kv () Jwayy
= Eqyu (exp(—BN &~ (Fy (®(Xy), DHu) — Fy (Xy, 1))

with Qu the Gibbs measure defined just after (2.41). Thus we just need to evaluate the variation of the energy Fy along
a transport. Note that here it is particularly convenient that we have an integral against £®" instead of the Lebesgue
measure, thanks to the use of the thermal equilibrium measure. This makes the formula (2.44) exact, with no Jacobian
term contrarily to [51].

We thus work at evaluating the variation of Fy (®,(Xy), ;) along a transport &, =1d + ¢y, with u, = ®,#u for a
generic probability density ., when ¢ is small enough. This is done in Proposition 4.2. The result is that the first and second
derivatives in ¢ of the energy Fy (®;(Xn), us) are both bounded by CFy (Xy, 1), i.e. the energy itself. This extends the
result of [51] to higher dimension and is an improvement even in dimension 2 since in [51] only the first derivative was
fully controlled, and this turns out crucial later. The proof relies in an essential way on the electric formulation of Fy (see
Section 3.1) first introduced in [73,74] and on some new technical energy control estimates, proven in Section 3.2. The
first derivative in ¢ of F (®;(Xy), i) involves a singular integral term, which we had called “anisotropy” in dimension
2 in [51], but is even more singular thus harder to handle in higher dimension. We show here how to give it a meaning via
the electric formulation, effectively describing how to “renormalize the loop equations”.
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Thanks to this control we can deduce the bound (of Lemma 4.9) on differences of the form log Ky (111) — log Ky (10),
by interpreting ;| as a transport of . This bound suffices to obtain the fluctuation bound in Theorem 1 and also to
control the errors made when replacing u, by its approximations above. It does not however suffice to evaluate the Laplace
transform in (2.43) with sufficient precision for the CLT. For that, we use the approach of [51] of comparing two different
ways of evaluating log %: one via the linearization of Fy just described above, and one by evaluating independently
logKy (1) for a general nonuniform p. This consists in proving the free energy expansion with a rate, Theorem 2 and
more importantly, its localized version Proposition 6.4. To do so, one splits the support of 1 into mesoscopic cubes in
which p is almost uniform, and adds up the free energies for uniform measures in cubes obtained in (2.25) via the almost
additivity of the free energy proved in [7] (which comes with an additivity error rate). To do so, we use the control of
Lemma 4.9 to bound the error made when replacing a varying measure with a uniform one in a small cube. We also need
the assumption (2.30) in dimensions d > 3 to obtain a good enough error rate because in those dimensions and contrarily
to dimension 2, the free energy dependence in u involves a dependence inside the function fy, see (2.26).

Comparing these two ways of evaluating logKy (1) along a transport and using the good control on the second
derivative of this quantity, we are able to obtain an improved estimate on its first derivative, this is the idea borrowed
from [51] in dimension 2. Applying to the thermal equilibrium measure, the first derivative in ¢ of log Ky ((Id + #)#up)
gives the mean of the fluctuation variable (which may be unbounded), while its higher derivatives do not contribute. The
variance in the end only comes from the constant exponential term in the right-hand side of (2.43). Assembling these
elements provides the convergence of the log Laplace transform of the fluctuation, after subtracting the appropriate mean,
to an explicit quadratic function, as desired.

2.6. Plan of the paper

In Section 3 we review the electric formulation of the energy and the associated definitions, we then provide a new
multiscale interaction energy control, Proposition 3.5. We conclude the section by reviewing the local laws and almost
additivity from [7].

In Section 4 we show how to control the variations of the energy along a transport. The main result there is Proposi-
tion 4.2. This is then applied to estimate the difference of free energies when perturbing the background measure.

In Section 5 we choose a specific transport map adapted to the varying thermal equilibrium measure. We then combine
the previous elements to provide a first bound on the fluctuations, proving Theorem 1 and Corollary 2.1.

In Section 6 we prove Proposition 6.4 and Theorem 2 by the almost additivity of the free energy.

In Section 7 we prove the main CLT results of Theorems 3, 4, 5 and 6 and their corollaries.

3. Preliminaries
3.1. Electric formulation

We first describe how to reexpress Fy (X, 1) in “electric form”, i.e via the electric (or Coulomb) potential generated by
the points. This idea originates in [67,73,74] but we use here the precise formulation of [51]. Here, contrarily to [7] we
are working at the normal scale, and not at the blown-up scale.

We consider the electrostatic potential /& created by the configuration X and the background probability u, defined
by

N
3.1 h(x) =/Rd9(x —y)d(Zt?xi - Nu)(y),

i=1

which we will sometimes later denote 2#[X y](x) for less ambiguity. Since g is (up to the constant cq), the fundamental
solution to Laplace’s equation in dimension d, we have

N
(3.2) —Ah=cyq (Z 8y, — N,u).

i=1

We note that & tends to O at infinity because [ = 1 and the system formed by the positive charges at x; and the
negative background charge N is neutral. We would like to formally rewrite F (X, 1) defined in (2.38) as f |Vh|2,
however this is not correct due to the singularities of / at the points x; which make the integral diverge. This is why we
use a truncation procedure which allows to give a renormalized meaning to this integral.
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We will need to consider configurations with number of points n not necessarily equal to N. Turning to the truncation

procedure, by abuse of notation we will extend the definition of g(n) to n positive real numbers, by setting g(n) = — log ||
if d=2and g(n) = n>~9if d > 3, cf. (1.3). For any number 7 > 0, we then let
(3.3) f(x) = (9(x) —g(m) .,

where ()4 denotes the positive part of a number, and point out that f, is supported in B(0, ). We will also use the
notation

(3.4) 9y =g —f, =min(g, g(n)).

This is a truncation of the Coulomb kernel. We also denote by 8)((’7) the uniform measure of mass 1 supported on 9 B(x, n).
This is a smearing of the Dirac mass at x on the sphere of radius 5. Since g is harmonic away from the origin, by the

mean-value formula, g, and g * 68’7) coincide outside of B(0, ), moreover they also have the same Laplacian —cdS(()") by

symmetry and mass considerations, therefore g * 8(()’7) = g, everywhere and

(3.5) f, =g (80— 8")
so that
(3.6) —Afy =cq(80 — 85").

‘We also note that

3.7) /|fn|an2, /|an|an.
Rd Rd

For any 1 = (11, ..., nn) € R}, and any function u satisfying a relation of the form

(3.8) —Au=cyq (Z 8y, — Nu)

i=1
we then define the truncated potential

(3.9) wi=u— Yty (x —xi).
i=1

We note that in view of (3.6) the function u;; then satisfies

n
(3.10) —Auj =cq (Za;j?” — Nu>.
i=l

We then define a particular choice of truncation parameters: if X, = (x1, ..., xy) is an n-tuple of distinct points in RY
we denote foralli =1,...,n,
3.11) 1 in(min | L N79)
. r, = — min(min |x; — x;|,
‘T4 i

which we will think of as the nearest-neighbor distance for x;.
The following is proven in [51, Prop. 2.3] and [78, Prop 3.3]. It gives a renormalized meaning to the “electric refor-
mulation” of Fy (X, 1) as ﬁ [1Vh|2.

Lemma 3.1. Let Xy be in RHY and u be a probability measure with bounded density. If (91, ...,nn) is such that
0<n; <rjforeachi=1,...,N, we have

N N
1
G.12) Fr (X ) = E(/R Vil — s ) :g(n») VY [ =)
i=1 i=1
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This shows in particular that the expression in the right-hand side is independent of the truncation parameter, as soon
as the latter is small enough. Choosing for instance n; = r; this provides an exact electric representation for F.

We next present a Neumann local version of the energy first introduced in [7]: consider U a subset of RY with piecewise
C! boundary, bounded or unbounded (here we will mostly use hyperrectangles and their complements), 2 a subset of U
(typically a subcube or ball), and introduce a modified version of the minimal distance

1
| min( min |xi—xj|,dist(x[,8Uﬂ§2)> ifdist(x,»,BQ\aU)zaN_é,

(3.13) fi=- x./e?,j#i
min(N_a ,dist(x;, 90U N Q)) otherwise.
This ensures that the balls B(x;, ;) remain included in U. If Nu(U) = n is an integer, for a configuration X, of points in
U, and using the notation T for the vector (1, ..., fy), we define
1 .
FN (Xa, 1, U) = 5 — (/ Vvl —cg Y g(n)) -N > / fr, (¢ — x;) dp(x)
d £ i,x;€Q i,x;€Q U
(3.14) .
1 N™d
—dist(x;, 0U) | —g| —— ,
+‘Z <g<4 ist(x; )) g( 1 )>+
1, €Q
where

n
—Av=cyq (Zax,. - N;L) inU

5 i=1
w_,
av

(3.15)
ondU,
with d/0v denoting the normal derivative. Note that under the condition N (U) = n the solution of (3.15) exists and is
unique up to addition of a constant.

The extra additive term in the second line of (3.14) was needed in [7] to control points getting close to the boundary
when proving local laws.

Finally, we write Fy (X, i, U) for FY (Xn, u, U).

3.2. Monotonicity and local energy controls

We need the following result inspired from [51,67] which expresses a monotonicity with respect to the truncation param-
eter, and allows to deduce a new control of the interaction energy at arbitrary scales «.

Lemma 3.2. Let U be any open set and u solve

n
(3.16) —Au:cd<28xi —NM) inU,
i=1

and let ug, uy be as in (3.9). Assume o;
B(x;i,n;) CU.Then

<, foreachi. Letting I denote {i, «; # n;}, assume that for each i € I we have

n n
f|wﬁ|2—cd§ 9(n;) —2Neg ) ffm(x—mdu
U . . U

i=1 i=1

(3.17)

- (f Vugl* —ca ) gle:) —2chZf fo (x —x»du(x)) <0,
v i=1 i=17U

with equality if n; <r; for each i. Moreover, for Q C U, denoting temporarily

(3.18) fa:=217d</9|w&|2—cd > 9(e) —2Neg ) /Ufa,-<x—x,-)du(x>)

i,x;€Q i, €Q
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assuming that

1 1
(3.19) o = ZN—é for x; such that dist(x;, 9) < EN_é

and a; <7; if dist(x;0Q) < «;, we have
1 -
(3.20) 3 > (9Cxi — xj) — ), <FR (Xn, 1, U) — F%,

i#],%i,X;€Q
dist(x;, 0 >a; + N1/

and
2 g@) <C(F1—=F") ifd=3
i],x;,x €9, dist(x;,092)>4a,
3.21) a<|x;—x;j|<2«

7 =
2 I=C(F-FT)  ya=2
i#j,x,-,xjeQ,dist(x,-,aQ)Z4a,
a<|x;j—x;|<2a

where 1] is set to be « if dist(x;, 0Q2) > o and ¥; otherwise, and 7' is set to be 4o if dist(x;, Q) > da and ¥; otherwise,
and C > 0 depends only on d.

Proof. The relation (3.17) is proven for instance in [7, Proof of Lemma B.1]. There it is also shown that if o; < n; for
each i, g, being as in (3.4), we have

1 - -
(3.22) 5 > (@l —xjl+e)) —gm), < F* = F

Xi,Xj eQ,i#]j
Letting o; — O for the points x; such that dist(x;, 9€2) > n; while choosing «; = n; for the others, we find that

1 -
(3.23) 5 > (9(1xi — x;1) — 9m)) . <FR (Xn, ) = F7,

Xi,Xj €, i, dist(x;,02)>n;

which gives the result (3.20) by substituting n; by «;. Here we observed that for @ such that o; <;, we have Fo =
FY (Xn. 1, U).
Next, applying (3.22) to 7 and 7, we find the results (3.21). O

The following result shows that despite the cancellations occurring between the two possibly very large terms
2 N . = .
fRd |Vus|” and cq ) ;_; 9(;), when choosing n; =F; we may control each of these two terms by the energy i.e. by
their difference. It is adapted from [7, Lemma B.2].

Lemma 3.3. For any configuration Xy, in U, and v corresponding via (3.15), letting #Iq denote #({Xn} N Q) where
{X.} is the set of points formed by the entries of X, and # denotes the cardinality, for any Q C U, and any 1 such that
n; € [%Fi, t;1, with ¥ computed with respect to Q as in (3.13), and satisfying condition (3.19), we have

#1
(3.24) D 9 < z((ﬁ‘é(xn, w,U) + T“(logN)ld:2> - co#IQNl—%>,
x;i€Q
2 Q #lo 1-2
(3.25) [Vvz|© < 4cq FN(Xn,M,U)—i-T(lOgN)ld:z + Co#lgN ~d
Q

with Co > 0 depending only on an upper bound for i in 2. Moreover, for any 1 such that n; <¥; and satisfying condition
(3.19), we have

(3.26) fQ 1V051? < 264FR (X, 1, U) + 09 3 ).

x;€Q
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Proof. We prove the result for n; =T;, the general case is a straightforward adaptation. For every 1 <i < N, let us choose
aj =a = FN~19 Applying (3.20), we have

1
FY(Xn i) 2 =5 37 9(@) = Nlilslfalli#1o

i,x,'EQ

+% Yo (9(lxi —xjl) —g@),.

i,],Xi X eQ
dist(x;,0Q2)>a

(3.27)

From the definition of T;, we see that if dist(x;, Q) > iN —1/d_ there exists x j € € such that 47; = min(min; |x; —
xj], N~1/9) 50 that in all cases

(3.28) (9xi = xj) — g(@)), = g4t;) — g(@).

In view of (3.7), it follows that, if d # 2,

(3.29) 3 g@) < C(FS (Xn, 1) +#1ag(@) + CN||pllLo#loa),

i,x;€Q
dist(x;,0Q)>a

with C depending only on d. Now in view of our choice of « and the definition of 7;, if x; € Q with dist(x;, 3Q) < «, then
t; = . Hence,

D 9 < C(FR (Xa, 1) +#log(@) + CN | ull Lot Iga’®) + #lag(@).

i,x;€Q

Inserting the definition of « into this inequality, we conclude that (3.24) holds if d # 2. If d = 2, we start again from
(3.27) and using the same reasoning, we get instead

> g /o) < 2(FR (X, ) + #Iag(@) + CN [l ll L#Iga?),

i,x;€Q

and the conclusion follows as well.
We next turn to (3.25). Let us next choose «; =T; in (3.20) where we replace the left-hand side by 0. Using that
T < %N‘l/d, we deduce, using again (3.7),

1 . _2
F%(Xn,mzz—%(fQWv;lz—cd > g(ri)) — C#IgN'"4,

i,x;€Q

and in view of (3.24), (3.25) follows. In the case d = 2 we split g(F;) into g(47; N1/9) +g(N~1/9/4), and then apply (3.24).
Finally, (3.26) follows from (3.20) applied to o; = 7);. O

Specializing the relation (3.20) to o; = T; if dist(x;, 90Q2) < 2N*é and o; = 2N*é if dist(x;, 02) > 2N*é , bounding
from below F* in an obvious way from (3.18) and (3.7), we deduce the following control of short-range interactions

Corollary 3.4. Under the same assumptions, we have

2
Y. 9w —xl) < C(FR(Xn 1. U) + CottloN'~9) ifd=3
i#).xi,xj€Q,
dist(x,-,BSZ)z?)Nfé,

[xi—xj|<N~d

1 Q #lg )
Z g(2|xi_xj|Nd)§C FN(Xn,M,U)+TIOgN~I—Co#IQ ifd=2.
i#],xi,x;€RQ,
dist(x;,9Q)>3N"4,

[xi—x;|<N"d

(3.30)
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We now present a novel application of the mesoscopic interaction energy control of (3.20) and (3.21) which allows,
by combining the estimates obtained over dyadic scales to control general inverse powers of the distances between the
points. It is to be combined with Corollary 3.4 to estimate the interaction of microscopically close points.

Proposition 3.5 (Multiscale interaction energy control). Lets > 0 and N -4 <{ <1. We have

> 1
|xi _ x.,' |d—2+s

i#],Xi,X;€Q
N~Vd<|x;—x;| <€, dist(x;,092)>4¢

s 1 S
G-3D < CNs (F%(Xn, 1. U) + 4 (kg log N)ld:2> + CHIgN' it

CHIGNE>™S ifs#2
C#IgN log(EN3)  ifs =2,

where C > 0 depends only on an upper bound for . and on d.

Proof. Let us for the sake of generality start from any function f such that f(x)/g(]x|) is a positive decreasing function
of R if d > 3, respectively f a positive decreasing function of R if d = 2. Decomposing over dyadic scales < ¢, denoting

_ [log(eNs)
L log2 [

with [x] the smallest integer > x. We have

>~
L

> flxi—x)< > £(1xi = x;1)

i),Xi X ERQ, 0 7,2k N=1d <y —x | <2K+I N1/,
NVd <y x|t dist(x;,09)>4¢
dist(x;,dQ)>4¢

=~
Il

>
L

1
< > FRNTI)
k=0 i#j’szfl/df‘xiixj‘Sszrlel/d
dist(x;,382)>4-2k y—1/d

K—1 -
2¥N~d 1
< S k _1) Z g(ZkN_H),
k=0 9(2*N7d) i) AN~V <]y —x | <2+ N1/
dist(x;,092)>4-2k y—1/d

where we use that dist(x;, €2) > 4 - 2 N~1/9 and the last line follows from the assumption that f/g is nonincreasing and
g nonincreasing. Inserting (3.21), we deduce

K 1
2kN~3 5
Z f(|x1_xj|)§CZ f(k 71)(]_-0( ]__ak+2)
i) €QNI< |y —x;|<t, k=0 92N~ d)
dist(x;, 0 >4

with for each k, ok = 2N~ if dist(x;, 92) > 2*N~a and F; otherwise.
Using Abel’s resummation procedure we find

Z F(Ixi = x;1)

1
i#j,N d<|x;—x;|<t,dist(x;,002)>4£
K+2

Zf(2k _3) Z f@k= ZN_H)]_.a
=0 9(2"1\’_5) k= 9(2%— 2N_a)
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3 i(f(z’wé) B f(z"—2Né>>F~,k
TiS\g@NTH) g ANTE)

SNV o fINTHY o f(20) ke f(ﬁ)]__&rm

g(2N-1/d) gN=ld) ™ g0 0)

We next use the decreasing nature of F% with respect to o of (3.17) (applied to U = 2), hence that of F @ with respect

to k. This monotonicity also allows to bound from above each F ot by F% (Xn, i, U) and from below (by definition and
by (3.7)) as follows

i 1 1 -
F = —52_9() - CN Y (ef)’ = —5 29 - CN Y ()’
i i i i
(3.32) > —CFY (X, 1, U) — C#IgN' "5 —CN 3 (of)?
i,x;€Q
> —CFR (X, . U) — CHlgN'~32%

after using (3.24).
Inserting into the above and using the mean-value theorem and the monotonicity of f/g, we obtain if d > 3,

Z £ (Ixi —xj1)

1
i, N™d <|x;—xj|<t,
dist(x;,02)>4¢

/
(3.33) SCZ—<£> (ZkuNfé)sz,é|(‘/___&k)_|
i— N9
1
N~d ‘
+2LI)F%(XH’ w,U)+ (CF%(XH, w,U) + C#IQNéz) S )
g(N"d) 9(0)
If d > 3, specializing to f/g = |x|~® with s > 0, and using (3.32) we find
2 F (i — ;1)
i#j, N~1/d<|x;—x|<t,dist(x;,09Q)>4¢
(3.34) llog(¢N/)/log2] L log(eN /%) /log2)
| < CFY (X, )N Z 27K 4 C#IgN' 5 Fd Z 2k (2—s)
k=2 k=2

5 eQ 1-2 2—s
+CNd (FN(XH, w,U) + C#IgN d) + C#IgN?

hence the result (3.31). If d = 2, we replace the use of f/g by that of f and the use of Fa by that of 74 %#IQ log N,
and obtain the result in a similar way using again (3.21). ([

3.3. Partition functions and local laws

We define the partition functions relative to the set U as

2_
(3.35) Ky (U, 12) ;:/ ANT EN a0 gy

n

under the constraint n = N u(U). We also let

1 a2l
(3.36) QN(U,,U«)=m€ PNGENXnnU) g0 (X )

be the associated Gibbs measure.
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We note that Ky (RY, 1) coincides with Ky (1) defined in (2.41) and Qu (RY, 1) coincides with Py, g in view of (2.40)
and (2.41). In all this sequel, if the set U is not specified for the energy or the partition function, then what is meant is
U =R

If U is partitioned into p disjoint sets Q;, i € [1, p] which are such that Nu(Q;) = n; with n; integer (in particular
the Q;’s must depend on N) then it is shown in [7] that

N £
(3.37) Kn(U, ) = ——— [ [Kn(Qi, w),
n1.-~np.i=1

an easy consequence of the subadditivity of the energy Fy. The converse is much harder to prove and was obtained in [7]
using the “screening procedure” as a way to control the additivity defect. The result from [7] is

Proposition 3.6 (Almost additivity of the free energy). Assume that u is a density bounded above and below by positive

constant in . Assume U is a subset of X at distance larger than dy (as in (2.12)) from 0% and is a disjoint union of p
hyperrectangles Q; such that N ;u(Q;) = n; with n; integers, of sidelengths in [R, 2R] satisfying

(3.38) ; ( ' RH)é
. RNd > + | ——log ——
SRV TR

with pg as in (2.11), and in addition, if d > 4,
1 11 Lo
(3.39) RNd > max(,B a2 l)Ndd .

Then there exists C, depending only on d and the upper and lower bounds for | in %, such that

P
logKy (R, ) — <log Kn (RI\U, 1) + ) logKn (0, u))‘
(3.40) i=l

11
< CoN' (R o)+ 840 o o ) r)

If U is a subset of ¥ equal to a disjoint union of p hyperrectangles Q; with Nu(Q;) = n; integers, of sidelengths in
[R,2R] with R > pg satisfying (3.38), then we have, with C as above,

p
logKn (U, 1) = Y logKy (Qi, 1)
i=1

(3.41)

-1 d—1 1-1 -4 RNS a d—1
<CpN 9| BR™ x(B)pg+ B 3x(B) 9| log o R ).
Finally, we will need the following local laws from [7] (here rescaled down to the original scale).
Proposition 3.7 (Local laws). Assume [ is a density bounded above and below by positive constants in a set ¥ whose

boundary is a disjoint union of C' submanifolds. There exists a constant C > 0 depending only on d and the upper and
lower bounds for w in X such that the following holds. Assume Qg is a cube of sidelength £ > pg N =14 with in addition

(3.42) dist(Q¢, 3%) > dy

in the case U\X # &. We have
(1) (Control of energy)

1 210 n
logEqy w,u | exp 5,3 Na=Fy (u,U)+ ZIOgN la=> ) + C#({Xa} N Q¢)

< CBx(B)N¢?

(3.43)



Fluctuations for Coulomb gases 1095

(2) (Control of fluctuations) Letting D denote er (ZlN:l 8y, — Ndp) we have

oo E g D? (1P
0 exp|l =————min( 1, —
gLay U.n) p C Nl—égde Nd

(3) (Concentration for linear statistics) If ¢ is a Lipschitz function such that |Vo| < < N 8 supported in Qg, we have

N 2
B
IOgEQN(U’M) <expm Adwd Zaxi - N,bL
i=1

When choosing U = RY we get the results for Py g since it coincides with Qy (RY, ).

(3.44) <CBx(B)N.

(3.45) < CBX(BIN' "tV 2.

We have the following scaling relation about (2.38): if A > 0, letting ¥;, = )Lé X, and 1/ (x) = “(A%l/d")

(3.46) FN (Xn, 1, U) = A" aFy (Yo, o, A3U) — (glogx)ld_z
and

1-2 n
(347) Kﬁ;(U, M) — Klﬁi])n d ()\é U, /;L/)eﬂ(1 logk)ld:Z,

where we highlighted the 8-dependence in a superscript.

4. Comparison of energies through transport

As described in Section 2.5, a major task is to evaluate the difference of energies along a transport, or rather expand it as
the transport is close to identity, which is what we describe in this section.

4.1. Variations of energies along a transport
The first statement is a simple computation. For & a multiindex, we denote |¢| =« + - - - + g and D® := 8?‘ . Bg d,

Lemma 4.1. Let j be a probability density in L>°(RY) such that [ g(x — y)dju(x)dp(y) < oo. Let &, =1d + tr with
¥ supported in a cube Qg of sidelength £. Assume X y is a configuration such that Fy (X y, ) < 00. Let

N N
AL(X N, 1) = ffA ¥ (x) - Vg(x — y)d(Zaxi - NM) (x)d(zsx,- - Nu) )
i=1

i=1
1 N N
-1 /fN(wm —Y())- Vel — y)d(;éxi _ N;L) (x)d<;(sxi _ NM) -
and more generally

Ak(XNs M, W)
4.1) _l// Z M(lﬂ()()-lﬁ(y)f%l(iﬁ _NM)(x)d<XN:8 —NIL)()’)
. 2 Acﬂ(ngRd) |0l|:k O{! — Xi — Xi .

The function A (Xn, i, V) is k-homogeneous in  and is the k-th derivative at t =0 of Fn (P, (Xy), :#1). Moreover,
Jor |t|¥|cr < 1, we have

d
4.2) TN (@i(X), @) = Ar(®,(Xw), Pt 0 @)
and
d 2 -1
(4.3) — log Ky (®#1) = —BN 3 Eqy @) (A1 (D1 (Xn), Dettpe, ¥ 0 ;7 1)).

dt
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Proof. We denote u; = ®,#u. We return to the definition (2.38) and use it to find that if we set
E():=Fy (th(XN), Mt)

we have by definition of the push-forward

1
= E/ACQ(CDI()C) — ®(y)) (ZSX, —NM)()Od(Zle —NM)(y)

i=1

and we may compute its derivatives

g® (1)

D%g(®; ) N
//Z g( ();) t(y))(w() ¥(»)” (Zax, Nu)(x)d(z(sx,—Nu>(y),

|a|=k i=1

The statement about the derivatives at t = 0, as well as the relation (4.2) at r = 0 then follow immediately. The statement
(4.2) can subsequently be extended for any ¢ such that [¢]||y|-1 < 1 (this way Id + ¢/ is injective) and (4.3) follows from
(2.44). O

The quantity A;(Xn, u, ¥) was also estimated in [78], with a functional inequality that contains additive error terms,
not sharp enough for our purposes here. Instead we get a better bound in the following proposition, whose proof will
occupy the Appendix. It involves using the electric formulation of the energy (see Section 3.1 for the definitions) and
computing the difference of energies by transporting the “electric fields”, and giving a renormalized meaning to the term
A via the use of truncations. This step is what essentially replaces the loop equations.

Proposition 4.2. Let (1 be a probability measure with a bounded and C? density. Let £ > 2N =3, Let ¥ € C2(RY, RY)
and assume that there is a set Uy containing an {-neighborhood of the support of DVr. Let finally &; =1d + ty and
we = (Ad +ty)#u. Set #1y for #1y, and

#1 2
(4.4) B(1) = FY (0 (Xy), i) + (TN log N) luma + Co#IyN' =3,

where Cy is the constant in Lemma 3.3 (hence 8 > 0). Ift|1ﬂ|C1(Ue) is small enough, we have

4.5) () <CE(0)
d
(4.6) TN (@0(Xx), i) = B0)
@.7) |E'(0)] < ClY Iy EW,

where C depends only on d and ||| (,) and if moreover t|W|CzN*é log(ZNé) is small enough, for any o’ > 0 and
O<o<l,oranya’ >0and0 <o <1,

|8" ()] < ClIv (2 (1+ N3 el + N7 lele2wy)) + 1 2 Wil e (14 N™5 wlerwy)
+ W ler¥lea N # log(ENa) (14 N7 L2 (V€)@ P 143 +log (N ) 142) E(0)
(4.8) Yl le [(Veg) T (1 N el oy + N8l 1 1) E () 1g2
+ (((Ndﬁ)1 e (1+ N elcrso wy) + (N”) ~N"a |l e () E®)

d—1

+(No£) T NTIE() 2 ) 1425]
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where C depends only on d, |||l L=, and the bounds ont|¥|cr and t| |2 N~ i log(éNd) Moreover, we have E'(0) =
A XN, p, ), (1) =A1(P:(XN), Di#u, o @ ) and for any 1 such that n; <r; for each i, we have

Al Xy, 1, )

1 ~
=_— Vh“ X 2Dy — (div y)1d) VAl ][ Vi (x) - Yy
49) 205 [Xn]-((2DY — (divy) +Z o @) - () — ¥ ()

+5 Z][ (V@) — &) NZ / Viy () - (¥ () — ¥ () dpa(x)

9B (x;,ni) B(xi,ni)

where DT means (3;T;)ij and h; = W"[Xn1— g(- — x;). Thus the right-hand side in (4.9) is independent of i as long as
ni <r;. We also have

|A1(XN,u,w>|sC/ Vi PIDy|
R 3
(4.10)

N
w2, 2-d 1-2
+CX]:|W|C1(B(X“‘]T”))<\/B(X r)|Vh%r| +|’i + N ”/'L”Loc)
i= il

with C as above.

Remark 4.3. If the density u is bounded below, the norms |u;|-1 and |u;|-2 can be estimated in terms of the norms of
w and ¢ via (5.13) and (5.14) applied to 7. Disregarding the dependence in the norms of p, this then yields in place of
(4.8)

E"()| < LY R (1 + N3yl + N8 (P12 + 110 1es)) + Wl eallllze (1 + N30y c2)
+ Wl W 2N T8 Tog(EN8) (14 N78 (21 2 + 11163)) [ (V€)@ 1z + log(EN ) 1am) B (1)
(.11 + el [(NT€) T (14 N7 (P19 2 + 11l es) + IN T3 [ ) E (1) 1g2
+((N30) > (14 N8 (Pl 2 + 11 1es)) + (N3 T N8 (14 11¥1c2)) E@)

1-2¢/ 1 o=l
“NTIE()2)1g23],

+(Nae)
where C depends only on the norms of u, a lower bound for y, and on d.

Since E'(0) = A1 (Xn, 1, ¥) and E”(0) = Ay (XN, i, ¥), in view of (4.7) and (4.5) we have proven

Corollary 4.4. We have

Uy #IN 1-2
(4.12) ALX N )| = Cller ( Py (X, i)+ ( = 1og N | L=z + Cofy N8
where C depends only on d and ||| L, and if d =2,

A (X, 1, )| = CL(IW 121 + Wl ¥l + [ ler[¥ ]2 N8 log(ENd)) Tog (EN'S)
(4.13) 1 il e s
"Nl l¥ler(NTe) ](FNl(XMM)-l-(TlogN>1d=2+Co#1NN _5),

where C depends only on d and the norms of (.
The relation (4.12) provides an improved (and sharp) functional inequality compared to [78], while (4.13) is new. Let

us point out that a shorter proof of (4.12) was provided in [70] and, in dimension d = 2 an estimate similar to (4.13) but
with non-optimal right-hand side in [71], both after the first version of this paper was completed.
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Remark 4.5. Taylor expanding ¥ and using also that for a matrix A, we have
/ Av-vdS =tr(A)|B]
0B

where Bj is the unit ball of R and v stands for the outer unit normal to 3 B;, we find that the sum of the last three terms
in the right-hand side of (4.9) is equal to

N
1 . -
o Z Ydivy) () + 0 (%) + o) asm — 0.
This way one obtains how the “loop equation” type term
I : u
fRd VAL - ((2DY — (divy)ld) Vi)

needs to be renormalized as n; — 0. In dimension 2, one finds as in [51]

(4.14) Al (Xn, i, ) = lim i/ th-((sz (divy)1d) Vh“ Zdww(x,

n;—0 ch

In dimension 3, the renormalization is more complicated, and one needs to assume additional regularity of i to compute
all the nonvanishing orders. One finds

1 1 1
Al (X, uw,¥) = lim —/ wzg ((2Dy - (divw)ld)wg) + —ZadiVW(x,-)

ni—0 2¢q 6
+ = Z 0, Bkwm(xl)][ VKV VU,
ka

with the last term vanishing by symmetry. In higher dimension, more and more derivatives of i are needed in order to
fully express the expansion.

We also record the following variant for Neumann problems in cubes.

Lemma 4.6. Assume j1 is a positive measure with a bounded and C? density in a hyperrectangle Qq of sidelengths in
[€,2¢], with £ > N_é and N uo(Q¢) =n an integer. Let Y € Cz(Qg, Q) satisfying ¥ - v =0 on d Q¢ where v denotes
the outer unit normal, and let &; =1d+ty and pu; = O;#u0. Let QX,) denote the Gibbs measure Qn(Qy, 1) as in (3.36),
and let B(t) .= Fn(®,(Xn), uy, Qo) + (% log N)1g=> + ConNI*% , with Cq the constant in Lemma 3.3.

Then there exists a function A1 (Xn, w, ) linear in \ such that if t|\y| -1 is small enough

(4.15) Ar(=Xn, po(—=), ¥ (=) = —A1(Xn, po, ¥)

(.4.16) 2 (1) = At (P (Xn), pr, ¥ 0 D)

<.4.17) |80 <ClYlci B

(4.18) %log K (Qe, 1) =E g (~BNGAL(®(Xn). s ¥ 0 D7)
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1 1
o if moreover t| |2 N~ 3 log(¢N @) is small enough, for any o’ > 0,0 <o <1,

_1 _2 _a
|2" 0] < 1Y 12 (1+ N7l cry + N7l c2y) + W12l il (1 4+ N 75wl eo wy))

+ 1l YN 73 1og (ENF) (14 N3 1ileagy) (1 + (N9€)™ a3 -+ log (EN ) 142) B (1)

1+

_ 1L \—1 _lto _1 —
(4.19) + N oWl [(N3O) T (14 N6 el oy + N8 el o1 y) B 1a=2

+ (V3 0) 7 (14 N el erso ) + (N3 0) ™ N8Il e,y ) E ()

+ (V) TN TIB 0 ) 1],

where C depends only on d and ||jto|| L.

Proof. If one ignores the part of Fy in the second line of its definition (3.14), then the results (4.17) and (4.16) and (4.19)
can be deduced from Proposition 4.2 after periodizing the configuration by doing a reflection with respect to the boundary
of Qy, and extending v into a compactly supported map. They can also be deduced by following the same steps as in the
proof of Proposition 4.2. Then to include the part

n 1 N
(4.20) Z(g(z dist(x;, 3Q¢) —9( 1 )) ,
i=1 +

it suffices to remark that the first derivative of the function ¢ g(% dist(®d;(x;),00y)) is %(dist(xi, 0N Y (x) - v,
where v is the outer unit normal to Qg, and since i is Lipschitz and ¢ - v =0 on dQy, we may bound it by
oY (Q[)g(% dist(x;, 3Q¢))). By the same arguments, the second derivative is bounded by 0(|W|%I(Q1)g(% dist(x;,
0Q¢))). Summing this over i gives terms that are straightforwardly bounded in terms of (4.20) hence of F v itself, so the
results (4.17), (4.16) and (4.19) hold.

The statement (4.15) is a simple symmetry argument. The result (4.18) is obtained just as (4.3) from (2.44). (|

4.2. Variation of free energy

We now show estimates that bound the variation of log K with respect to u, taking advantage of the transport approach
and (4.3), respectively (4.18). We start with the setting of a hyperrectangle.

Lemma4.7. Assume pgN “d<p<C.Let o, 1 € C U be two densities bounded above and below by positive constants
in Q¢, a hyperrectangle of sidelengths in [£, 20] with N uo(Q¢) = Nu1(Q¢) =n an integer. Then

|log K (Qp, 1t1) — log K (Qe, 10)|

421 )

< CBx (BN (zz
Ho

1
[wolerlivr — ol et +5H— 1 —Molcl),
00 MO || 00

L

where C depends only on d.
Proof. Let us solve

—A§=p; —po in Qg

(4.22) a
_5 =0 on dQy.
av
By elliptic regularity and scaling we have
€lcr < CClur —poler,  [§le2 < Cllpt — polcr-

Setting

\Y
1/f = _%-1
o
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we thus have

12 1
IWICISC(H— Iuolcllélc1+H— Iélcz>
MO || 7,00 MO || 7,00
(4.23) )
1 1
sC(H— Kzluolcllm—uolclJrﬂ”— Im—uolcn),
o |l Lo o || oo
where
(4.24) —div(¥ o) = 1 — Ho.

Let now vy = (Id 4+ sy )#up and py = (1 — s)uo + sp1. We have
d

p vy = —div(Y o) = w1 — po =
S

d
> /“(’S’
$=0 ds

s=0

thus using (4.18), we have

2
log Ky (Q¢. vs) =Eay (0.u0) (—BN T~ A1 (Xn, 1o, ¥)).

(4.25) d
. ds s=0

d
logKn (Q¢, pts) = —
ds

s=0
Inserting (4.17), (4.23) and the local laws (3.43) we deduce that

2

d
‘d— logKn (Qp¢, s) SCﬂx(ﬁ)(NﬁdJrn)(ﬁz — |M0|c1|M1—M0|c1+5‘— Im—uolc1>.
s s=0 Mo Lo JZA) Lo®
Since n < N || ol we find
d af 2 2 1
(4.26) — |  logKn(Qe, )| <CBXx(B)NL™| £7| — lolcrlmr — poler + €| — [t — polct )
ds |s—o 1o || o 120 || 100

The same reasoning can be applied near any s € [0, 1] yielding

2

d
4.27) ‘_d logKy (Qe, ps)
s o

< CBx (BN (zz

i1 —,U«O|c1>-
LOC

Integrating between 0 and 1 gives the result. ]

1
[olet It — ol et +EH —
Lo Ho

Next, we want to show the analogous result for log Ky (RY, 1) when s varies only in a hyperrectangle Q,. The
difficulty is to build a transport which also stays compactly supported in Q, (solving Laplace’s equation does not work).
For that we use the following.

Lemma 4.8. Assume f is C' and compactly supported in Qy, a hyperrectangle of sidelengths in [£, 20] with /, 0, f=0.
Then there exists a vector field U : Q; — RY compactly supported in Qy, such that

divU=f inQy
and

(4.28) 1UlILe(0) < CL fllLe(0y) 1Ulctoy < CE 1y + I1fl=c0p))

where C depends only on d.

Proof. Without loss of generality we may assume that Q, = ]_[?'=1 [0, €;] with £; <2¢. We prove the result by induction
on d, as a linearization of Knotte—Rosenblatt rearrangement. The case d = 1 is easy, we just let U(x) = f(f f(s)ds.
Assume then that the result is true up to d — 1. Then set

2
g(xla"'axdfl)z_ f(xl""5xd717s)ds'
Lq Jo
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The function g is compactly supported in ]_[?;ll [0, ¢;] and of integral 0. Thus by the induction hypothesis we may
find a vector field U’ (x, ..., xq—1) with values in R9~1, compactly supported in ]_[?;ll [0, £;] such that divU’ = g in
1%/ 10, ¢;1 and

(4.29) |U']| o < CllglLe <CElllflle,  |U'|o =C(llgler + lIglie) <2C (€l fler + 11 flle).

Let also

Xg Xd Ly
u(xla"'5xd)=f f('xla-"a-xd—lvs)ds_g_ f('xlv'-'a-xd—las)ds'
0 dJo

Again u is compactly supported in Q¢, and
lullpoe <2l fllee  luler < Clal flct-
Setting U (xy, ..., xq) = (U'(x1, ..., x4-1), u(x1, ..., xq)), we have that U is compactly supported in Qy, that
divU =g+ oqu=f
and that (4.28) hold. The result is thus true by induction. (]

Lemma 4.9. Assume ( satisfies (2.17). Let uo, 1 € C be two densities bounded above and below by positive constants
in Qg, a hyperrectangle of sidelengths in [£,24] with Nuo(Q¢) = Nu1(Q¢) = n an integer, and coinciding outside Q.
Then

(4.30) [logKy (R?, i) — log Ky (R, 120)|
= CﬂX(ﬂ)NZd(EWMCI(Qz)||IM — rollzecoy) + €l — rolerg,) + llmr — nollze(o))

where C depends on d and the upper and lower bounds for o and 1.

Proof. Letus apply Lemma 4.8 to f = 1 — wo, and set ¢ := % We thus have

(4.31) —div(¥ o) = 1 — 1o
and
(4.32) [ ler < C(€luoler i — mollLe + Lt — poler + i — polle)

where C depends on d and the upper and lower bounds for wo and .
Let now v = (Id +sy)#u0 and pg = (1 —5) 110 +sp41. We have <L |,_ovs = —div(¥10) = w1 — o = 2= |s—oLs, thus
using (4.3), we have

(4.33) di logKy (RY, wy) = d

logKy (RY, vg) = NS TAX
- . a og N( ,l)s)— QN(Rd,,LL())(_'B ]( Na/“LO’I//))'
§=

s=0

Inserting (4.7), (4.32) and the local laws (3.43) we deduce that

N

logKy (Rda //Ls)
s=0

< CBx (B (N +n)(€lpolcrllmr — pollze + Lt — woler + llier = poll o).

Since n < N || ol we find

log KN (Rd, MS)
s=0

‘a

< CBX(BYNL(Lliolcrlier — pollLoe + €t — poler + it — poll ).
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The same reasoning can be applied near any s € [0, 1] yielding

d
E log KN (Rd, /JLS)

< CBX (BN (Llpolerllmn — pollL + £lpwr — poler + llier — poll ).

Integrating between 0 and 1 gives the result. ]

5. Study of fluctuations

We are now in a position to return to (2.43) and estimate its various terms. As explained in Section 2.5, since it is difficult

to find and evaluate an exact transport from g to p,g, we instead (as in [12,51]) replace ,u’e by an approximation pj’e of
the form (Id + #v)#ug, which is the same as Mf; at first order in 7.
We recall that

5.1) L:=—A,
Cde

and that from (2.16), /g is uniformly bounded in C*"*¥ 4, This way the iterates L* of L satisfy the estimate

2k+o
(5.2) |L*®)| .. <C Z |E|cn  aslongas2k+o <2m+7y —4
m=min(2k,2)

where C depends on V, o, k. We will use this fact repeatedly.

5.1. Choice of transport

We now choose ¥ to define /Jé) By definition, uf, being the thermal equilibrium measure associated to V; = V 41§, it
satisfies

1
(5.3) g*ug+v+t5+5logug=c, in RY.
Comparing with (2.39) and linearizing in ¢, we find that we should choose i solving
. o
(5.4) —g* (div(¥ ) +& — oy div(yrpue) = 0.

This can be solved exactly by letting / solve
Ah
Cat g

then taking
Vh

Cdg

However, this v fails to be localized on the support of £, and it is delicate to show good bounds for it.
Instead we use two approximations. The first is the transport of pg by the map

1 L VLk
55) y=- 3O

Cate ;=5 0
that is

(5.6) puly = (1d + 19 ).
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The second is

1~ ALK(E)
(5.7) vy =g + o Z T

k=0

Here ¢ is an integer to be chosen depending on the regularity of V and &. The larger g the more precise the approximation.

We will show that v}, is a good approximation of . Also v} is convenient because it is easy to compute and because it
is an approximate solution to (5.3), as we see below.
We note that vj — g is supported in Q, which contains the support of &. Moreover f vg = [ o = 1 hence, since

Ko = 2%1 in suppé C ) by (2.4), for vé to be a probability density it suffices that

q k
AL*() o
(5.8) DI )
k=0 Lo®

We will also need the condition

1 &Lk 1 G VLk
(5.9) —3 ek@) <5 and [r—" ek@) =

Mo 1 oo Cd s cl Cd
which ensures in view of (5.5) that
(5.10) (1l + 1] er) < 1,

since without loss of generality we may assume that o < cg.
We start with a general lemma about the error made when replacing an exact transport by a linearized transport. The
main point is that the right-hand side is quadratic in ¢. We also insert a general control for transported densities.

Lemma 5.1. Assume ;1 € C3 is a positive density bounded above and below by positive constants in the support of ¥,
where r is a C' map such that

(5.11) Wl + [¥ler <1
Then for any o € [0, 1], we have
|(Ad + y)#p — (1 — div(y )| oo
< Cllea ¥ 3o + 1920 + Wl ¥ lle) ' ™7
< (Il W le ¥ lize + [les IV e + Iler 1Y e ¥ e + Il e2 W 1 2o
+ Wl ler + 1WlesllvliLe)”

(5.12)

where C depends only on d and the upper and lower bounds for . Moreover,

(5.13) |Ad+ Y )#u| 1 < Cluler +1¥c2)
(5.14) |(d 4+ ¥)#u| 2 < CInle2 + (Ieler + 1 lc2) (1 + [l c2) + 1P c3),

where C depends only on d and the upper and lower bounds for 1.
Proof. Let it := (Id + ¥)#u and v = p — div(y ) and ® = 1d + . By definition of the push-forward we have

wo d!
det(Id 4 D) o ®~!

(5.15) fi=

and using a Taylor expansion and (5.11) we may write

Jio @™ — i — Vi ¥ o < Clil2 ¥ 3
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and also
o™ —pu—vu-yl,
(5.16) 5 5
<C(lule2l¥ eVl + lmles ¥ lize + il ¥ izl ¥len + il ¥l 7)-

Also by Taylor expansion, we find (again with (5.11)) that
(det(d+ DY) o @)™ =1 —divy +u
with

lull e < C(IY g + ¥ lc2 ¥l L)

and

luler < C(1Wlct Wl + [l esllvlzee).

Combining these relations, it follows that

v =il < Clle2 1 T + W12 + Wizl lle)

and

v —fler < CInle2 Wl Iy e + liles 19 17 + Il I o ¥l er + il ez 1 [l 7o

(5.17)
+1¥le ¥l + ¥ les v lliL=)

hence (5.12) follows by interpolation.
In the same way, we check that, using again (5.11),

o ! |cl < Cluler,
o @~y < C(lnle2 + uler (14 1¥c2)),
as well as
|det(ld + Dy) 0 @7 ., < Clyr| 2
and
|det(Id + DY) o @7 | o < C(IWles + [¥le2 + ¥ 12,).
The estimates (5.13) and (5.14) follow.

Lemma 5.2. Assume 0 > 0y(m) so that (2.16) holds, and assume (5.8) and (5.9) hold. The choice (5.5) satisfies

e The support of W is included in the support of VE.
o We have for every o > 0 such that o +2q +4 <2m+y,

q
|& | covar+1
(5.18) || co SCZT()
k=0

where C depends on'V, o and q.
e If2m + y > 6 and (5.10) holds, for o = 1, 2, we have

o+1

(5.19) |14h] o5y < C+CL Y 1P
k=0

where C depends on |g|c1, |tolc2.
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o If2m+y >7,we have for 0 <o <1,

i o
il = vh| o CP(IRolc2 W 1T + W15 + W2l lle) 7
(5.20) x (Iolc21¥ e 1l Lo + e les 1910 + el et 1V e [W let + Lol c2 1117 0
+ Wl W lea + W les i)’

o Letting
t 1 t
(5.21) & :=g*v9+V+té+§logv9—C9

with Cg as in (2.39), we have that &, is supported in the support of & and if 2m +y > 2q + 6,

2[4 2 ; 2g+2
(522) lecloe 5C5<Z 8—k|5|02k+2) +Com ; €Lt

k=0
and if in addition 2m + y > 2q +7,

2g+3

2q
1 t
(5.23) lerler <€) e D [Elcusa €l o + Comr > Eler-
m=0 p+k=m k=2

Here all the constants C > 0 depend only ond and V.

Proof. The support of ¥ is obviously that of V&. The relation (5.18) is a direct calculation following from (5.5) and (5.2)
(and the discussion above it) with (2.16). The estimate (5.19) is the result of direct computations starting from the explicit
form (5.15).

By definition of ¥ (5.5) and of L (5.1), we have

9 k
. AL™(§)
d =— .
v ug)=—) og
k=0
Comparing with (5.7) we thus have that
(5.24) py — vp = (1d + 19)#pg — (e — 1 div(yr ).

Since we assume 2m + y — 4 > 3, we have that 1y € C3 by (2.16). We may then apply Lemma 5.1 to 1y and 1. The
condition (5.11) is satisfied because it is implied by (5.9). We then obtain (5.20).
Next, we notice that &, is supported in supp & and we observe that

q
1
(5.25) g% (vp — o) =—r;9—kLk(s>

and is also supported in supp . Since g* g + V + % log up = Cp by (2.39) and by definition (5.1) and (5.7), we deduce
that

1 1 1 RS |
st:=g*v§+V+t§+—logvé—C9=—tZ—kLk($)+—log 1+—Z—ALk(§)
0 0 0 Cd Mo
(5.26) k=1 k=0

1 t
:5(log(l+f)—f)+—

G L

where

1
6% g

t q
f:akgo

q
1
ALfE) =1y L @),
k=0
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hence in view of (5.2), if 2m + y > 2qg + o + 6, we have

q 2k+2+0

(5.27) |f|cn<CtZ Z |.§|cm<CtZ k|§|C2k+2+a

We now compute V(log(1 + f) — f) = Vf(ﬁ — 1), with (5.27), if 2m 4+ y > 2g + o + 6 we find

C ¢ 2q+2+o
lerlee < 1A I +C oy kX; €l
(5.28) -
2[4 o g | 2—0o ; 2g+2+o
SC;(Z 0—k|§|c2k+3> (Z 9_k|§|c2k+2> +CW Z |€|Ck.
k=0 k=0 k=2
Hence (5.22) and (5.23) hold. U

5.2. Replacement for (2.43)

Instead of the exact relation (2.43) obtained via the splitting with respect to (g and “te’ we use a relation with errors
obtained by splitting with respect to vé instead of Mf;~ Instead of (2.40), we thus find that if (5.8) and (5.9) is satisfied,
using (5.21), we have (with obvious notation)

N

HVr(X )= 25Vr( +N/ g*v9+V, (ZSXI—N\@)—%FN(XN,VQ)
i=1

N
(5.29) = N2V (v)) +N/ (—%log vh +et)d<28xi —Nvé) +Fy(Xn,vp)
Re i=1
=N E,‘Vf(vg)—i—FN XN,ve Zlogvg(xl)+N/ & (Z(le NUQ)

with 50‘/ as in (1.6). Inserting into the definition of Z]‘\;” P and using the definition of 6 (1.7), we obtain
2 t
Zy p=exp(=pN'T3E) (vf))
N 2
x/ exp(—@/ e,d(Z&x,. —Nvg> —ﬁNd‘FN(XN,ug)) d(vh)®N (Xw).
Rd Rd .
i=1

Using the definitions (2.41) and (3.36) we may rewrite this as

N
g t
(5.31) Z]‘\/,tﬁ =exp(— ,8N1+d59V (vé))KN(vé)IEQN(Vé)(exp<—9 /I‘Rd 8,d<28xi - Nvé))).

i=1

(5.30)

Combining with (2.43) and (2.42) we find

Ep, , (e Ve i)

2 Ky (V) al
_ AN IE ) o) BN o) / '
=e | exp| —60 &rd E 8y, — Ny .
Ky (ug) V) Re il '

We now focus on estimating the terms in the right-hand side. The first constant term will be expanded explicitly in ¢ and
bring out the explicit expression of the variance. The last term will be small because ¢; is small thanks to the concentration
result (3.45). The ratio of partition functions Ky will for now be estimated by the rough bound of Lemma 4.9. This yields
the first bounds of Theorem 1. For the proof of the CLT the ratio of K’s will be further analyzed and precisely expanded
in ¢, this will be done in Section 7.

(5.32)




Fluctuations for Coulomb gases 1107

5.3. Ratio of the reduced partition functions

If (5.8) is satisfied, applying (4.30), in view of (5.7) and (5.2) we have, if 2m +y >2qg + 7,

q
(533) [logKy (vh) — log K (16)| < CBX (BN 1] Z(é
k=0

1&lcor+s &l ookt
ok + ok ’

5.4. Estimating the leading order term

Lemma 5.3. We have

v r ¢ ph )|
(5.34) sgf(vg)—sev(ue)—r/RdSciue=—r2v@)+0 E/Rdﬂez o
k=0
where
U o [ &, VER® 1 e[
(5.35) v(é)::—z—Cd Rdge—kVL &) +a/Rd§vg. m _%/Rdwg_ek ‘

and if2m +y > 2q + 6,

&' ) =& w1 [ g dua

(5.36) .

1§12 o L€
§Ct2|suppv.§|(z 2K+ n €118 | car n C2%+2 .

02k ok 02k+1
k=0

Proof. We have

&' (v§) = &) (o)

1 1
_ (5 //g(x — y)dvh(x)dvh(y) — > //g(x —y)dug(x)dug(y) +f Vidvy — / vd,tw)
1 ¢ t
+5</v910gv9 —/,nglOg,bL0>

1
= 5// g(x —Y)d(vé _MG)(x)d(l)é —,u,g)(y) +// g(x —y)d(vé _:u'G)(x)dMH(y)

t t 1 t t
+/Vd(v9—ug)—i—t/édu@—i-t/éd(v@—,ug)+5(/v910gv0—/uglogu9>

1 1
ZE/fg(x—y)d(Vé—Me)(x)d(vé—Mo)(y)+/<g>x</w+V+5log,u9>d(vé_MG)

1
+t/§du9+t/$d(vé—,ug)—f-g/vé(logvg—logﬂg).

The second term of the right-hand side vanishes by characterization of g in (5.3), and we are left with

& (v8) — & uo) 1 [ & dua

1 ! p 1 ! 2 1 1 3
:T%/‘V(g*(va_Me))|2~|—t/§d(l)9—Me)-l-%/u(-)(%—1) +0<5/‘<%_1> Me)

where we Taylor expanded the logarithm. We then use (5.25), (5.7) and the definition of L to see that

IV (g (v — o))" =1

q
> ikVL"(a
k=0 0
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and
% s ET®
L =141t —
Ho P

We thus find (5.34). Alternatively we can Taylor expand the log only to first order and get instead a bound by

q k 9 k+1 2
Ct2</ [ yove L L <s>' )
Rd Rd k=0

2
1
+ + ) /Rd Ho Z ok
from which we deduce (5.36) from (5.2). O

1
k
PG
k=0 k=0
5.5. Estimating the last term
We start by estimating the last expectation in the right-hand side. We will use two different controls.

Lemma 5.4. We have

N

(537) IOgEQN(Vé) (exp(—@/ 8td<zaxi —N\}é>>) SC /X(ﬂ)ﬂ}vlJréK(j'gt|C1 +C9Ned|8t|%|
Rd .

i=1

and
N
logEq (r)<exp(—6’/8,d( 8x; —Nvé)))‘

(5.38) A ;

2 2
< CllellLBNT + Clle |7 BN Fa 42

Proof. By Proposition 3.7, local laws and concentration hold for Qy (vj) in 3 where vy, is bounded below, (3.45) applies

and yields for any ¢ such that ||Vl Lo < Né,

N 2
B
logEQN(vé)<expm qu)d Ztsx,-—Nvé

i=1

1-2 ,d 2
< CBx (BN~ 7|Vl

We may then apply this to ¢ = \/EK%N5+% V/Ag;. Thus, for any A such that \/)LCK%N% ler|c1 < 1 (which ensures that
[Vollzee < N'/9), using also that

N N 2
0
9/&d(23xi —Nvg) 59/\</st<25x,. —Nvg,>> + 0
i=1

i=1

we have

N

0

logEqy ) (exp (9 f e d<§ 8y — Nvé))) < CABX BN el + o
i=l1

and optimizing over A < |g&; |512(N£d)_l we find (5.37). We next turn to proving (5.38). This time we bound

N
Va,d(Zéx,. —Nvg>
i=1

where #I denotes the number of points in each configuration that fall in the set €2, defined as the support of £. We can
in turn bound from above

< llesll L (#Iq + N %)

#lg < N/ dvh + D(x, Ct)
Q
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where B(x, C{) is a ball that contains Qy and D(x, {) = fB(x co) ZlNzl 8y; — N d . Arguing as before, we write

2 2y o g, | ONEO?
OlleillLe D(x, CL) < |lefllpoe | D™ (x, CLYBN LA +

41

and thus using (3.44), we find,

1+2 ,d—
Bllesll o N Hagd=2

10gEqy ) (exp(0ller L D(x, C0))) < Clier | Lo rBx (BN LS + m

Optimizing over A < ||&; ||Zolc we find

logEq, () (exp(6 el L= D(x, C0))) < Clle; oo/ X (B)BN' 391 4 Clley |2 BN Fa 092,
After observing that \/mN_éZ_l < 1by (2.17) and (2.11), the result follows. O
5.6. First bounds on the fluctuations — proof of Theorem 1 and corollaries

We are now in a position to estimate the terms in (5.32). Under the conditions (5.8), (5.9), inserting (5.33), (5.36) and
(5.38) into (5.32), we obtain that 2m +y >2g + 7 and & € C24+3,

N
logEp, , (eXp<—ﬁtN3 (Zsm) - N / £ dua))) |
i=1

(5.39)
< CBx(B)NE|t] Z( |§|C2M + |€|gik+2) + Errory + Error,
with
HE urt €l |E] c2t |§|2zk 2
|Errory| < Ct ﬂN1+d|suppV§|Z< 9C2k+ + =€ ekc + 92Ck+1r >

and

2anl+3,d [ 4 2 2q+2

t*BN " Td¢ 1 2] 2

|Error;| SC?<Z 9—k|5|c2k+2) +CWﬂNI+Md Z 1§ 1ck

(5.40) k=0 k=2

Gl ) 142 ,d—2 & w ’ 142 yd—2
+C02 Ze—k|§|czk+2 BN'ET 4+ C o ;mck BN'*Tagd=2,

k=0

Alternatively, using (5.37) instead of (5.38) we obtain that

2q 2g+3
1 1
IErroerSC\/x(ﬂ)ﬂN”dﬁd(fz§: T D |€|C2k+2|§|czn+*+9q+l§ |s|ck)
m=0

p+k=m
(5.41)

24 2 2 [2at3 2
+C0N€d<t4(z T > |§|(;2k+2|§|(;2p+3) +W<Z|s|ck> )
k=2

m=0 p+k=m

We first focus on the result requiring the least regularity for V and &, which are obtained by choosing g =0 in (5.39). Then
the conditions (5.8), (5.9) reduce to (2.19). We get that if V € C2"*7 with 2m +y > 7 and £ € C3 (using BN €2 > 1 or
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642 > 1 to absorb some terms),

logEp,, , (exp(—ﬂ”\’% (ﬁ:‘f(’”) - N/é:dlw)))'

i=1

1
(5.42) <Clt|gNL* (x(ﬁ)ﬁlé‘lc3 + E|§|02>

1

2
+ Ctz(zve‘ﬂs@z + suppvsz(Nd 6121 + 7

|s|éz)) +ONEP gL,
This proves Theorem 1.

We now prove Corollary 2.1. The proof will be split into the cases 8 < 1 and g > 1. For 8 < 1, applying the result of
Theorem 1 with |£|~ < M€F with M > 1, we find

N
logEp, 4 (eXp<—/3tN§<Z$(xi)—N/$dua))>‘

i=1

(5.43)
< ClIMNE2(1+ Bx(B)) + CtzMzNEd(,BN%E_z + )+t miNe®

< CNE(MIE2B+ 1) + MA2BNTL2 4 M4 08)

because we can absorb £~ into ,BN%Z’Z and B (B) into 1 since B < 1.
We then choose t = t(NéZ)_l_%EZ and plug into (5.43). The condition (2.19) is then equivalent to |1|M¢~2 small
enough, i.e. C|r|(Né£)_l_% < 1. Using that d = 2 we then find that
|10gE]pNﬁ (exp(r,B|Fluct(.§)|))|

< C(ltIM(1 + B) + T>M* + M*r* (Nag) ™

‘4 CMA(Ne) TR,

This concludes the proof for 8 < 1.
For 8 > 1, we choose instead r = t(NéE)_l_%Ezﬁ_l. The condition (2.19) is then equivalent to C|r|(Né£)_1_% X
,8’1 < 1. With the same reasoning, we then find that

|log Ep, 4 (exp(t |Fluct(£)|))|
< C(ItIM + >M2B~ + MAeH(Nog) 4 4 C(Nsb) P MPe2p)

and obtain the desired result.
Choosing t = +7£2((1 + B)N£9)~! we get the following estimate in dimension d > 3. A stronger one will be obtained
below, but assuming more regularity on &.

Corollary 5.5. Let d > 3. Assume V € c’, (2.2)—(2.4) hold, and & € 3, suppé C B(x,¥¢) C f),for some £ satisfying
(2.17) Assume |&|cx < M for all k <3. Then for all |t| < C~'M~1(1 4+ B)N£° we have

(5.44) < C(l + r4M4)

g ey (ex0( 172 (w50t ) )

where C depends only on V and d.

Again we note that since N¢9 > pg > 1 we can apply this to any |7| < C~L.

Proof. We choose the announced ¢ and plug into (5.43). The condition (2.19) is here equivalent to C|t|((1+ 8)N 91 <
1. We find that the left hand side in (5.44) is bounded by

22BN Mt

M M T T T B by

<C(1+t*M?).

Since (N1/dg)—4-d < ,oﬂ_4_d < min(1, 87*%) by (2.17), we find the announced result. O
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We now turn to an estimate that can be obtained by assuming more regularity on &, starting from (5.41), and
prove Corollary 2.2. Such an estimate will be more precise when 8 is small. Since V € C*®, & € C*, we can take
q = oo. The condition (2.19) then becomes |t|CM£_2 < 1. Using that 002 > 1 by (2.17) we can sum the series, which
yields

llog Bz, , (exp(—B1 N Fluct(£)))]

Z_S 3—10
(5.45) < CltIMBx (B)NES 2 + CrAM2BN 3092 4 ¢ /4 (,3),61v1+é£dr21\427 + CNKdt4M4T

< Cl{|MBx (B)NLI2 + C2M2BN'*&¢9=2 4 CNedr* M4e~S,

where the third term was absorbable by the second.

We now optimize over ¢. When g > (ENé)Z_d, it leads to choosing t = 7(x (ﬂ)ﬁ)_lN_IZZ_d. The condition (2.19)
then becomes |t|MB~!(N¢%)~! small enough. Using that 6¢% > 1, we find

|log Epy , (exp(z (N d E)z_d |Fluct(£)]))]

2 2p—1(rrl \—d+2 454 p—4 n1—3 )—3d
(5.46) <CltIM +CM*t*B7 (Nd£) "+ C(r*M* BT N
2M? M

+C
BINdE)-2  pH(Nag)

<CltlM+C <Clt|M + Ct*M*,

where we have used that 8 > (N éﬁ)z_d. (If d = 2 then this implies that 8 > 1 which obviously suffices to conclude. If
d> 3 then by (2.17) (Nd£)3 > pgd > B4, which also suffices.)

When g < (ZNé)z’d, it leads to choosing t = tx(ﬁ)’lﬂl’%N_%_aﬂ’%. The condition (2.19) becomes CM|t| <
,3% (Néé)”% (again satisfied as soon as CM|t| < 1) and we find

1—d

1 1

|logEp, 4, (exp(tB2(¢Nd) 2 Fluet(£))))|
P19 2.2 4p—d—dpn—1-2 52,4
(5.47) <CtMprN2—ag2 ' CMP*e? + (<P ONTTma g2 M)

1

MB:2 Ctim*

<M oy M comtortm
(Nsg)! =2 BAN G+

where we used that 8 < (Ncl'i@)z’d, and again by (2.17) Néﬁ > ,3_%.

6. Free energy expansions for nonuniform densities

We now have all the ingredients at hand to complete the proof of Theorem 2 and Proposition 6.4, the free energy ex-
pansion. The reader interested in Theorems 3 and 5 may skip the details of this section, assuming the result of Proposi-
tion 6.4.

From [7] we already have the expansion of logKy (g, 1), for constant density 1 (see (2.25)), then for all constant
densities by a simple rescaling (3.47). The case of a nonuniform density is treated by transporting the nonuniform density
to its average value on a small cube of size R and using Lemma 4.6 to estimate the error. Then the almost additivity result
over cubes (Proposition 3.6) allows to get an expansion over any domain. The last part is to optimize over R, the size of
the cubes over which we partition.

Combining Lemma 4.7 with the known expansion for uniform densities, this leads to the following expansion of the
free energy in the varying case.
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Lemma 6.1. Assume { satisfies (2.17). Let Q¢ be a hyperrectangle of sidelengths in (£,2£). Let i be a C' density
bounded above and below by positive constants in Qy, and assume n= N |, 0, M is an integer. We have

logKy (Qr. 1) = —ﬂNf W23 Sy 8 + éN(f ulogu)ld_z - (énlogzv)ld_z
Q¢ 4 [oF; 4

6.1)

1/d\ &
i O<ﬂX(ﬁ)pﬂNl_éﬂd‘l e ot i (log UZ )>
5

+O(BNL (X (Bl et + £ ulg 1a=2))

with C depending only on d and the upper and lower bounds for 1.

Proof. Let /& denote the average of i on Q¢. We know from [7] an expansion for log Ky (Q¢) for constant densities, see
(3.47) and (2.25). Scaling these formulae properly and inserting into (4.21) applied with o = & and ©| = u, we find

1
log K (Qy. 1t) = N|Qe|(—ﬂﬁ2—%fd(ﬁﬁl—%) - Zﬁ(ﬁlogﬂ)1d=2> + (gnlogzv)ldzz

(6.2) L

+ O(ﬁx(ﬂ)pﬁN“%zd—l + o x(B) et (log N )) + O(NBx (B [ule),

where the O depend only on d and the upper and lower bounds for .
If d =3 we write using a Taylor expansion that

Fa(Br'=3) = fa(B3) + O(B] £l o €l — fillLcop)-

Q¢

2
Integrating against %>~ d, using /, o M— = 0, we find

(6.3) —BIQEZd fa(Bi 8) =B | uZd fa(Bu'=8) + 0B £l o €0 — fillecon)-

00 Q¢

In dimension 2, we may write instead

— BlQA*S fa(BA'3) — %Qd(ﬂlogﬂ)ldzz

(6.4) . . B
= —ﬂfQ W el ) — G (/Q “l°g“)ld=2 +0(BlIn = L= o)

Using that || — fill Lo,y < €ltlci(g,)- (2.24), and inserting into (6.2), we obtain (6.1). ([l

By subdividing a cube and using the almost additivity of the free energy, we may improve the error term in the previous
expansion.

Assume that Qp is split into p hyperrectangles Q; with N f o; W ="1; an integer, and Q; of sidelengths in (¢, 2¢),
£> N’l/dpﬂ. We may always find such a splitting arguing as in [7, Lemma 3.2], itself relying on [75, Lemma 7.5]. It
consists in first splitting Qg into parallel strips of width close to £. Because p is bounded below and N is large we may
modify the width of the strip slightly until the integral of p in that strip is in %N . We then iterate by splitting each strip
into lower dimensional strips in a tranverse direction, so that the integral in each piece is in %N. Repeating this d times
we obtain hyperrectangles with quantized mass.

Using Proposition 3.6, in particular (3.41), we have

p
logKn (Qr, 1) =Y _logKn(Qi, 1)

i=1

N
+0<PﬁX<5>Nﬂ“<pﬂﬂ‘1N—%+ﬂ‘5x<ﬁ)—éz—lzv—é(1og“pvﬁ ) ))
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Inserting (6.1) yields,

logKy (Qg, 1) = —BN f WA fy(Bu8) — g(w fQ ulogu)ldzz + (gnlogzv>1dzz

Or
d LN
©> + 0(%ﬁx(ﬂ)Nﬂd (p,sflzv—é BTN (B) N <10g = )d))
B

Rd
+ O(E_dﬂNgd(X(.B)amCl(QR) + 62|u|§1(QR)1d_2)>.

We also choose ¢ < |u| so that the €2 ;L|ZC1 term can be absorbed into the previous one. We are left with choosing

-1
clgry
¢ < min(R, W'EII(QR)) minimizing

1
ps(N30) "+ psx (s (Nae) ! (log %) L o(tlule).

1
We next show that we can make this o(1) as N — oco. We will use the notation r =N d and X = |u]c1.
We also need to enforce the condition (3.38) so in total the constraints on r are

1 rd_l é 1, -1
(6.6) g+ (m log F) <r<Nd IIllIl(R, |'M|C1(QR))
We next find the optimal value.
Lemma 6.2. Assume R < C and
(6.7) NdR ( L e BT
° d Z P, + - Og —_>
P\ BB T pg T

then

-1 T e _1
(,o,c;r +(,3x(,3)) dr <10g%> +rN dX)

min
r satisfies (6.6)

1
1 Nd \d Nd\d
(6.8) 5Cmax<(pﬁXNé)2<1+(log ) ),p,gRlNlli<1+(log—> )
ppX g

P dlpler| I+ | log
P ¢ pplile

where C depends on the constants above.

[ 1
Proof. If pﬁgd Zmin(NéR,Ném@l(QR)),we taker=min(NéR,Né|M|Ell(QR)).We then find the min is less than

Qa1 _1 1A=L R]Vé é
max|pgR™'N~d + (Bx(B)) *R™'N~d|log o +X,
1 1

1 1 Nd \d -
pgN~dluler + (Bx(B) *N"aC(1+|uler) logpﬂm| ) FlulaX
C

1A=L S | RNd\ad
<Cmax|pgR™'N d+(ﬂx(ﬂ)) dRT N~ d|log . + X,
B
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1 1

_1 R | Nd d _1
PN~ luler + (Bx(B)) N~ d|ulci | log + el X |-
pplul e

.. 1 .
We note here that we are able to bound X from above thanks to the condition v— > N3 R respectively

Né |“|Ell' If on the other hand
/PﬁNd
X <m1n(NdR Nd|,u,|C,(Q ))

we take that value for » (we may check it always satisfies (6.6)) and find the min is less than

1 1
4 Nd \d
6.9) CN- zdf./—<1+ (ﬂX(ﬂ)) (log ) )
ppX
1
We also observe that by definition (2.11) we always have W < 1. It follows that (6.8) holds. (|

Choosing this optimal £ as a subdivision size, inserting this into (6.5), and rephrasing in terms of the variable £ instead
of R, we obtain the final result.

Proposition 6.3 (Free energy expansion for general density in a hyperrectangle). Ler ¢ satisfy (6.7). Let Q¢ be a
hyperrectangle of sidelengths in (£,2£). Let 1 be a C' density bounded above and below by positive constants in Qy, and
assume N er W =nis an integer. Then,

_ 92 1-2 B B
logKy(Qe, ) ==BN | 73 fy(Bu' =) — =N plogu )1g—o + ( —nlog N |14—>
(6.10) o) 4 o) 4

O(Bx(B)NEL'R(N, £, w)),

where
1 1
(6.11) R(N, L, ) = max(x(l + |logx|), (y7 + y)(l + |10gy|3))
after setting
1Y pplitle
(6.12) =yl
{Nd Nid

and the O depend only on d and the upper and lower bounds for 1.

What is useful here is that we get an explicit error rate. The quantity x is small by (6.7), the estimate is interesting
when y is small too.
We now conclude

Proposition 6.4 (Relative gxpansion, local version). Let u and i be two densities in C 1 coinciding outside Qy a
hyperrectangle included in X of sidelengths in (€, 2€) with € satisfying (2.17), and bounded above and below by positive
constants in Q. Assume NfQ[ u=N ng L =n is an integer. We have

~y 2.2 1-2 B
logKy (1) —logKy () = —BN | pn*~d fa(Bu d)_ZN(/ Mlogu>1d—z
Q¢ Q¢
(6.13) + BN ,112§fd(,3/l1‘2’)+é1\7(/ ﬂlogﬁ)ldzz
Q¢ 4 Q¢

+ O(BX(BINLY(R(N. £, ) + R(N. £, 1))

where R is as in Proposition 6.3, and the O depends only on d and the upper and lower bounds for ;v and [i in Q.
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Proof. We may apply (3.40) to both u and [ and subtract the obtained relations to get that

log Ky (1) —log Ky (1) =logKn (Q¢, ) — logKn (Q¢, 1)
1 1
¢Nd\d
+ o(Nl—%ﬂed—lpﬁx(m +NITapa (B! (1og—) zd—l).
Pp
Inserting the result of (6.10) applied to u and i, we deduce

logKy (1) — logKn ()

z—ﬁN/ /Lz‘gfd(ﬁul‘ﬁ)—g(Nf /LIOgM)ldzz
0 0

+ov [ ﬁz—ﬁfd(ﬂﬁ1—5)+§zv(/ mogﬂ)ld_z
o o

101
+0<ﬂx(/3)N€d<R(N,€,u)+R(N,€,[L)+N_éf_1p,s+ﬁ_éx(ﬁ)_é(log%>df1 ‘é)).
B

Using again that B (,B)*l < pg by (2.11), by definition of x we see that we may absorb the last error terms into . [J
We now turn to the more precise version of Theorem 2.

Theorem 2 (More precise version). Assume d > 2. Assume V € C° satifies (2.1)— (2.4). We have

2
log 2} 5 = ~BN'3EY (o) + 2 (N log N 1ges — N2 f o log g )1
(6.14) ’ 4 4 g

+ Ng /]Rd /L;_H fd(ﬂl’vé_a) + O(ﬂx(ﬂ)N(do(l + (10gN)1d:2) +’R,(N’ do(l + (1OgN)1d:2), MQ)))

where R is as above for the norms of g in 3, and the O depends only on d, an upper bound for g and a lower bound
for g in .

Proof. We take m = 2 and y = 1 in the introduction, thatis V € C>. This ensures by (2.16) that wg is uniformly bounded
in Cl(%).

We partition 3 into hyperrectangles Q; of sidelengths in (N *ér, 2N *ér) where 7 is the minimizer in the right-hand
side of (6.8) for the choice R = dy(1 + M (log N)14—>), such that N fQi Wp = 1; is an integer. Again, this can be done as in

[75, Lemma 7.5]. We keep only the hyperrectangles that are inside . This way the local laws are satisfied in U := |, Q;
and (3.40) applies. By (2.6), (2.14), definition of ) (2.15) and choice of R, we have

C
(6.15) ne(U€) < 7 + Cdyo+CR <CR.

We apply (3.40) to uy and combine it with the result of Proposition 6.3 to obtain

-2 1—-2
logKN(Rd,ue)=—ﬂN/ 1y ° fa(Brg d)—§N</ M910gue>ld=z
Ui Qi U; Qi

(6.16)
- §Nue(U)(log N)1g= +logKy (R\U, ug) + O (Bx (BYNIUIR(N, R, us))

where again we can absorb the errors in (3.40) into the R. To bound log Ky (R4\U, 1g) we use (6.15) and a bound proved

in [7, Proposition 3.8] combined with [7, Lemma 3.7] (after rescaling the coordinates by a N 1/d factor)

log K (RNU, 15) — & N (U°) log W12

(6.17) i |
-C BNuo(US) +BN'"amin(Ba2,1) ifd>3
| Bx(BINue(U€) ifd=2
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and if d =2 we need to have

o uo(U°)
Ucenx)) < C————.
o ( (2)°) < log N
This is ensured by the fact that uy is bounded below in $ N UC and the definition (2.15) hence ug(U€) > g while

o (f)") < Cdp as seen in (2.14), so the desired condition follows by definition of R (if M is chosen large enough).
It remains to bound

—/3N/ uz_afd(ﬂul_a)—§N</ M@lOgM9>1d:2~
ue ue

In dimension d > 3 we use that fy is bounded in view of (2.23) and g is bounded to bound all this by CNB fUc Ho <
CNB(R+671/2) < CNBR by (2.6) and (2.14).
In dimension d = 2 we bound f ye Mo log g by C(R + 9_%) < CR in view of (2.6). We conclude that

-2 1-2 B
-BN my  fa(Buy © ——N(/ M910gue)ld=z
U; Qi ‘ ( ¢ ) 4 U; Qi

=N [y falug ) - §N</R o logue)1d=2 + O(CNBX(BR).

Inserting this and (6.17) into (6.16) we obtain the result of Theorem 2. U

7. Proof of the CLT
7.1. Comparing partition functions

Let us denote

2

(7.1) Z(B. ) = —ﬁ/ =5 fo (Bu'"9) - g(/ﬂ;dﬂlogﬂ>ld:2-

Lemma 7.1. Let o be a probability density. Let W € C' be supported in a cube Qg of sidelength € included in a set
where [ is bounded above and below by positive constants, and let iy := (Id+ty)#uo. If d > 3, assume (2.30) relatively
to s in Qg for all t small enough. Let us denote B1(B, o, V) the derivative at t = 0 of the function Z(B, ;). We have

(7.2) Z(B, 1) — Z(B. o) = Bi(B, o, ¥) + O (BN Y21
and
(7.3) |B1(B. o ¥)| < CBLIY |1,

for some constant C > 0 depending on d and the upper and lower bounds for g in Qy.

Proof. Denoting ®; =1d + 7y, we may write

d *% d % 1-2 1-2
ﬂut fa(Br, ﬁM, Fa(Brs ¥) Dot = Bluio @) 3 fa(B(ui o ®;)' 7) dpo.
R
Next we recall that by definition of the push forward we have
Ko
o=

R o= Getdd + tDy)
hence we may bound
7.4 @ od|<c /
(7.4) 777 M 0P| = Clinoll ¥l
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Let us first assume d > 3. Setting g(x) = ,Bxl_% fd(ﬁxl_é), we have

—g( d;) ’( D) — b
;O = Ly © o
ltg t t 8 (Wt t ,’t'u[ t

and

d> d 2 d?
Wg(ﬂt o®)=g"(uso th)(EMt o CDt) + &' (ur o q)t)ﬁﬂt o ®,.

Moreover, by (2.24) and the assumption (2.30) we have |g® (x)| < CB for all k, for x bounded above and below by

positive constants. Noting that y; o ®; remains bounded above and below by positive constants, we deduce that for
k=1,2,

k

IEEAMO¢HSCMWQP

If d = 2, there is no dependence in g inside fy. In the same way
/ welog p, = / log(s 0 @;)d o
Rd Rd

and the derivatives of log(u; o ®;) are bounded by CS|¢ |]él . Integrating against d o on the support of iy we deduce that
fork <2,

(1.5) p® ()] < cpedlyll,.

The result follows by Taylor expansion. (]

As announced in Section 2.5, the proof of the CLT relies on improving the error on the expansion of the free energy
by comparing two ways of expanding the relative free energy: one by transport and one by application of Proposition 6.4.
The idea is that if one knows a quadratic function on a whole interval up to a given error, then one can estimate it near
zero with a much better error.

This is done in the following crucial lemma which contains the “Holder trick” and the exponential moment control of
the “anisotropy”.

Lemma 7.2. Let y; = (Id + ty)#uo for some  supported in a cube Q¢ where g is bounded below by a positive
constant. Assume that

(7.6) ller <CE*1 fork=0,1,2,3,

and that t0=2 < 1 is small enough that the result of Proposition 4.2 holds. For any «' > 0, the following holds. Let

—2._ 4 i e —
a {DN(I//) = ¢ *1og(Na¢) ifd=2

Dyn(¥) 2= 074 (log(eN8) (N3 0)* @D 4 (Ni0)! ™ 4 (N5) T2 Fe2) jrd> 3,

Assume we know that for each s < Dy (), we have

K ()
(7.8) og S = N(Z(B. 1s) — Z(B. 10)) + O (Bx(BYNLRy)

Kn (o)
with
(7.9) max R, <C.

s€[0,Dy (¥)]
Then for every t satisfying
1
(7.10) It] < 10 := C—‘( max R,) 2Dy (W)
s€[0, Dy (¥)]
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for some appropriate C depending only on the bound in (7.9), we have

K (ier)
Ky (o)

Moreover, if d =2, we have for all t satisfying (7.10)

logEpy , [exp(—1B(A1(XN, o, ¥) + NBi(B, o, ¥)))]

1
= INBi(B. 110, ) + O(1Bx BN max  Ro) Dy ™) +o(Dlazs.

7.11 lo
( ) £ s€[0,Dy (¥)]

(7.12) = o(sx@we(_ma R Du).

s€[0,Dy (¥)]
Proof. First we define a good event to be

[(®YY ifd=2
T {xn. FL(Xn) < M(NEYN'TE) ifd >3

where M is some constant. In view of the local laws (3.43) we have that if M is chosen large enough,
1
(7.13) logPy p(G°) < —EMﬂNZd

for N large enough. In view of Proposition 4.2, we have F%‘(@,(XN), O, #u) < CF%Z (Xn, n) and thus by (2.41) and
(3.43) again, we may write

oo v (r)
(7.14) K (10)

= log Eqy (uy) (exp(—BN a~ (FE (0, (X y), D) — FL (X, 1))

= log Eqyuy) (16 exp(—BN 3~ (F9 (@, (X n), ®,#) < CFL (X n, ) + o(1).

Next we wish to insert the expansion of Proposition 4.2 into the exponent. More precisely, we use (4.11) and make use of
(7.6), 1472 < 1 and N éﬂ > 1 to absorb all the terms in factor of 7. In dimension d = 2, it yields

Ky ()
K (o)

Equating with the expansion (7.2) and setting

(7.15) log

= log Eqy (up) [exp(—B 1A1 (X, 110, ¥) + 120 (Dn (W) 2B (NL? +FS (X n, 10))))]-

2
(7.16) y =BNi'AL(XN. 1o, V) + NBi(B. o, ¥)
we thus find
l0g Eqy (ug) (exp(—ty + O (B Dy () (N + FR' (X, 111)))))
= O(NLY 2. Bx(B) + O(BX(BINEY(R; + Ro)).
Using Cauchy—Schwarz’s inequality and the local laws (3.43) we then deduce that if |t|Dy(¥)~! < C~! with C > 2
(which follows from (7.10) and (7.9)),

1
(7.17) logEaqy (uo) (10 exp<—§ty>> = O(,Bx(,B)NKd(tZDN(I//)_Z + Ri + Ro)).

We next turn to dimension d > 3 and apply (4.11), which yields

og Ky (ur)
Ky (o)

2_
=1logEqy(up[1c exp(—=BN 1A (X, po, ¥)

+BNT20(((e*log(eN ) (Nae)* ™ 44 (Nae) ™) (FY + N' s Ned)
d—1

+ e (Vae) TN (FY N2 ae%)52))) ] + o(D).
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As above, equating with (7.2) and setting (7.16), we obtain with the local laws (3.43) and the fact that we are in the good
event G, that (7.17) also holds in this case d > 3, up to an added o(1), by choice of (7.7).
We now choose o < Dy (¢) small enough that

()[2
——— < C(Ro+ Ry)-
Dy (¥)? ¢
For that we choose

1

ot:C_l( max R,)QDN(zp)
t€[0,Dn (¥)]

which is indeed < Dy (¥) if max;¢[0, by (y)] R+ is bounded and C is well-chosen.
With this choice we then have

7.18 logE 1 - =0 N R g
(7.18) 0xEay(u (I exp(—ay)) = O(Bx(BNE | max | R;) +o0()lazs

and the same applies as well to —a«.
Using Holder’s inequality we deduce that if ¢/« is small enough, more precisely if (7.10) holds, we have

2] d
7.19 logE 1 N <c Ne R 1)1g=3.
(7.19) |log Eqy (o) (1 exp(y1))| < —BxB) . s +o(1)1g>3

Inserting (7.16) and (7.19) into (7.15), and using the definition of « and (3.43) again, we obtain

K (14r) d 1 3
SN NBL(B, o, ofr NeUD ( R
g L = INBI(B. 10 ¥) + O (1BxHNEDy @) (| max  R,)")
+O0(Bx (BN Dy(¥) %) + 0(D1gz3.
Since the second error can be absorbed into the first in view of (7.10), this gives the result. [l

We now specialize to py with the notation of Section 5.

Corollary 7.3. Under the same assumptions, if t satisfies (7.10), then if d =2, we have

“t
EN(“G) =tN§/ div(y ue) log e
720) N (o) IRY 1
+ O(IﬂX(ﬂ)Ngd(se[on}%(wn Ro) oxn™).

and ifd >3

Ky (s 2 3 E K

N =nv(1—a)/ divp o) (fa(Bry °)+Bry  fa(Bry °))
721 ~ (o) Rd

+o (tﬁN£d<se[O{r1Da1;((w)]Rs) : DN(w)—l) +o(1).

Proof. This is just a specialization of Lemma 7.2 to o = g, ¥ of (5.5) and u; = ;1:’9 In dimension d = 2 we compute
directly that

By(B. 1o ¥) = § fR divyus) log o,

In dimension d > 3, we evaluate that

2

2 _2 _2 _2
&(ﬁ,ue,w:(l—a)ﬁ / div(y o) (fa(Brg *)+Bug * fi(Bry 7). 0
Rd
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7.2. Conclusion

To prove the CLT, the correct choice of ¢ is
d
(7.22) t=12p3(Nag) T2

and the choice of ¥ is (5.5). We note that by definition of pg in (2.11) and the assumption (2.17), = being fixed, we always
have

1 _1-d
Nd/t 2
(7.23) It] < czz(—) < 0.
B

We now wish to evaluate (5.32). We wish to replace vé by /;’9 in that formula, for that we use (5.20) and (5.18) and
inserting it into (4.30) we obtain that if V € C>+t24 N C’

[log Ky (v§) — log KN(

q q
Scﬂx(ﬂ)Nﬁd 2(( $|C2k+l> + <Z |E|g;/\+l>< |$|g;k+3>
k= k=0 k=0

(7.24) +£< |g|cw>< |g|czk+1>+£< |§|C2k+2< ISICW>

L 1€ para \ [ €] o2t
(55 (2 5))

k=0 k=0

where C depends on the norms of jtg in supp& up to C3, which are uniformly bounded in terms on V in view of (2.16).
We may now evaluate all the terms in (5.32) by combining the results (7.24), (5.37), (5.34) and (7.20)—(7.21) all applied
with the choice (7.22) and inserting (5.5). Each of these results generates an error.

We let Error; denote the error in the right-hand side of (5.34), Error, denote the error in the right-hand side of (5.37),
Errors the error term in (7.20) or (7.21) and Errory the error in (7.24). With this notation, obtain

4
(7.25) |logEp, 4 (exp(—zﬁ% (Née)‘*? Fluct(£))) + tm(€) — t26* % ()| < Z |Error; |
i=l1

with v as in (5.35), that is

) 2
T NS B L[ A, VI 1 L)
(7.26) v() = _Z_Cd ]ge—kVL &) + aﬁédk;)Vé gk %/;Qd o rard ok
and with
1 1 ALK E) i
7 /Rd ;O cabk log o Ha=s
m(§) = -

1, 1 _q_d 2 ALk _2 _2 _2
v ovhe 5 (1= 3) [ (A0 ) oy 4t st By ez

k=0

As soon as we can show that Z?: { Error; = o(1), we obtain that the Laplace transform of a suitable scaling of Fluct(§)
converges to that of a Gaussian, proving the Central Limit Theorem. We will now show this when specializing to the
setting where |§|qx < Ct~*. The interested reader could estimate the error for more general choices of £. The more
regular £ and V are, the larger g can be taken, and the better the errors in (7.25), in particular in terms of their dependence
in 6 > 1. Also the variance and the mean contain more correction terms.

In dimension d = 2 it suffices to take ¢ = 0, hence & € C 4 quffices, but better estimates of the variance and mean can
be obtained if £ is more regular. If d > 3 we will need to take ¢ larger as 8 gets small.
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7.3. Estimating the errors

From now on, we assume

(7.27) |Elce < CLTF forall k <2q + 4.

This way, from (5.5) and 602 > 1 (see (2.18)), we have that (7.6) holds, where C depends on the norms of g (bounded
by (2.16)). This implies, using also (2.17), that Dy (¢) defined in (7.7) satisfies

1

2 < Dy(y) <CE?

(7.28) C 1% (log(eN @)

if d = 2. In dimension d > 3, we have instead

(7.29) C1e2 (log(eNF) (NEL) @2 4 (Ni)' ™ 4 (Wie)' 2 a2) 3 < py(yy < Ce2.

We now make a specific choice of &', so as to minimize the sum appearing above and let

2d—2
(7.30) ) 2d-2
dd—2)
We find that
1
(7.31) Dy~ < Cce A (Nae)' T,

In view of (7.23) we also deduce that ¢|v|~1 and ¢y |2 N_é log(ZNé) are small, as needed for Proposition 4.2.

7.3.1. The first error term
By definition it is

3
t3 Lk+l
(1.32) Error, := CAN'*3 [ = / " k(é)
6 Rd (7]
and we have with (5.2), (7.22) and (7.27)
3,3, 1 . 3.4d Nag\ 72
(7.33) |Errory| < CT°B~2(Ndg) " 2 <C )
PB

where we used that ,3_% < pg and pg > 1 by (2.11). This term tends to 0 with an algebraic rate in Nl/dé/pﬁ in all
dimensions.

7.3.2. The second error
The next error is Error, equal to the right-hand side of (5.37) and already estimated in (5.41), hence with 7 as in (7.22), it
becomes

—2—d
|Errora| < C/x (B) ﬁN”ded(Cr et (N Z e Z |§|c2k+z|§|czp+3>

pt+k=m

2g+3

1__
03 redx@nrieEiewi” 3 el
k

0q+1

-1 —4 2443 2
24 pICWs!
+C9N£d<Cr,B LA (N Z onm O [Elcanalélcarn +C oot DIl | -
k=

pt+k=m
When (7.27) holds, we find after inserting the definition of 6 and simplifying terms
1o\ — 1 R B T
[Errora| < CVx (BB~ 22 (Na) " + Clrly/x (B)B ™24 (N o) 27

—6—d —4—4q

(7.35)

+ T3 (Nae) ™ cr2p2 2 (Na)



1122 S. Serfaty

Next we note that by (2.11) we have x (8)f~! < C,oé so using also that pg > 1 we find

[Errons| < CT203(N$8) ™ + Clelpy 2 (N e) >
3 6— 4q+4 4—4q
(7.36) +Cl’ p (Nd@) +C‘E p (Ndﬂ)
Ndf\ Nda¢g —6—d o
5C72<—) +Cr4<—> +C|r|p1+2q(N 30)2 2-2
PB 0p

1
The first two terms always tend to O by the assumption N ) > pg. If d =2 we find that the third term is O(Np—y)’]’M

which tends to O for any g > 0. We then have

1 -3 1-2
Ndg Nag g
(7.37) |Errory| < C(t% + z“)(p—) + C|r|< . ) ifd=2.
B B

For d > 3, if B does not tend to 0, then pg is bounded and the third term tends to 0 since we assumed g > g —1.Ifg—0
then we use the extra assumption (2.32), from which we may then take g large enough depending on € (so £ needs to be
regular enough) so that the last term tends to 0. This is the reason for the assumption that ¢ is larger than some constant
depending on ¢ made in Theorem 5.

This concludes the analysis of Errory, with again an algebraic convergence to 0 as N'/9¢/ pg —> 0.

7.3.3. The third error
By definition, it is the rate error

(7.38) Errors :=t,3x(ﬂ)NedDN(¢)*‘( max Rs)i.
SE
Inserting (7.22) and (7.28) or (7.31), this is

d 1 N A _
(1.39) frons| < Clelgt x0T px)( max R,) s f(OSUNE)T iFO=2
5€[0,Ce2]

For d > 3, the convergence of Errorz is ensured by the assumption (2.33).
We now check that this error term can be made small if d = 2.
To evaluate R we need to compare. (7.8) and Proposition 6. 4 First we note that (5.11) and (5.8), (5.9) are verified by

(7.23). Then in view of (5.19) for all /,LQ with < fy we have |/L9|C] <CH+t|e3<e! by (7.23), which we input into
the definition of R. In view of (7.8) and Proposition 6.4, we may thus bound

Nuie\~z Nug\d
max R, = C< ) (log ) .
s€[0,Ce?] 0B P

To apply (7.20)—(7.21) we needed (7.10) to be satisfied, that is

1

|r|€2,8_%(Né£)_ -3 < CE2(log(ENé))_7( max Rt)z,
[

0,C¢2]

Nog\Z(Nag\ '8 Nog\“i(  NaE\®
(o) () () ()"
g )\ pp Py Py

which is clearly satisfied as soon as N is large enough, since we assume N !/ dﬁpgl > 1. We may now write

for this it suffices that

1

| Nag\~"i/ Nit
|Error3| < CB2x(B)| — log
Pp

P

)%ﬂog(fvée»%.

Thus if d = 2, Errors — 0 algebraically as soon as 8 < 1, and if 8 > 1 (then pg = 1) we use (2.27).
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7.3.4. The fourth error term
It is by definition the term in (7.24), and inserting (7.22) and (7.27), we find

Lo\ -2
_ Nd/{
|Error4|§Crzx(ﬂ)(NéE) 2§C( p; ) )

This term always tends to 0, algebraically.
7.3.5. Conclusion

We may now conclude that all terms are o(1) under our assumptions if d = 2, and that they are o(1) in dimension d > 3
provided (2.30) and (2.33) hold.

. Lo 1. .
Moreover, a rate of convergence as a negative power of Nd{pg Uis provided for most of the error terms.

7.4. The case of small temperature — proof of Theorems 4 and 6

. . 1 .
Here we may assume 8 > 1, so pg = 1 and the convergence rate will be in terms of N d/£. In that case, we choose instead

t= sZz,B “I(N éE)_l_g which is equivalent to taking 7 = s _%, and we retrace the same steps to find instead of (6.8)

d 1 4
(7.40) llogEpy , (exp(—s(Née)l‘7 Fluct(¥))) +s872m(&) — s>~ v(®)| < Z |Error; .

i=1

The errors appearing here are each smaller than the respective errors produced in the previous proofs because the extra
factors in powers of 872 that appear are all < 1. Hence we only need to check that Error; tends to 0, with

1.1
g 3 log(¢Nd))2 ifd=2
|Errors| §C(Né€)2 1( max Rs)z x (ogl( | 1)) !
5€[0,C¢2] Ndg) ~d ifd> 3.
For d > 3 this is ensured by (2.36). For d =2 we have
1 _1 1
Ndg\ 4 3 Nd¢
|Errorz| < C| — log*
Pp Pp

which tends to 0. We may also choose ¢ = 0, although the result would be as true with larger g and this concludes the
proof.

Appendix: Proof of Proposition 4.2
A.1. A preliminary bound on the potential near the charges

Let i be a bounded and C 2 probability density on RY, and let Xy be in (Rd)N . We let h be as in (3.1) and sometimes
write 7" [ X ] to emphasize the X and u dependence. Forany i =1, ..., N we let

(A.D) hi(x) == h(x) = g(x — x;).
We will use in particular the notation of (3.9). We start by adapting to arbitrary dimensions some results of [51].
Lemma A.1. Let ij be such that n; <r; for eachi. We have fori =1,...,N

(A2) s = {h outside B(x;,n;)

fli (up to a constant)  in each B(xi, n;).

In particular, it holds that

N
(A.3) / |Vh:|? =/ |Vh|> + |Vhi|?.
Rd ! RAUN, B(xir) ,Z:; B(xi.ri) l
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Proof. The first point follows from (3.9) with (3.5) and the fact that the balls B(x;, r;) are disjoint by definition hence the
B(x;, n;)’s as well. The second point is a straightforward consequence of the first one. O

Weletfori=1,...,N

(A.4) 2 (XN, ) 1=/ |Vhil*.
B(xi,ri)

We will later often denote it simply by A;.

Lemma A.2. Assume € C"™ 2% for some o > 0 and integer m > 1. For eachi =1, ..., N, we have
~ _d 1
(AS) ”Vhl ”LOO(B(Xi,%ri)) = C(ri 2)\1' (XNs M)z + Nr; ||/_,L||Loo)
my l—m—% 1 2—m o
(A.6) [V Ri | oo 1y SC T 22 (K, )2 + NG llllos + N7 |ilon-240 3,100

for some constant C depending only on d.

Proof. We exploit the fact that fz,- is regular in each B(x;, r;). Recall that & = g * (ZlN: 1 8x; — N ) so that
(A.7) hi =gx* (Z% —Nu>.
J#i
We may thus write fzi as fzi =u + v where
(A.8) u=g*(—Nux:)
with x; a smooth nonnegative function such that y; =1 in B(x;, r;) and x; = 0 outside of B(x;, 2r;); and v solves
(A9) —Av=0 in B(x;,1;).

Letting f(x) = v(x; + rix), f solves the relation Af =0 in B(0, 1). Elliptic regularity estimates for this equation
yield for any integer m > 1,

1

2
(A10) V" | e sc(f IVf|2> ,
19" o =< ([,
for some C depending on m. Rescaling this relation, and using (A.4) we conclude that
(1 : c :
(A.11) 1YVl B, b s—(—/ |w|2) s—(x-(XN,uH/ |Vu|2> :
Lo®(B(xi 3) = rlgl—Z B(xi.) rlt'J/2 i Br)

and similarly

1
C 2
A.12 v < —— m(Xw, Vul?) .
(1) 19 i = g (0 o)
L
The following assertions for u are obtained similarly by elliptic regularity and scaling:

7
CNI’l- m”/,L”Loc for m <1

(A.13) VU | oo Ly = -
“ HL (B(xi, 7)) CN(riz " el Lo +rzq|M|Cm*2+“(B(xi,ri))) for m > 2.

Inserting into (A.11)—(A.12) and computing explicitly, we deduce that

C 1 1+¢
(A.14) ”VUHLOO(B(X,-,%Q)) = rdT()‘i(XNy /-'L))2 + N”/L”LOCri 2)’
i
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and
m C % 1+% o
(Als) “V U”LOO(B(X. ll")) = 7d()\'i(XN7 /’L)) +Nri ||/’L||L°°)+Cer |M|C’"—2+”-
i3l m—1+9
i
Combining with (A.13), this concludes the proof. O

A.2. Transporting electric fields

Lemma A.3. Let X be a vector field on RY and ® a diffeomorphism and define
(A.16) O#X := (DD o ') X 0 @' |det DO,
Then

div(®#X) = d#(div X)

in the sense of distributions, and of push-forward of measures for the right-hand side.

Proof. Let ¢ be a smooth compactly supported test-function, and let f = div X (in the distributional sense). We have
— [ X-V¢ = [ f¢, hence changing variables, we find

—/Rd Xod ' Vpod |detDO™!| = /Rd(¢ 0o @ N (fod !)|detDD™!,
and writing
(A.17) Vpod ' =(Dood ) V(pod)
we get
—~ /Rd Xod ' (DPod ) V(pod!)|det D! | = /Rd pod® ' fod |detDO|.
Since this is true for any ¢ o ®~! with ¢ smooth enough, we deduce that in the sense of distributions, we have
div(DP o ® ') X 0 @ '|det DO~ |) = f 0o @ |det DO

which is the desired result. (]

We now turn to the main proof.
A.3. Estimating the first derivative

We will denote v = ®;#pu, and for any Xy € (RHY we let Yy 1= (®;(x1), ..., D;(xn)) = (¥1, ..., yn), hence we let
the #-dependence be implicit. We use superscripts i and v to denote the background measure with respect to which
h is computed and sometimes use [Xy] or [Yy] to emphasize the configuration for which 4 is computed. Let 7} be
such that n; <r;. We wish to compute the energy of the transported configuration by using the transported electric field
@O, (#Vh*[Xn]). The problem is that the transport distorts the truncated measures 6,(67") and makes them supported in
ellipse-like sets instead of spheres. A large part of our work will consist in estimating the error thus made. For this we
take a slightly different route than [51] which contained an incorrect passage.
Let us define

(A.18) Ejj = & #(VhL[XN]),
(A.19) 8y, 1= D #5I),
and

N
(A.20) hi=gx* (Zéy,. —Nv).
i=1
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Note that / implicitly depends on 77. By Lemma A.3, we have

N

(A.21) —div Ej = —®#(Ah5[Xy]) = cq (ZS” - Nv)
i=l1

thus

(A.22) div(E; — Vi) =0.

We next use the fact that V1 is the L2 projection of Ej onto gradients to deduce it has a smaller L? norm. More precisely,
we may write

/ | E5)? =/ |E, — VA|* + |Vi|? +2/ (Ey — Vh)-Vh
Rd Rd Rd
and use Green’s formula and (A.22) to deduce that the last integral vanishes, hence
(A.23) / |Eﬁ|2=/ \VA|? + |E; — V.
Rd Rd

We also note that £; = VA#[X y] in the interior of the set {®, = 1d}.

Without loss of generality, we may assume that 7]y~ < % We now wish to estimate E(¢t) — E(0) = Fy (P, (Xy),
ue) —Fn(Xny, ) =Fn(Yn,v) — FN (XN, ).

Step 1 (Splitting the comparison). Applying Lemma 3.1 yields

N N
1 1
A.24 Fn(X =— VhE[X - = ) — fp, (x — x;
(A24) V) = 5= [ [V 3 290 N;/R (6 = 3 d )
and

N N
1 1
FN(.v) = 5 /RdWh;[YN]P —52.90m) ~ NZ/Rd f; (X = yi) dv(x).
i=1 i=1

Subtracting these relations and using (A.23) we find

1 N
(A.25) Fy(Yn,v) — Fy(Xw, 1) = Main + Rem + Err — E/ |E; — Vh|?
d JRd
where
(A.26) Main-—i/ |E*|2—Lf VA IX N
’ T ZCd Rd K 2Cd Rd n N ’
1 v 2 1 )
(A.27) Rem:= — [ |VAiYNI|"—— [ |Vh|
2¢q Jpda' 7 2¢q JRre
and
N N
(A.28) Err:= _N;/Rd f, (0 —yi)dv(x) + N.XI:/Rd £ (0 —xp)dp(x).
= 1=

Step 2 (The last term). To control the last term, we first show that £ is close to V(h’;; [Xnlod, 1). Indeed, using (A.16)
and (A.17), we find that

Ej=((D®, 0 ;") )V (h[XyTo @ ") |det DO | = V(REXNTo @) (1 + O(t1¥lc1(0,))

after a Taylor expansion in 7. It follows that

/Rd|E;]—V(hg[XN]oCD;I)P5Ct2|1ﬁ|2C1(Ue) /Rd\V(hg[XN]OCDI*I)P.
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After another change of variables we find that
/Rd |E; — V(hE[Xy]o o) < Ryl g, /W|th[x,v]|2.
As seen just above, Vh is the L? projection onto gradients of Ej, hence we conclude that
(A.29) f |E; — VA < / |E; — V(hE1XyTo @) [? < Ct2|¢|zc.(w)f Vi X N1
Rd Rd Rd
Step 3 (The main term). The term Main is evaluated by a simple change of variables using (A.18):
(A.30) Main = 2—; /Rd(|(DCI>t)TVh’$|2’deth>,_l o ®,| — |VhL[).
Writing ®; =1d 4 ¢ and D®; =1d + ¢ Dy, we have CDI_] =1d —ty + O(*|¥|?) and

det D®; ' o @,| = det(Id — tDY (x + 1y (x))) + O (2| DY |*) = 1 — tdivy + O(2(IDY 1> + ¥ |2 ¥ llL~)),

thus

Lot Iz " 2 2 w2
(A.31) Main = e ) Vhi - AVhZ +1 0((|w|CI(Ug) + ¥l IV L= wy) /Rd|Vhﬁ|
where
(A.32) A=2Dvy — (divy)Id

and where the O depends only on d.

Step 4. We now set to evaluate quantities of the form
8, — )
[ 70, —o)

for general functions f. We note that by (A.35) the supports of 5;:“) and § y; are included in an annulus of center y;, inner
radius n; (1 — NV et By m)) and outer radius n; (1 + [111¥ et (B(y; niy)) and assume that

1
(A.33) [tV ] < X
By definition of $ y; (A.19) we have
(A.34) f f(8y —87) =][ fo® —][ f=][ F( @i+ xi =) — f.
Rd dB(xi,mi) 3B (yi,ni) dB(yi,mi)
Note that by definition of ®; and the definition of y; as x; 4+t (x;) we have

(A.35) ” D (x +x; — yl) —X ||L°°(B(y1,m)) = ||“ﬁ(x +xi — yl) - “ﬁ(xi) ||LOO(B()'iv7Ii)) = tnl'h[/'Cl(B(xl‘,m))'

It follows that

s _ s(ni)
\/l.Qd f(s)’i 8y,- )

§C|f|cl B(yi.3n: ||q)t(-x+xi_yi)_x|’LooB s
(A36) ( (yuzm)) (B(yi,ni))

= C“7i|1/’|C1(B(x,',m-))|f|cl(B(xl-,%n,~))'
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Linearizing (A.34) in ¢ we find that if f € CZ(B(yi, %17,-)),

/ F(8y —831) =][ V@) (@ +xi = i) =) + 0071 Fle2s00. 30V 161 8 myy)
R IB(yi.ni) e o
:][ V@) (=t () + 19 (x +x — i)
B(yi,ni)
A.37 2.2 2
(A3D) + 001 f e, 3nn Y e (8 n)
=f][ Vi +yi—xi)- (v x) —¥(x))
9B(x;,ni)
2.2 2
+ 0071 lc2s 0, 3mn Y 101 (8-
Linearizing further v and V f and using that |, 9B(ximi) Dy (x;)(x — x;) =0, we may also get
/ f(5,—3(m )—l][ Vfx+yi—xi) Dy (xi)(x — xi)
Rd B(xi.ni)
A.38 2 2.2 2
(A-38) + O Wi Flerson. ny T e 300 Y101 B m)
2
= 0(tn; (If I 2y, 201V 101 By F 1 2B min | Flet ey, )
Step 5 (The remainder term). Let us denote

(A.39) vy =g (8, —8{").

By (A.20) we have
(A.40) h=h

Thus, integrating by parts we find

2CdRem:Z/VUi-ij—ZZ/VU,‘-Vﬁ
ij i
_ch/Ut yj_a('u 2cd2/v,<6y+25y — )

(A41) J#Fi

—en X [l ) o [, 87) -2 [ (Sl w)
i#] J#
:=2cq(Rem; + Remj 4+ Rem3).

Substep 5.1. Let us start by Rem;. We observe that
1 Y el IR
Remi =337 [ avsfr'sy? - f
= —Z][ ][ P (x) = @ () —g(x — y)) dxdy.
dB(yi,ni)JdB(yi ni)
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Breaking the double integral into |[x — y| > 6 and |x — y| < § we may write that

][ ][ (1) — B,()) — gx — ) dxdy
BB()I 771 83()’1 m
_ 0(][ g(x—y)dxdy) +§][ Vol — ) - (400 — ()
@B(y;, )%, |x—y|<C$ @B(yi . ni))2 |x—y|>8

+ O(rzwl ][ |x — y|“).
CH(B(yi,ni ,
BO1) By, mi)2.Cl—y|>

Letting § — 0 we find

1
b (e - @) - g - ) drdy
dB(yi,ni)J9B(yi,ni)

t

== Vg<x—y>-(w<x>—w<y))+0(r2|1ﬂ|21 . ][ |x—y|2—“>.
2]{aB<yi,m))2 CBORD 3By )2

With this we claim that

(A42) Rem1= ‘d][w( (V) =) v+0<22n |w|2cl(3(yi,m))>
Visni)

where v is the outer unit normal. To see this, introduce g;, = g * 8;?” and observe that by splitting ¥ (x) — ¥ (y) into
Y(x) — ¥ (yi) + ¥ (yi) — ¥ (y) and symmetrizing the variables

1
5][ ][ Vg =) - (¥ (x) =¥ ()
9B (yi,ni)J9B(yi,ni)
=][ ][ Vg(x —y)- (w(X)—W(yi))=][ Vg, (x = yi) - (¥ (x) = ¥ (3)) dx
dB(yi,ni)JdB(yi,ni) 9B (yi.ni)
and the right-hand side is equal to

1 .
3 /Rd (Y (x) — ¥ (y)) - div Tvg,
where div here is a vector-valued divergence, and for any function # we let Ty denote the stress-energy tensor
Tvi, :=2(Vh) ® (Vh) — |Vh|*1d,
see for instance [78, Lemma 4.2]. We have the identity div Ty, = 2VhAh for smooth functions, and then notice that
div Ivg, = = 0 away from 0 B(y;, n;) so that each component of div TIvg,, is the jump of normal component of the corre-

spondlng row of Tvg . Since Tvg jumps from 0 inside B(y;, n;) to Tvg outside B(y;, i), the integral transforms into a
boundary integral equal to that of (A 42).

Substep 5.2. We next turn to Rem;. First we estimate v; defined in (A.39). Using (A.38) with f =g(x —-) and f =
Vg(x — -) we obtain

1 1
(A.43) Vx & B(yi, 2ni),  |vil(x) < C|f|ﬂ,~2<m|¢|cl(3(xi,m)) + m'WCz(B(x;,m)))
2 1 1
(A.44) Vx & B(yi,2ni), |Vvil(x) = Clt|n; W'WCI(B(M%)) + mW'CZ(B(x,-,m)) )

hence inserting into (A.36), we find

Uz Z y] _8(7]/

J#

(A.45)

w12, [Vt AR
2 C (B(xi,ni)) C (B i)Y 1C=(B(xi,ni))
=Ct an J( d+1 + _ d )
—yjl lyi — il

i#]
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1/d

We next split the sum into pairs at distance < N~ "/¢ which we control by Corollary 3.4 using that

nin; 1 nn; __ NV

< 9 —
lyi — yj 190 = |y —yj1972 lyi —yi19 = lyi =y

|d—2

since 1; <r;, and pairs at distance > N~/ for which we use 77,'277j < N—3/d

This way, absorbing some terms and using that £ > N —1/d_we conclude that

and use Proposition 3.5 applied with s = 2, 3.

_1 1
IRema| < C*(1¥13uy,, + N3 og(EN) [ lcr ¥ c2wy)
(A.46)

#1
X <FU[(YN, v) + ( 4U‘ logN>1d:2 + CO#IU@N1§>.

Substep 5.3. We finish by analyzing the term Rems3. By integration by parts, we may write

Rem; = /Za“ﬁ- Vhi 7 [YN]

where fz,-’ﬁ[YN] = h%[YN] —g(- — y;). We also let hi[YN] = h[YN] — g(- — y;) and observe that h;[Yy] and fzi,;,[YN]
coincide in B(y;, ;). Using (A.37), (A.6), n; <r; and Young’s inequality we deduce

N
;/R i LYN1(60) = 8,,) _t,ZJ[ VAN G+ 31— x0) - ($(0) — ¥ ()

9B(x;,n;i)

N
_ 2 T 2 2
= 0<t D L0 | Y "”'ch(xi,m»)

i=1

| 1
= O(r2 D Ve ey (€1 (Y )2+ Nl + ri|u|c1(3(y,.,,,.))))

ie[Ug

_ 2 2 2—d
=0 ) WIZ1 ey (ri +/B

iEIUe

VALYV + N5 ( N7 )
AYN]T + leell oo + Il oy ) |-

isri)

Using (3.24) in the case d > 3 (and the fact that the r;’s computed for X and for Yy differ by at most a multiplicative
factor of 2) we conclude that

Rem3—lz][ Vil YN+ yi = xi) - (¥ () — ¥ ()

9B (xi,ni)

1
(A47) + 20121, (1+ Il + N5l er )

#1
X (FU@(YN,\))+< 4”“ logN>1d:2+Co#IU[N1_% +/ ]Vh%[YN]‘2>
Uy

where the O depends only on d.

Step 6 (The error term (A.28)). First we write
—f f (x = yi) dv + / fy (x — xi) dju = —/ fy, (¢ — xi) (dv(x +xi — yi) — dp(x)).
Rd Rd Rd

Then we may write v(x — x; + ;) = &D,#v = éD,(#CID,#u) = (&)t o &, )#u, where we let Cf>, =Id+x; —y; =1d — ¢ (x;).
Since ®; o &, =1d + 1 (¥ — ¥ (x;)), we may write in view of Lemma 5.1 that

vx+xi —y) =p—tdiv((y — ¥ (x))u) +u
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with
lullzoe < Ce2(ulea ¥ — @) o + W12 + Wl ¥ — ¥ )] )-

Thus

—fRd £ (= yi)dv + /R £, (x —x0) dju = —r/Rd Vi, - (¥ () — ¥ () dit

+20((1+ nflmle2) W1 +ni|w|cz|w|c1)/Rd It -

—1/d

Using (3.7), summing over i and using n; < N we find

N
Err=—(NY fR V- (000 = () di)
(A.48) =

N

2 -2 2 —L\a\1-2

+1 0(2(1“\’ 3l e2Be i) (V1E sy T ¥ et B ¥ le2aa.nn NN d)s
i=l1

where O depends only on d.

Step 7 (Conclusion). We now define

1 -
Li:= Vhi - (2DY — (divy)Id) VAE [Xy] + Z][ VhilYNI(x + yi — xi) - (¥ (x) — ¥ (x))
2Cd B (xi,ni)
(A.49) .
1
+3 Z][ (v () — (o) NZf Vi - () — ¥ () dpe
i=1 9B (i ni)

Combining (A.25), (A.29), (A.28), (A.31), (A.46), (A.47) and (A.48), we find
Fn(Yn,v) —Fn(Xy, 1)
2
=1L +r20((|1/f|2€.(w) + 1Vl 1V Iz ws) /}Rdlwg[xw]! )
201012 _1 _2
(A.50) +1 (W'CI(U@)(I +llpllee + N7 d|uler,) + N d |M|C2(U£))

+ |¢|C1(U4)W|C2(U@)(1 + N7 |:“«|C2(U¢))N_é log(ﬁNé))

#1
x 0<FU‘3(YN, V) + ( 4U‘5 logN>1d:2 + CO#IUgNlig +[ |Vh%[YN]|2)
U,

where the O depends only on d.
In particular

FN(Yny,v) —Fn(Xpy, u) =tL; +o(1).

Comparing with Proposition 4.1, we find that letting E be as in (4.4), we have
E'(0) =A1 (XN, ¥, ) = lim L,
t—0

1 ~
=— v E.@2D 1d) VA Vhi[Xn]- —Y(x;
(ASD) 2o 1Y - 2Dy — (div y)1d) VA +Z]€Bm - hilXNT- (¥ (x) — ¥ (x)

i1 Z][ ) — v NZ / Vi (@) — () dis

dB(x;,ni)
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In addition, this implies that the quantity in the right-hand side is independent of the choice of 7 as long as n; < r;. Taking
ni = %ri and bounding the terms in (A.51) we obtain

N
2 ~
|A1(XN’/’L’w)| SC(/RJVWILJ |Dw|+Zri”Vhi”L°°(B(x,',%ri))|w|C1(B(xi,%ri))
¢ =1
(A.52) ’
N

N
2—d 1=-2
+ 221 W et ey + 22 W e e o 4l 2o N ")

i=1 i=1

Using (A.5) and Young’s inequality, we deduce that

M| <c [ [va Dy

N
2—d
+C D W lo1 s, oy (ri +/B
i=1

which in view of Lemma 3.3 proves (4.10), from which it also follows that

(A.53)
2 _2
[VRY [XN]|"+ N d||u||Loo)
1

(xi,1i)

|2/ )| = C(1+ luli=) ¥ i, EO),

where C depends only on d. By the same reasoning, for every ¢ such that (A.33) holds, and since | o @, ! lctw,) =
¥lctw, (1 + Cltll¥lciw,)), we have & (1) < C(1+ |nliL=) ||t E(2). Thus applying Gronwall’s lemma we deduce
that if (A.33) holds we have

(A.54) |2(1) — E(0)| < CtE(0)
and thus also

(A.55) E() <CE(0)
where C depends only on d and || i || oo, proving (4.7).

A.4. Estimating the second derivative

We now wish to bound |E”(¢)|, which is new compared to [51]. We will repeatedly use (A.55), i.e. that the energy for Yy
is controlled by that of X .

Step 1 (Choice of 1;). We are going to make a different, smaller, choice of n; < %ri, for reasons that will appear later,
and set

(A.56) i = 5 min((rN9)” 1)rs
for
11
(A.57) m= (NTE) / ifd=2
(NHE)_a o' >0 ifd>3

and

LT
(A.58) a=12 "7

0 ifd>3

This change in 7 leads us to a modification in the evaluation of terms [ |Vh,7|2 and ), n,.zfd. In particular, using the
definition (A.56) and (3.24), we may write if d > 3

(A.59) > 90m) < Cm*9E(0)

iely
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and if d = 2, using the additivity property of the log,

(A.60) Zg(Ném Zg( r,Nd 1*"‘)5029 r,Nd)+C#1Ng(m)<c (0) + C#Ing(m).

iely iely iely

On the other hand, in view of (3.26) (and adding resp. subtracting ) ;. Iy IV é) to the terms in the right-hand side in the
case d =2) we have

#1y _2 1
/ Vhi1* < ZCd(inf]Z(XN, W+ —=(log N)1g— + Co#InN' d) +ea Yy 9(Neni)la= +ca Y gni)la=3
U

iely iely

so that by (3.24) and (A.59), resp. (A.60) and rearranging terms, we find

(A.61) |Vhz|* < CEO)(1 +m* “1g23) + C#Ing(m)1g—
Uy

Step 2 (Main term). To bound |E”(¢)| we first need to estimate |L; — Lo|. First, let us evaluate the Lipschitz norm in ¢
of f th[XN] . (.AVh%‘[XN]) or more precisely bound

/Rd VhU[YN]- (AVASYN]) — /Rd VAEXN] - (AVAE[XN))

where A = 2Dy — (div )1d.
We start by observing that, using Young’s inequality and ¢|{|-1 < %

fR Vi AVR— /]R LB AE5| < CWYlcIVh = Ejll 2wy (IVRI 2wy + VR = Ejll2w,)

=
4eqlt|

\Vh — E;* + Cltl[¥|%, / V.
Uy Uy

To control fRd |sz |2 we use (A.27) and the bounds on Remj, Rem;, Rem3 (A.42), (A.46) and (A.47) obtained previously
to get

VA< 5 f|Vh YwIP +Clellwrler Y e

2¢
d iely

_1 _1 1
+ CP(Y P (14 el + N8|l er ) + N8 log(ENT) [yl i [¥]c2)
U #1
x (FUe ¥y, v) +

+ 1Y e Z iV Al L By 1) -

iely

4”‘ logN>1d 5+ Co#tIyN'—5 + /|Vh;7[YN]}2)
U

Inserting (A.5), (A.61) and (A.59), and absorbing terms via ¢/ |1 < %, we obtain

- / Vi < C(SO)(1 4 m>*1423) + #Iyg(m)Le)
x (L+ C (i1l + P21 2 NS |uler g, + P21 lc Wl N 8 log (€N 9)))

with C depending only on d and ||| z. When || 1 and t|w|C2N_é log(ZNé) are small enough, in view of (A.29), it
follows that

(A.62) < CItI[Y (2 (BO)(1 4+ Cm* 1gz3) + #Iyg(m)1g=) + O (1)

/Vﬁ~AVﬁ—/ E; - AE;
Rd Rd
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where C depends only on d and ||u || poo. Next, we show that

/Rd Vi AVh— /Rd VhIYN]- AVAS[YN]
(A.63)

< CII(Y 2 + ¥l 1Yl N~ log(EN)) (B(O) (1 +m> O1g53) + CoIygm)1a=s) + O (i),

where the O (1) depends on X, 77 and . First we claim that
A 2 _1 1 — =
(A.64) /Rd|v(h—hg[YN])| < C(Itll¥lcr + >N~ e log(ENa) W |1 || 2) B(0) + Clel || com* @ E(0)1g>3.

Indeed h% —h= vazl v; (see (A.40)) hence

(A.65) |V(h h |— /|Vv,| +Z/ Vi - Vu;.

i#]

But the second term on the right-hand side is exactly Rem; so from (A.46) we get

N
~ _ v 2 _ 2
(A.66) '/RdW(h h5[Yy])| ;/ﬂ;ﬂ IV
On the other hand
[Rd |V |* = /Rd g (80 —8,,) (8 —8y,)

- _A.{d g 8,180 + /Rd g#dydy + 2/1;1 g8y (87 = 5y,).

< CP (112 + N~ log(ENS) Wl i [l c2) E(O).

But g * 8(”’ = gy, by definition, it satisfies |Dgy,| < r;l 450 by (A.36) the last term is bounded by Ct|y/|1 n2 4 In

addition the calculation of Rem also gives us O (¢|Y/| -1 n2 9 for the first two terms. We conclude directly for d =2 and
in view of (A.59) for d > 3 that (A.64) holds.

Next, we note that by (A.44), and n; < N _é,

f |Vvi|2scr2n§‘<|w|§.(3(x. N / O+ W g / d—i,)
(A.67) B(yi 2m) P10 J iz x| P Jixizan; X1

2 2 2—d 2 2—d
0V e 1V e N o).

Thus, using again (A.59) and combining with (A.66) we deduce that

|V (h - niyn) [ —Z/ Vi |?

Rd B(yi,2n;)

(A.68)
< CP (1120 + N~ log(EN 8) W1 [l c2) BO) + CA(1W 21 + [ 12N~ 3) (EO) (1 +m*14z3)).

We can now evaluate, using (A.40),

~ 2
/B(v. 2n-)|v(h — hE[YN] = vi)|

- V(h — hi[Yy] z—f |Vv-|2—2/ Vv--( W»)
(A.69) /B(y,v,zrm' (= w)| B2 BOwn) Z !

J#i

v(h — [y 2—/ vAz—zf v--( V»>.
S/Rdi ( ) B(yilm)| v B(y:.2ni) N Z i

J#
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But using that v; is harmonic in B(y;, 2n;) for j #i and (A.43), (A.44), we may write

3 fB Vo =3 / 3”1

ji (i,2n:) ji 9B (yi, 2711)

[¥lc [¥lc2 )
A

2.2 2
Sfan(mwncl+ni|w|cz)<|yj_yi|d+1 D=,

J#
After summing over i we may control this term similarly as we did for (A.46) via Proposition 3.5 combined with Corol-
lary 3.4. Since the left-hand side of (A.69) is nonnegative, we thus deduce

V(h—hil Ik —/ Vi |2

B(yi,2n;)

B(yi, 2')1
(A7O) 2 2 _1 1 2 _2 1 -
ECt (|1/f|cl(UZ)+|w|Cl|I/f|C2N leg(ZNd)+|1//|C2N leg(de))c:‘(O)

2
+ C(IY 1% + Y] N~3)m* 4B (0) 1423,

and combining with (A.68), we deduce that

/ |V (h —h;i;)[YN]|2
RINU; B(y;,27;)

_1 1 _2 1\
< CE(|YIg + 1Yl Wl N7 3 log(ENT) + |2 N ™8 log(¢NE))E(0)
_2 —d—
+ CE(IY 1% + Y15 NT8)m* B (0)1gz3.
To prove (A.63), in view of (A.64) and | A| < |[{|c1, it suffices to show that

(A.71)

/|V(h$[YN] — )| 1Al VRSIYN]|
(A.72)

< Clel (1Y P2 + Wl 1|2 N7 Tog(EN§)) (EO) (1 +m> Hgs3) + CHIyg(m)1a=z) + O(i7).

We break the integral into | J; B(y;, n;) and the complement. In the complement, the bound comes from (A.71) and
Cauchy—Schwarz, using that | A| < ||-1 and (A.61), and we obtain

/ |V (R5[YN] = R)[JAI|[VRETYA]|
RIU; B(y;,2n;)

_1 1 _2 1
(A73) <CltlY¥ler (1% + [Wle ¥ |2 N7d log(EN ) + | |2, N~ d log(¢Nd))2
x (E(0)(1 +m* 1gs3) + C#Ing(m)14=2)
< Clt|(1W 120 + [Wler ¥ le2 N3 Log(EN ) (BO)(1 +m*1gz3) + CHIygm)a2).
There remains to study the contribution in (_J; B(y;, 2n;). We may bound it by

A4 Y /

iely B(yi.2

|Vv,»||A|]Vg 800 | +f

B(yi,2n;

|Vv,-||A|\vﬁ,-[YN]\+/ |V (h — k% — i) ||Al| VA

B(yi 2n;)

Here we noted that h%[YN] — g * 8y, coincides with fz,-[YN] in B(x;,2n;) because 2n; <r;.

We bound the first piece by computing explicitly. We recall that Vg * 83,7" ) = (Va(- — yi)1jx—y;|>y; - We compute that

for x ¢ dB(yi, n;i), using y; — x; =ty (x;),

Vo () =fB( Vol —y =) = Ve —y )
XisNi

= t][BB( ) D*g(x —y) - (Y (i) = Y (x) + ¥ (x) — () + On (7).
Xi Ni
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We break the right-hand side into

D*gx 800 (r(x7) — ¥r(x)) + 0<t|1/f|cl][d Ix — y|1—d> +0(r%).

dB(xi,ni)

The convolution with the singular measure 8("‘ can be justified by smoothing out 8;:”). We deduce that

/ Vol
B(i,2n;)
dxdy
scmw/mf |ng,,i(x—xi>|ni+C|r||w|c1/ ][ ———+0(%)
B(x;.2n;) B(yi,2n)J0B(xim) 1% — Yl

< Cltl|¥leimi + O(?).

(A.75)

For the last relation we have used that |D29m| is a measure with a singular part of mass < C on dB(y;, n;) and a diffuse
part of density < 17 in B(yi, 21)\B(i, mi)-
Thus we conclude that

Z/ Vil Al Vg #8517 | < Clelly| 12n2 < ClllYIZ BO)(1+m* 1g3).

B(yi,2n;)

For the second piece in (A.74) we bound |Vl~1,~[YN]| via (A.5), noticing that B(y;, 2n;) C B(x;, %ri). Combining with
(A.75), we find

/ Vi || Al Vh; [YN]|<C|tI|¢|C1m( 2/\ + Nrillullz=) + O(t )
B(yi,2n;)

Summing, using ; <r; and Young’s inequality, we obtain

Z/ Vi | A| VA [Yy]]
B(yi,2ni)

N N
<Clellyl% (Z P04+ NZr?) +0(1%) < Cltlly 12 E0) + O(r2),
i=1 =

using again Lemma 3.3. This concludes the evaluation of (A.74) and combining with (A.73) we have finished the proof
of (A.72) hence of (A.63).
Finally, since E) = CI>t#Vh’$ [Xn] we check with a change of variables and direct calculations that

[ BB~ [ vhExXL ATRE )
Rd Rd

sC|r|Ad|Vh§[XN]|2|D¢|2+|r|/l;d|D2w||w||Vh‘g[XN]|2+o(tz)
< CItI(WIZCl + Wl 1Y lloe ) (B0 (1 + m* 1gz3) + C#Ing(m)1a=) + O(1?),
when we used (A.61).
Combining with (A.63) and (A.62) we then bound
/ Vh‘i[YN]~AVh‘i[YN]—/ VhE[XN]) - AVEE[X N ]
ra n ra n

(A.76) <11 21+ Wl 19 ) (EO) (1 +m?Luz3) +#Iyg(m) Lams)

+ Clt|Y e W2 N8 log(ENS)E(0) + O (1),
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where C depends only on |||/~ and 0% may depend on Xy, 7, i, d. In view of (A.31) and (A.61), we deduce that

|Main' (1) — Main'(0)| < Cle|(I¥ 121 + ¥ |2 19 ll<) (EO) (1 + m* 1g=3) + #Iyg(m)1g—)
(A.77)
' + Cltl[ Y| [¥le2N 73 log(EN ) E(0) + O(£2).

Step 3. Next, let us evaluate the first derivative in ¢ of the second term in L, of (A.49). Making this term more explicit as

N
T, = ZJ[W VO i~ - y)cbt#(z 8e; — NM) - (Y@ =¥ )
XisMNi

i=1 i

:Z][

l‘GIUK 0B (x;i,n;

)fRd Vo(x — y + 19 (xi) — n/f(y))(zsx, - Nu) 0 - (W) = p@).
J#i

we may compute its first derivative at =0 as

w®) =Y ]EB( | /R Dgr - y)d(z - NM) ) —v) - (@) — ¥ 0xn)
Xi i

iely, Ji
(A.79) =Y ][ D2 hi ()Y (xi) - (¥ (x) — ¥ (x7))
iEIU[ 9B (x;,n;)
(A.80) -y ][ / D*g(x — y)d (Z 8e; = Nu(y)(1 — xl')(y)>1ﬁ(y) (V) — ¥ (x)
iEIUz dB(x;,n;) JRY J#i
(A.81) + > D*g(x — N xi MY () - (¥ (x) — ¥ (x)
dB(x;.n;) JR

iEIUL,

where y; is a cutoff function equal to 1 in B(x;, N~'/9), vanishing outside B(x;, 2N /%) and such that |V ;| < N'/9. To
bound these terms, we want to insert that ¥ (x) — ¥ (x;) = DY (x;)(x — x;) + O(|¥| 2 ’71'2) and use that Dy (x;)(x — x;)
integrates to 0 over d B(x;, ;). Inserting that decomposition, the first term in (A.79) is then equal to

Z || Dzljli HLoo(B(xl.’m))||1/f||L°°|W|C277i2>'

ieUy

Z][ Dw(x,-ﬂszz,-(x)t/f(xi)~(x—x,->+0<
9B(xi,ni)

ieUy

After expanding D?hi(x) = D?h; (x;) + O(|D3h;||x — x;|) and using the cancellation, we find that the term in (A.79) is
bounded by

(AP =C Z HDzﬁi ||L°°(B(x,',%n))”w”Lmhp'Czniz + ”DSEi ||LOO(B(-X[’%|'[))||w||LOO|w|Clni2.

ieUy
Thanks to (A.6), we may then bound this by
2 _1_% 1 o
AT < C Y nf(r *hXn. )2 + N(llllzoo + 17 il o)) ¥ oo ¥ ] 2

iely

-2-4 1 _
+C Y (T TN, 02 + N il + 7 |l ero (g ) 1Y e ¥l e,

iely

for any o > 0. Next, we insert the choice (A.56) and find, using n; <mr; <mN —1/d and Young’s inequality

I(A.79)] < C(Z P94 Z ri(Xn, u)) ¥ [l oo || o2

iely iely

_2 _a
+m*#Iy N4 (||l L + N7 d [ wleo wp) 1l ¥l e
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2a Qa-%) g
+Cm>N7 (Z rf 2 +)»i(XN,/L)2>||1ﬂ||L°°|1P|c1

iely
2N#Iy (NS N—i %
+ (m N ( ll el oo + il civo o)) IV e ¥l et

for p <2 and g > 2 conjuguate Sobolev exponents. In dimension 2, we choose p = g = 2 and by choice @ = %

(see (A.58)) the corresponding sums are all bounded by E(0). In dimension d > 3, we use the elementary inequal-

_pd 3
ity > ;ul < (Q_;u;)" forall u; >0 and r > 1 to bound ZielN r P2 by (ZielN r?’d)dez and Zie,N )\,-(XN,M)% by

Ciery }i(Xy,w)? < CE(0)3. Optimizing gives the choice ¢ = 1 + 3% and so the sum in the third line is then

bounded by C E (0) % In view of the definition of E, we finally obtain

) (AT9)] < C(I¥ | l¥ |2 + m2N Y oo [ 1) EO) + Cm2 ¥l oe ¥ o1 E(0) 52 123

_2 _g _g
+m*#IyN' “(N Yl lczlulee w,) + N “||¢||L°°|1/f|cl|M|Cl+a(Uz))‘

For the term in (A.80), we argue similarly to bound it by

2 2
sy <c Y VIeWie ooy milVie Wie
o = x| o — g |ee]
Xi,Xj€Ue 7] xi,xj€Ug,i#]

du(y)

+CNZn%||n/f||Loo|w|C2/ ko)
iely yeUply—xi|=N-1/d |xi — Y|

du(y)

+CNZn%||w||Loo|1/f|C1/ _duO)

icly yeUy.ly—xi|=N-1/d [Xi — y|

The first sum may be controlled similarly as we did for (A.46) via Proposition 3.5 combined with Corollary 3.4, using
that n; <mN~1/9, and they are bounded by Cm?(log(¢N /) |||l Lo |9 |2 + NV || Lo || 1) B (0). Writing that with
(A.56)

2 2+2a

i PN 22 1

— < m’Ne—— — <m?No ———
|xi _xj|d+1 |xi —Xj|d+1 |xi _ xj|d—1—2a

—d+14+2a
and using that Zi# lxi —x; |~dHI+20 < (Zi;éj lx; —x; |2-9) =5 to use Corollary 3.4, we may then bound the second
sum in the same way. Finally the last two integrals are bounded by similar terms as in (A.79). We next examine (A.81).
Integrating once by parts in y we may bound this term by

_1 1
(A.83) IASDI < CN'""@ Y milrler (Inlerwp 1Y s + il [ ler + il ¥ ]l N @)

iely
Inserting all these results into (A.78), we conclude that
1Tg] < C(1W 12 +m2 Wl ]2 (log (ENS) + N~ & [ulco)
(A.84) + 1l Y le (m2 NS +m> N5 |l crvo +mlaler +mllul L N3))E(O)
+ Cm? Y|l ¥ | E(O)gldz%
where C depends only on ||/t~ and d.

Step 4. We examine the first derivative in ¢ of the third term in L; of (A.49). Rewriting this term as

1 1—d
2 20 f

)(w(x + yi — xi) — v (),

B(xi,ni
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we find that derivative is

3 Z][ (DY) = DY () - ¥ (xi) < Cl |2 1Y L EO) (1 + Cm>™1423).

9B (x;,n;)
where we used (A.59).
Step 5 (Conclusion). The sum of all the controls we have obtained for |L; — Lo| and in the order 2 term in (A.50) is
2 _1l _2 _1 1 _2
(W12 (1 + N7 il et + N7 il e2) + W2 Wl + [l e [¥ |2 N ™ log(EN ) (14 N 78 il 2))
x (BO)(1+m* Mg23) + #Ing(m)1a=2)
1 _a
+ (Ilt/f||Loo|1p|sz2(log(£Nd) + N~ d |I,L|Ca)
1 _a 1 —
+llex Wl (m*NT +m* N™5|ulcree +mlpler +mlulz=N9))EO)
d—1
+mP Yl e ¥l B(0) 2 1g23.
Inserting the choice (A.57) we may bound it by a constant times
2 _1 _2 _a
Any =[I¥1G (1 +N7d|uler + N78 ule2) + 1@l c2 1l (1 4+ N7 | plce)
1 1 2 1 ’(d— 1
+|¢|C1|1/f|CzN—alog(z1va)(1+N—H|M|C2)](1+(Naz)°‘ @ 1423 + log(EN ) 14-2) E(0)
-1 1 —1
||1/f||Loo|x/f|c1[(Nd4) (1+ N~ & |l ereo + N3 [lcr) EO) g

d—

N"aE(0)2)1423].

(N30 2 (14 N5 il erve) + (N3) ™ N=a ] 1) B(0) + (Na.£) 72

In view of (A.50), (A.77), (A.84), combined with (A.61), we have obtained that
|2(1) — E(0) — 1Lo| < Ct* Ay + O(t7)
yielding
|2"7(0)| < CAy,y.
We thus have proved the desired result at # = 0. The same reasoning applied near ¢ together with the fact that with (A.33),
(Vo @2 < ClY e

allows to conclude with (A.54) that (4.7) and (4.8) hold.
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