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We consider the mean-field limit of systems of particles with singular
interactions of the type − log |x| or |x|−s, with 0< s < d− 2, and with an
additive noise in dimensions d ≥ 3. We use a modulated-energy approach
to prove a quantitative convergence rate to the solution of the corresponding
limiting PDE. When s > 0, the convergence is global in time, and it is the
first such result valid for both conservative and gradient flows in a singular
setting on Rd. The proof relies on an adaptation of an argument of Carlen-
Loss [9] to show a decay rate of the solution to the limiting equation, and on
an improvement of the modulated-energy method developed in [17, 63, 50],
making it so that all prefactors in the time derivative of the modulated energy
are controlled by a decaying bound on the limiting solution.

1. Introduction.

1.1. The problem. We consider the first-order mean-field dynamics of stochastic inter-
acting particle systems of the form

(1.1)


dxti =

1

N

∑
1≤j≤N :j ̸=i

M∇g(xti − xtj)dt+
√
2σdW t

i

xti|t=0 = x0i

i ∈ {1, . . . ,N}.

Above, x0i ∈Rd are the pairwise distinct initial positions, M is a d× d matrix such that

(1.2) Mξ · ξ ≤ 0 ∀ξ ∈Rd,

and W1, . . . ,WN are independent standard Brownian motions in Rd, so that the noise in
(1.1) is of so-called additive type. There are several choices for M. For instance, choosing
M = −I yields gradient-flow/dissipative dynamics, while choosing M to be antisymmetric
yields Hamiltonian/conservative dynamics. Mixed flows are also permitted. The potential g
is assumed to be repulsive, which, as we shall later show in Section 4, ensures that there is
a unique, global strong solution to the system (1.1). In particular, with probability one, the
particles never collide. The model case for g is either a logarithmic or Riesz potential indexed
by a parameter 0≤ s < d− 2, according to

(1.3) g(x) =

{
− log |x|, s= 0

|x|−s, 0< s< d− 2.

The above restriction on s means that we are considering potentials that are sub-Coulombic:
their singularity is below that of the Coulomb potential, which corresponds to s= d− 2. As
explained precisely in the next subsection, we can consider a general class of potentials g
which have sub-Coulombic-type behavior.
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Systems of the form (1.1) have numerous applications in the physical and life sciences as
well as economics. Examples include vortices in viscous fluids [51, 14, 53, 43], models of the
collective motion of microscopic organisms [56, 68, 57, 22, 40, 20], aggregation phenomena
[3, 12, 42], and opinion dynamics [30, 37, 48, 70]. For more discussion on applications, we
refer the reader to the survey of Jabin and Wang [34] and references therein.

Establishing the mean-field limit consists of showing the convergence in a suitable topol-
ogy as N →∞ of the empirical measure

(1.4) µt
N :=

1

N

N∑
i=1

δxt
i

associated to a solution xtN := (xt1, . . . , x
t
N ) of the system (1.1). We remark that for fixed t,

the empirical measure is a random Borel probability measure on Rd. If the points x0i , which
themselves depend on N , are such that µ0

N converges to some regular measure µ0, then a
formal calculation using Itô’s lemma leads to the expectation that for t > 0, µt

N converges to
the solution of the Cauchy problem with initial datum µ0 of the limiting evolution equation

(1.5)

{
∂tµ=−div(µM∇g ∗ µ) + σ∆µ

µ|t=0 = µ0
(t, x) ∈R+ ×Rd

as the number of particles N →∞. While the underlying N -body dynamics are stochastic,
we emphasize that the equation (1.5) is completely deterministic, and the noise has been av-
eraged out to become diffusion. Proving the convergence of the empirical measure is closely
related to proving propagation of molecular chaos (see [23, 29, 32] and references therein):
if f0

N (x1, . . . , xN ) is the initial law of the distribution of the N particles in Rd and if f0
N

converges to some factorized law (µ0)⊗N , then the k-point marginals f t
N,k converge for all

time to (µt)⊗k.
The mean-field problem for the system (1.1) with σ > 0 and interactions which are reg-

ular (e.g. globally Lipschitz) has been understood for many years now [44, 67, 46, 42] (see
also [3, 2, 47, 38, 16] for more recent developments still in the regular case). The classi-
cal approach consists in comparing the trajectories of the original system (1.1) to those of
a cooked-up symmetric particle system coupled to (1.1). Subsequent work has focused on
treating the more challenging singular interactions — initially by compactness-type argu-
ments that yield qualitative convergence [52, 54, 53, 19, 22, 40, 20, 39] and later by more
quantitative methods that yield an explicit rate for propagation of chaos [31, 35, 4, 6]. To our
knowledge, the best results in the literature can quantitatively prove propagation of chaos for
singular interactions up to and including the Coulomb case for d= 2 conservative dynamics
[35]1 and arbitrary 0≤ s < d in for repulsive, dissipative dynamics [4, 6]. Unlike the previous
aforementioned works which utilize the noise in an essential way, the methods of [35, 4] al-
low for taking vanishing diffusion: σ = σN ≥ 0, where σN → 0 as N →∞. We also mention
that the recent preprint [69] has gone beyond the mean-field limit and shown the convergence
of the fluctuations of the empirical measure to (1.1) to a generalized Ornstein-Uhlenbeck
process for singular potentials including the two-dimensional Coulomb case. These state-of-
the-art works are limited to the periodic setting. In particular, up to the time of the present
article, the conservative case s > 0 in dimensions d≥ 2 has been open.

When there is no noise in the system (1.1) (i.e. σ = 0), much more is known mathemati-
cally about the mean-field limit thanks to recent advances that are capable of treating the full
potential case s < d. Approaches vary, but they all typically involve finding a good metric to

1More generally, g such that ∇g ∈ Ẇ−1,∞, which allows for the s= 0 case if d≥ 3.
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measure the distance between the empirical measure and its expected limit and then proving a
Gronwall relation for the evolution of this metric. The ∞-Wasserstein metric allowed to treat
the sub-Coulombic case s < d− 2 [28, 10]. A Wassertein-gradient-flow approach [11, 1] can
also treat the one-dimensional case using the convexity of the Riesz interaction in (and only
in) dimension one. The modulated-energy approach of [17, 63], inspired by the prior work
[62], managed to treat the more difficult Coulomb and super-Coulombic case d− 2≤ s < d
for the model potential (1.3). In very recent work by the authors together with Nguyen [50],
this modulated-energy approach has been redeveloped to allow to treat the full range s < d
and under fairly general assumptions for the potential g. In these works, the modulated energy
is a Coulomb/Riesz-based metric that can be understood as a renormalization of the negative-
order homogeneous Sobolev norm corresponding to the energy space of the equation (1.5).
More precisely, it is defined to be

(1.6) FN (xN , µ) :=

∫
(Rd)2\△

g(x− y)d

(
1

N

N∑
i=1

δxi
− µ

)⊗2

(x, y),

where we remove the infinite self-interaction of each particle by excising the diagonal △.
Contemporaneous to the development of the modulated-energy approach, Jabin and Wang

[33, 35] introduced a relative-entropy method capable of treating the mean-field limit of (1.1)
when the interaction is moderately singular and which works well with or without noise. The
relative-entropy and modulated-energy approaches were recently combined into a modulated
free energy method [5, 4, 6] that allows for treating the mean-field limit of (1.1) in the dissi-
pative case, but not the conservative case, set on the torus. More precisely, the authors show
in [4] how to use the modulated free energy to prove mean-field convergence of repulsive
gradient flows under fairly general assumptions on the interaction, including the full (pe-
riodic) Riesz case 0 ≤ s < d, with fixed or vanishing viscosity (i.e. σ > 0 or σN → 0 as
N →∞). In [5, 6], they prove mean-field convergence for viscous repulsive-attractive gra-
dient flows with repulsive part of the form in [4] and log-type attractive part. In particular,
this latter work allows to treat the mean-field limit of the Patlak-Keller-Segel equation in the
subcritical regime.

In this article, we show for the first time that the modulated-energy approach of [17, 63,
50] can be extended to treat the mean-field limit of (1.1) in the sub-Coulombic case 0 ≤
s < d − 2.2 No incorporation of the entropy, as in the modulated-free-energy approach of
[5, 4, 6] is needed. Moreover, the modulated-energy approach is well-suited for exploiting
the dissipation of the limiting equation (1.5) to obtain rates of convergence in N which are
uniform over the entire interval [0,∞). In other words, mean-field convergence holds globally
in time. At the time of completion of this manuscript, this is, to the best of our knowledge, the
first instance of such a result for singular potentials. Obtaining a uniform-in-time convergence
is important in both theory and practice — for instance, when using a particle system to
approximate the limiting equation or its equilibrium states and for quantifying stochastic
gradient methods, such as those used in machine learning for other interaction kernels (for
instance, see [13, 45, 60]).

Lastly, we mention that previous uses of the modulated energy in the stochastic setting
[58, 50] were limited to the case of multiplicative noise, which behaves very differently in
the limit as N →∞. Most notably, the limiting evolution equation is stochastic.

2Our ability to use the modulated-energy approach in the sub-Coulombic case crucially relies on our recent
work [50] with Nguyen, since the previous works [17, 63] could only treat this way the Coulomb/super-Coulombic
case.
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1.2. Formal idea. Let us sketch our main proof in the model case (1.3). For simplicity
of exposition, let us also restrict ourselves to the simpler range d− 4< s < d− 2. We note
that the modulated energy (1.6) is a real-valued continuous stochastic process. Formally by
Itô’s lemma (see Section 6 for the rigorous computation), it satisfies the stochastic differential
inequality (cf. [63, Lemma 2.1])

(1.7)
d

dt
FN (xtN , µt)≤

∫
(Rd)2\△

∇g(x− y) ·
(
ut(x)− ut(y)

)
d(µt

N − µt)⊗2(x, y)

+ σ

∫
(Rd)2\△

∆g(x− y)d(µt
N − µt)⊗2(x, y)

+
2
√
2σ

N

N∑
i=1

∫
Rd\{xt

i}
∇g(xti − y)d(µt

N − µt)(y) · Ẇ t
i ,

where we have set ut := M∇g ∗ µt. The third term in the right-hand side (formally) has
zero expectation and may be ignored for the purposes of this discussion. The first term is the
contribution of the drift and also appears in the deterministic case, but the second term is new
and due to the nonzero quadratic variation of Brownian motion. Observe that

(1.8) ∆g(x− y) =−(d− s− 2)|x− y|−s−2.

Since 0 ≤ s < d − 2 by assumption, we see that ∆g is superharmonic and equals a con-
stant multiple of −g̃, where g̃ is the kernel of the Riesz potential operator (−∆)

s+2−d

2 . We
would like to conclude that the second term in the right-hand side of (1.7) is nonpositive
by Plancherel’s theorem and therefore may be discarded, but the excision of the diagonal △
obstructs this reasoning. Fortunately, prior work of the second author [63, Proposition 3.3]
gives the lower bound∫

(Rd)2\△
g̃(x− y)d

(
µt
N − µt

)⊗2
(x, y)≥− 1

N2

N∑
i=1

g̃(ηi)−
C∥µt∥L∞

N

N∑
i=1

ηd−s−2
i(1.9)

for all choices of parameters ηi > 0. Here, C is a constant that just depends on s, d. We
emphasize that (1.9) is a functional inequality which holds independently of any underlying
dynamics. The choice of ηi that balances the decay in N between the two terms in the right-
hand side of the inequality (1.9) is the typical interparticle distance N−1/d. Since the L∞

norm of µt is a source of decay and we wish to distribute it between terms, we instead choose

(1.10) ηi = (∥µt∥L∞N)−1/d ∀1≤ i≤N,

so that the right-hand side of (1.9) is bounded from below by

(1.11) −Cσ∥µt∥
s+2

d

L∞ N− d−s

d ,

providing a bound from above for the corresponding term in (1.7). Note that since µt is
time-dependent, our choice for ηi above depends on time, a trick previously used by the first
author [59, 58] to study the mean-field limit for point vortices with possible multiplicative
noise when µt belongs to a function space which is invariant or critical under the scaling of
the equation.

It remains to consider the first term in the right-hand side of (1.7), which, as previously
mentioned, also appears in the deterministic case. This expression has the structure of a com-
mutator which has been renormalized through the exclusion of diagonal in order to accommo-
date the singularity of the Dirac masses. As shown in [59, 50], one can make this commutator



GLOBAL-IN-TIME MEAN-FIELD CONVERGENCE FOR SINGULAR DIFFUSIVE FLOWS 5

intuition rigorous (see Propositions 5.7 and 5.15 below) and, revisiting the estimates there to-
gether with some elementary potential analysis, we are able to optimize the dependence in
∥µ∥L∞ of the estimate and show the pathwise and pointwise-in-time bound

(1.12)

∣∣∣∣∣
∫
(Rd)2\△

∇g(x− y) ·
(
ut(x)− ut(y)

)
d(µt

N − µt)⊗2(x, y)

∣∣∣∣∣
≤C∥µt∥

s+2

d

L∞

(
|FN (xtN , µt)|+ (1+ ∥µt∥L∞)N−β

)
,

where again C,β > 0 are constants depending only s, d.
Now taking expectations of both sides of (1.7), integrating with respect to time, and using

Remark 5.2 below to control |FN (xtN , µt)| by FN (xtN , µt), we find that

E(|FN (xtN , µt)|)≤ |FN (x0N , µ0)|+C∥µt∥
s

d

L∞N−β +C

∫ t

0
∥µτ∥

s+2

d

L∞ E(|FN (xτN , µτ )|)dτ

+CσN−β

∫ t

0
∥µτ∥

s+2

d

L∞ dτ.

(1.13)

The structure of the right-hand side of (1.13) allows us to leverage the decay rate of the
solution to (1.5). In Proposition 3.8, we show the decay rate

∥µt∥L∞ ≤min{C(σt)−
d

2 ,∥µ0∥L∞}.
This is done by revisiting work of Carlen and Loss [9] on the optimal decay of nonlinear vis-
cously damped conservation laws, which was essentially restricted to divergence-free vector
fields, and adapting it to treat the case of (1.5).

Once this is done, an application of the Gronwall-Bellman lemma to (1.13) yields a
uniform-in-time bound if s > 0, while if s = 0, long-range effects only allow us to obtain
an O(t

C

σ ) growth estimate.

1.3. Assumptions on the potential and main results. We now state the precise assump-
tions for the class of interaction potentials we consider. This class corresponds to the sub-
Coulombic sub-class of the larger class of potentials considered by the authors in collabo-
ration with Nguyen in [50]. We remark that Bresch-Jabin-Wang [4] were the first to prove
mean-field limits by placing assumptions of suitable pointwise bounds for the interaction
kernel and its Fourier transform, as opposed to assuming Riesz or log potentials. In the state-
ment below and throughout this article, the notation 1(·) denotes the indicator function for
the condition (·).

For d≥ 3 and 0≤ s < d− 2, we assume the following:

(i)

g(x) = g(−x)

(ii)

lim
x→0

g(x) =∞

(iii)

∃r0 > 0 such that ∆g≤ 0 in B(0, r0)
3

3Here, we mean g is superharmonic in B(0, r0) in the sense of distributions, which implies that ∆g(x)≤ 0
for almost every x ∈B(0, r0).
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(iv)

∀k ≥ 0, |∇⊗kg(x)| ≤C

(
1

|x|s+k
+ | log |x||1s=k=0

)
∀x ∈Rd \ {0}

(v)

|x||∇g(x)|+ |x|2|∇⊗2g(x)| ≤Cg(x) ∀x ∈B(0, r0)\{0}

(vi)

C1

|ξ|d−s
≤ ĝ(ξ)≤ C2

|ξ|d−s
∀ξ ∈Rd \ {0}

where ·̂ denotes the Fourier transform.
(vii) {

∃cs < 1 such that g(x)< csg(y) ∀x, y ∈B(0, r0) with |y| ≥ 2|x|, s > 0

∃c0 > 0 such that g(x)− g(y)≥ c0 ∀x, y ∈B(0, r0) with |y| ≥ 2|x|, s= 0

(viii) If d− 4< s < d− 2, then we also assume that there is an m ∈ N and G : Rd+m → R
such that

−∆g(x) = G(x,0) ∀(x,0) ∈Rd+m

(1.14) G(X) = G(−X)

(1.15) ∃r0 > 0 such that ∆G(X)≤ 0 in B(0, r0)⊂Rd+m

(1.16) ∀k ≥ 0, |∇⊗kG(X)| ≤ C

|X|s+2+k
∀X ∈B(0, r0)

(1.17) Ĝ(Ξ)≥ 0 ∀Ξ ∈Rd+m \ {0}.

(ix) In the cases s = d − 2k ≥ 0, for some positive integer k, we also assume that the
(Rd)⊗(2k+2)-valued kernel

k(x− y) := (x− y)⊗∇⊗(2k+1)g(x− y)

is associated to a Calderón-Zygmund operator.4

(x) In all cases,

M :∇⊗2g(x)≥ 0 ∀x ∈Rd \ {0},

where : denotes the Frobenius inner product.

We shall say that any potential g satisfying assumptions (i) – (x) is an admissible potential.
We refer to [50, Subsection 1.3] for a discussion of the types of potentials permitted under
these assumptions. Compared to that work, only assumptions (viii) and (x) are new. The
former is to ensure that our modulated-energy method can be applied to g̃ and thus to the
diffusion term in (1.7), while the latter is to ensure that the solutions of (1.5) satisfy the
temporal decay bounds of the heat equation. Note that (x) is automatically satisfied if M is
antisymmetric. Additionally, if M = −I so that we consider gradient-flow dynamics, then

4Sufficient and necessary conditions for this Calderón-Zygmund property are explained in [24, Section 5.4].
The reader may check that this condition is satisfied if g is the Riesz potential |x|2k−d.
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(x) amounts to requiring that g is globally superharmonic (i.e. r0 =∞ in (iii)). In general,
though, we do not require global superharmonicity except where explicitly stated.

We assume that we are given a filtered probability space (Ω,F , (Ft)t≥0,P) on which a
countable collection of independent standard d-dimensional Brownian motions (Wn)

∞
n=1 are

defined. Moreover, (Ft)t≥0 is the complete filtration generated by the Brownian motions. All
stochastic processes considered in this article are defined on this probability space.

Let x0N ∈ (Rd)N be an N -tuple of distinct points in Rd. As shown in Proposition 4.6
(more generally Section 4), there exists a unique, global strong solution xN to the Cauchy
problem for (1.1). Moreover, with probability one, the particles xti and xtj never collide on
the interval [0,∞). Let µ0 ∈ P(Rd) ∩ L∞ be a probability measure with L∞ density with
respect to Lebesgue measure. We abuse notation here and throughout the article by using the
same symbol to denote both the measure and its density.

As shown in Proposition 3.8 (more generally Section 3), there is a unique, global solution
to the Cauchy problem for (1.5) in the class C([0,∞);P(Rd) ∩ L∞(Rd)). In the case of
logarithmic interactions (i.e. s= 0), we also assume that µ0 satisfies the logarithmic growth
condition

∫
Rd log(1 + |x|)dµ0(x), which is propagated locally uniformly by the evolution

(see Remark 3.6).
Since xN is stochastic, {FN (xtN , µt)}t≥0 is a real-valued stochastic process. It is straight-

forward to check from the non-collision of the particles and Hölder’s inequality that
FN (xtN , µt) is almost surely finite on the interval [0,∞) and a continuous process. Our main
theorem is a quantitative estimate for the expected magnitude of FN (xtN , µt).

The first result of this article is the following functional inequality for the expected mag-
nitude of the modulated energy. In the case 0< s < d− 2, we get a linear growth estimate,
while in the case s= 0, we have superlinear growth of size O(t

σ+C

σ ) as t→∞.

THEOREM 1.1. Let d≥ 3, 0≤ s < d− 2, and σ > 0. Let xN be a solution to the system
(1.1), and let µ ∈ C([0,∞);P(Rd) ∩ L∞(Rd)) be a solution to the PDE (1.5). If s = 0,
also assume that

∫
Rd log(1 + |x|)dµ0(x)<∞. There exists a constant C > 0 depending only

s, d,σ,∥µ∥L∞ , and the potential g through assumptions (i)− (ix) and an exponent β > 0
depending only s, d, such that following holds. For all t ≥ 0 and all N sufficiently large
depending on ∥µ0∥L∞ , we have that

E(|FN (xtN , µt)|)≤C
(
1 + t+ t

σ+C

σ 1s=0

)(
|FN (x0N , µ0)|+N−β

)
.(1.18)

Assume now that r0 =∞ in assumption (iii). In other words, the potential g is globally
superharmonic, as opposed to just in a neighborhood of the origin. The second result of this
article is a functional inequality for the expected magnitude of the modulated energy which
yields a global bound in the case 0< s < d− 2. In the case s= 0, we have an almost global
bound, in the sense that the growth is O(t

1

σ

+

) as t→∞, which can be arbitrarily small by
choosing the diffusion strength σ arbitrarily large.

THEOREM 1.2. Impose the same assumptions as Theorem 1.1 with the additional condi-
tion that r0 =∞. Choose any exponent d

s+2 < p≤∞. Then there exist constants C,Cp > 0
depending on s, d,σ,∥µ∥L∞ , and the potential g through assumptions (i)− (ix) and expo-
nents βp depending on s, d, such that the following holds. For all t≥ 0 and all N sufficiently
large depending on ∥µ0∥L∞ , we have that

(1.19) E(|FN (xtN , µt)|)≤C
(
1 +

(
t

1

σ log(1 + t)
)
1s=0

)(
|FN (x0N , µ0)|+CpN

−βp

)
.
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We close this subsection with some remarks on the statements of Theorems 1.1 and 1.2,
further extensions, and interesting questions for future work.

REMARK 1.3. An examination of Sections 7.1 and 7.2 will reveal to the interested reader
the precise dependence of the constants C,β (Cp, βp) on the norms of µ, s, d (on p), and
other underlying parameters. We have omitted the explicit dependence and simplified the
statements of our final bounds (see (7.10) and (7.15)) in order to make the results more
accessible to the reader.

Additionally, we have not attempted to optimize the regularity/integrability assumptions
for µ. One can show that in the case s > 0, the linear and global bounds of Theorems 1.1
and 1.2, respectively, still hold if we replace the L∞ assumption with µ ∈ Lp for finite p
sufficiently large depending on s, d. This, though, comes at the cost of slower decay in N .

REMARK 1.4. Sufficient conditions for FN (x0N , µ0) to vanish as N → ∞ are that the
energy of (1.1) converges to the energy of (1.5) and that µ0

N
∗−⇀µ0 in the weak-* topology for

P(Rd). See [17, Remark 1.2(c)] for more details.

REMARK 1.5. It is well-known [50, Proposition 2.4] that the modulated energy
FN (xN , µ) controls convergence in negative-order Sobolev spaces. Note that since we are
restricted to the sub-Coulombic setting, the extension implicit in the cited proposition can
be ignored. Consequently, Theorems 1.1 and 1.2 yield a quantitative bound for the expected
squared Hs norm of µN − µ, for s <−d+2

2 , of the form

(1.20) E
(∥∥µt

N − µt
∥∥2
Hs

)
≤Cρ(t)

(
|FN (x0N , µ0)|+N−β

)
,

where ρ(t) is the time factor from either Theorem 1.1 or Theorem 1.2. From this Sobolev
convergence and standard arguments (see [29, Section 1]), one deduces convergence in law
of the empirical measure µN to µ.

We can also deduce an explicit rate for propagation of chaos for the system (1.1). Indeed,
suppose that x0N are initially distributed in (Rd)N according to some probability density f0

N .
Let f t

N denote the law of xtN , and let f t
N,k denote the k-particle marginal of f t

N . Then using
for instance [61, (7.21)], we see that for any symmetric test function φ ∈C∞

c ((Rd)k),

(1.21)

∣∣∣∣∣
∫
(Rd)k

φd
(
f t
N,k − (µt)⊗k

)∣∣∣∣∣
≤Ck sup

xk−1∈(Rd)k−1

∥φ(xk−1, ·)∥H−s(Rd)

∫
(Rd)N

∥µt
N − µt∥Hs(Rd)df

0
N ,

for any s < −d+2
2 . Combining (1.21) with (1.20) and using duality now yields an explicit

rate for propagation of chaos in Hs norm.

REMARK 1.6. It is an interesting problem to obtain analogues of Theorems 1.1 and 1.2
when a confining potential V is added to the right-hand sides of (1.1), (1.5). In this case,
one has a nontrivial equilibrium for the equation (1.5) as t→∞, which clearly breaks our
proof, in particular the Carlen-Loss argument used to prove Proposition 3.8 below. But we
still might expect that the difference µt

N −µt decays to zero in a suitable topology as t→∞
and that our argument may be salvaged by incorporating the long-time equilibrium for µt.
We plan to investigate this problem in future work. Note that by using so-called similarity
variables (see [21, Section 1]), one can obtain a local-in-time bound for the modulated energy
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from Theorems 1.1 and 1.2 in the model interaction case (1.3) and with a quadratic potential.
In fact, using our prior work [50] and by appropriately modifying the similarity coordinates
(see [64, Section 8]), one can also obtain a local-in-time bound for the log or Riesz case
0≤ s < d in any dimension d≥ 1 with a quadratic potential and without noise.

1.4. Comparison with prior results. At the time of completion of this manuscript, our
Theorem 1.2 is, to the best of our knowledge, the first time that a quantitative rate of con-
vergence for the mean-field limit of (1.1) has been shown to hold uniformly on the interval
[0,∞). Additionally, in the case s= 0, the rate of convergence as N →∞ is (up to a logN
factor) optimal. Existing results in the literature for singular potentials (e.g. [35, 4]) have at
least an exponential growth in time due to a reliance on a Gronwall-type argument without
exploiting the dissipation of the limiting equation. Those works (e.g. [42, 12, 18, 16]) that
do have a uniform convergence result are restricted to regular potentials and require confine-
ment.

Additionally, our theorem is at the level of the empirical measure for the original SDE
dynamics for (1.1), as opposed to their associated Liouville/forward Kolmogorov equations
for the joint law of the process xtN = (xt1, . . . , x

t
N ),

(1.22) ∂tfN =−
N∑
i=1

divxi

fN
1

N

∑
1≤i ̸=j≤N

M∇g(xi − xj)

+ σ

N∑
i=1

∆xi
fN .

Namely, no randomization of the initial data is needed, although as discussed in Remark 1.5,
our result implies convergence of this form as well. This stands in contrast to previous work
[35, 4] whose starting point is the Liouville equation (1.22).

The costs of the strong bounds we obtain with Theorems 1.1 and 1.2 are two-fold. First, we
need somewhat stronger assumptions on the potential g than in [35, 4]–especially the latter
work. The reader may find a detailed comparison in [50, Subsection 1.3]. Second, and more
importantly, our results are limited to the sub-Coulombic range 0≤ s < d−2 and dimensions
d≥ 3. The Coulomb case is barely just out of the reach. Indeed, the diligent reader will note
that if g is the Coulomb potential, then ∆g = −δ, which is obviously no longer a function.
Thus, the argument we described in the previous subsection to bound the second term in the
right-hand side of (1.7) no longer applies. The situation is even worse when s > d − 2 as
∆g > 0, meaning what was previously a dissipation term should now cause the modulated
energy to grow in time. Having resolved the case 0 ≤ s < d − 2 for dimensions d ≥ 3, it
is now only an open problem to prove the mean-field limit of (1.1) in the conservative case
when d− 2≤ s < d and d≥ 2, with the exception of s= 0 and d= 2 in the periodic setting.

During the final proofreading of the manuscript of this article, Guillin, Le Bris, and Mon-
marché posted to the arXiv their preprint [27] showing uniform-in-time propagation of chaos
in L1 norm in the periodic setting Td for singular interactions in the range 0 ≤ s ≤ d − 2

and d≥ 2 with N− 1

2 rate. In particular, they can treat the viscous vortex model correspond-
ing to the d = 2 Coulomb case. Their method is very different from ours, as it is based on
the relative-entropy method of Jabin-Wang [35]. Moreover, they assume random initial data
and work at the level of the Liouville equation, and their interaction kernel is assumed to be
integrable, have zero distributional divergence, and equal to the divergence of an L∞ matrix
field. Due to the reliance on the method of [35], the work of Guillin et al. does not seem
capable of treating potentials g with |∇g| having singularity much worse than |x|−1 (e.g. g
has a log singularity). Additionally, their result is limited to the periodic setting, due to a need
for compactness of domain, and to conservative flows. We also note that they impose much
stronger regularity assumptions on their solutions to (1.5) than we do.
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1.5. Organization of article. In Section 2, we review some estimates for Riesz potential
operators and the interaction potential g that are used frequently in the paper.

Section 3 is devoted to the study of the limiting equation (1.5), showing that it is globally
well-posed and moreover the Lp norms of solutions satisfy the optimal decay bounds (see
Propositions 3.1 and 3.8).

In Section 4, we show that the N -particle system (1.1) has well-defined dynamics (see
Proposition 4.6) in the sense that there exists a unique strong solution and with probability
one, the particles never collide. We also introduce in this section a truncation and stopping
time procedure that will be used again later in Section 6.

In Section 5, we review properties of the modulated energy and renormalized commutator
estimates from the perspective of our recent joint work [50]. We also prove refinements (see
Section 5.2) of the results from that work in the case where g is globally superharmonic.

Finally, in Sections 6 and 7, we prove our main results, Theorems 1.1 and 1.2. Sec-
tion 6 gives the rigorous computation of the Itô equation (cf. (1.7)) satisfied by the process
FN (xtN , µt). The main result is Proposition 6.3, which establishes an integral inequality for
E(|FN (xtN , µt)|). Using this inequality together with the decay bound of Proposition 3.8 and
the results of Section 5, we close our Gronwall argument in Section 7, completing the proofs
of Theorems 1.1 and 1.2.

1.6. Notation. We close the introduction with the basic notation used throughout the
article without further comment.

Given nonnegative quantities A and B, we write A≲ B if there exists a constant C > 0,
independent of A and B, such that A ≤ CB. If A ≲ B and B ≲ A, we write A ∼ B. To
emphasize the dependence of the constant C on some parameter p, we sometimes write
A≲p B or A∼p B. Also (·)+ denotes the positive part of a number.

We denote the natural numbers excluding zero by N and including zero by N0. Similarly,
we denote the positive real numbers by R+. Given N ∈N and points x1,N , . . . , xN,N in some
set X , we will write xN to denote the N -tuple (x1,N , . . . , xN,N ). Given x ∈Rn and r > 0, we
denote the ball and sphere centered at x of radius r by B(x, r) and ∂B(x, r), respectively.
Given a function f , we denote the support of f by suppf . We use the notation ∇⊗kf to
denote the tensor with components ∂k

i1···ikf .
We denote the space of Borel probability measures on Rn by P(Rn). When µ is in fact

absolutely continuous with respect to Lebesgue measure, we shall abuse notation by writing
µ for both the measure and its density function. We denote the Banach space of complex-
valued continuous, bounded functions on Rn by C(Rn) equipped with the uniform norm
∥ · ∥∞. More generally, we denote the Banach space of k-times continuously differentiable
functions with bounded derivatives up to order k by Ck(Rn) equipped with the natural norm,
and we define C∞ :=

⋂∞
k=1C

k. We denote the subspace of smooth functions with compact
support by C∞

c (Rn). We denote the Schwartz space of functions by S(Rn) and the space of
tempered distributions by S ′(Rn).

2. Potential estimates. We review some facts about Riesz potential estimates. For a
more thorough discussion, we refer to [65, 66, 24, 25].

Let d≥ 1 For s >−d, we define the Fourier multiplier |∇|s = (−∆)s/2 by

(2.1) ((−∆)s/2f) := (| · |sf̂(·))∨, f ∈ S(Rd).

Since, for s ∈ (−d,0), the inverse Fourier transform of |ξ|s is the tempered distribution

(2.2)
2sΓ(d+s

2 )

π
d

2Γ(− s
2)
|x|−s−d,
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it follows that

(2.3) ((−∆)s/2f)(x) =
2sΓ(d+s

2 )

π
d

2Γ(− s
2)

∫
Rd

f(y)

|x− y|s+d
dy ∀x ∈Rd.

For s ∈ (0, d), we define the Riesz potential operator of order s by Is := (−∆)−s/2 on S(Rd).

REMARK 2.1. If 0 < s < d, we see that the model potential (1.3) corresponds to g is a
constant times the kernel of Id−s. If s= 0, then g is a multiple of the inverse Fourier trans-
form of the tempered distribution P.V.|ξ|−d − cδ0(ξ), for some constant c. The subtraction
of the Dirac mass is to cure the singularity of |ξ|−d near the origin.

Is extends to a well-defined operator on any Lp space, the extension also denoted by Is
with an abuse of notation, as a consequence of the Hardy-Littlewood-Sobolev (HLS) lemma.

PROPOSITION 2.2. Let d≥ 1, s ∈ (0, d), and 1< p< q <∞ satisfy the relation

(2.4)
1

p
− 1

q
=

s

d
.

Then for all f ∈ S(Rd),

∥Is(f)∥Lq ≲ ∥f∥Lp ,(2.5)

∥Is(f)∥
L

d
d−s

,∞ ≲ ∥f∥L1 ,(2.6)

where Lr,∞ denotes the weak-Lr space. Consequently, Is has a unique extension to Lp, for
all 1≤ p <∞.

The next lemma allows us to control the L∞ norm of Is(f) in terms of the L1 norm and Lp

norm, for some p depending on s, d. We omit the proof as it is a straightforward application
of Hölder’s inequality.

LEMMA 2.3. Let d≥ 1, s ∈ (0, d), and d
s < p≤∞. Then for all f ∈ L1(Rd) ∩ Lp(Rd),

it holds that Is(f) ∈C(Rd) and

(2.7) ∥Is(f)∥L∞ ≲ ∥f∥
1− d−s

d(1− 1
p
)

L1 ∥f∥
d−s

d(1− 1
p
)

Lp .

When the convolution with a Riesz potential is replaced by convolution with the log po-
tential, we have an analogue of Lemma 2.3.

LEMMA 2.4. Let d≥ 1 and 1< p≤∞. For all f ∈ Lp(Rd) with
∫
Rd log(1 + |x|)|f |dx <

∞, it holds that log | · | ∗ f ∈Cloc(Rd) and

(2.8) |(log | · | ∗ f)(x)|≲ (1 + |x|)
d(p−1)

p log(1 + |x|)

+

∫
Rd

log(1 + |y|)|f(y)|dy ∀x ∈Rd.

REMARK 2.5. If 0 ≤ s < d, then for any integer 1 ≤ k < d − s, assumption (iv) im-
plies that |∇⊗kg| is bounded from above by a constant multiple of the kernel of Id−s−k.
Lemma 2.3 implies that

(2.9) ∥∇⊗kg ∗ f∥L∞ ≲ ∥f∥1−
s+k

d

L1 ∥f∥
s+k

d

L∞ , f ∈ L1(Rd)∩L∞(Rd).

We shall use this estimate frequently in the sequel.
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3. The mean-field equation. We start by discussing the well-posedness of the Cauchy
problem for and asymptotic decay of solutions to the mean-field PDE (1.5). The latter prop-
erty is strictly a consequence of the diffusion and is the crucial ingredient to obtain a rate
of convergence for the mean-field limit beyond the standard exponential bound given by the
Gronwall-Bellman lemma. The results of this section are perhaps mathematical folklore. We
present them not for claim for originality but since we could not find them conveniently stated
in the literature.

3.1. Local well-posedness. We start by proving local well-posedness for the equation
(1.5) for initial data µ0 in the Banach space X := L1(Rd) ∩ L∞(Rd). That is, we show
existence, uniqueness, and continuous dependence on the initial data. The proof proceeds by
a contraction mapping argument for the mild formulation of (1.5). In the next subsection,
we will upgrade this local well-posedness to global well-posedness through estimates for the
temporal decay of the Lp norms of the solution.

Let us introduce the mild formulation of equations (1.5), on which we base our notion of
solution. With et∆ denoting the heat flow, we write

(3.1) µt = etσ∆µ0 −
∫ t

0
e(t−κ)σ∆ div(µκM∇g ∗ µκ)dκ.

PROPOSITION 3.1. Suppose d≥ 3 and 0≤ s < d−2. Let µ0 ∈X := L1(Rd)∩L∞(Rd),
and let R> 0 be such that ∥µ0∥X ≤R. Then there exists a unique solution µ ∈C([0, T ];X)
to equation (3.1) such that T ∼ σR−2 and

(3.2) ∥µ∥C([0,T ];X) ≤ 2R.

Moreover, if ∥µ0
1∥X ,∥µ0

2∥X ≤ R, then there exists T ′ ∼ σR−2 such that their associated
solutions µ1, µ2 satisfy the bound

(3.3) ∥µ1 − µ2∥C([0,T ′];X) ≤ 2∥µ0
1 − µ0

2∥X .

PROOF. Let R> 0, let µ0 ∈X with ∥µ0∥X ≤R, and let T denote the map

(3.4) µ 7→ e(·)σ∆µ0 −
∫ (·)

0
e(·−κ)σ∆ div(µκM∇g ∗ µκ)dκ.

We claim that for any appropriate choice of T , this map is a contraction on the closed ball of
radius 2R in C([0, T ];X). Indeed,

∥T µ∥C([0,T ];X) ≤ ∥µ0∥X +

∫ T

0
∥e(·−κ)σ∆ div(µκM∇g ∗ µκ)∥C([0,T ];X)dκ

≤R+C

∫ T

0
(σκ)−1/2∥µM∇g ∗ µ∥C([0,T ];X)dκ

≤R+C(T/σ)1/2∥µM∇g ∗ µ∥C([0,T ];X).(3.5)

By Hölder’s inequality and Remark 2.5,

(3.6) ∥µtM∇g ∗ µt∥Lp ≤ ∥µt∥Lp∥∇g ∗ µt∥L∞ ≲ ∥µt∥Lp∥µt∥1−
s+1

d

L1 ∥µt∥
s+1

d

L∞ .

for any exponent 1≤ p≤∞. Consequently, if ∥µ∥C([0,T ];X) ≤ 2R, then

(3.7) ∥µM∇g ∗ µ∥C([0,T ];X) ≲R2,
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which implies that

(3.8) ∥T µ∥C([0,T ];X) ≤R+C(T/σ)1/2R2,

for some constant C depending only on s, d and the potential g through assumption (iv).
Similarly, for µ1, µ2 ∈B2R ⊂C([0, T ];X),

(3.9) ∥T µ1 −T µ2∥C([0,T ];X) ≲ (T/σ)1/2
(
∥(µ1 − µ2)∇Mg ∗ µ1∥C([0,T ];X)

+ ∥µ2M∇g ∗ (µ1 − µ2)∥C([0,T ];X)

)
.

Using inequality (3.6), the preceding right-hand side is ≲

(3.10) (T/σ)1/2R∥µ1 − µ2∥C([0,T ];X).

After a little bookkeeping, we see that there is a constant C > 0 such that if

(3.11) C(T/σ)1/2R< 1,

then T is indeed a contraction on the closed ball B2R. Consequently, the contraction mapping
theorem implies there is a unique solution to equation (3.1) in C([0, T ];X).

We can also prove Lipschitz-continuous dependence on the initial data. Indeed, let
∥µ0

i ∥X ≤ R for i = 1,2. Then the preceding result tells us there exist unique solutions µi

in C([0, T ];X) for some T ∼ σR−2 and that ∥µi∥C([0,T ];X) ≲R. Using inequality (3.9), we
find that

(3.12) ∥µ1 − µ2∥C([0,T ];X) ≤ ∥µ0
1 − µ0

2∥X +C(T/σ)1/2R∥µ1 − µ2∥C([0,T ];X).

Provided that C(T/σ)1/2R< 1, we have the bound

(3.13) ∥µ1 − µ2∥C([0,T ];X) ≤ (1−C(T/σ)1/2R)−1∥µ0
1 − µ0

2∥X .

REMARK 3.2. By a Gronwall argument for the energy

(3.14)
n∑

k=0

∫
Rd

(1 + |x|2)m|∇⊗kµ(x)|2dx

for arbitrarily large integers m,n ∈ N, it is easy to see that if the initial datum µ0 ∈ S(Rd),
then it remains spatially Schwartz on its lifespan. This property combined with the depen-
dence bound (3.13) allows to approximate solutions in C([0, T ];X) by Schwartz-class solu-
tions.

REMARK 3.3. For a Schwartz-class solution µ, equation (1.5) and the divergence theo-
rem yield

(3.15)
d

dt

∫
Rd

µtdx=

∫
Rd

(
−div(µtM∇g ∗ µt) + σ∆µt

)
dx= 0.

So by approximation, solutions µ ∈C([0, T ];X) obey conservation of mass.

REMARK 3.4. If µ ∈ C([0, T ];X), then for any 1 ≤ p ≤ ∞, it holds that ∥µt∥Lp ≤
∥µt′∥Lp for all 0≤ t′ ≤ t≤ T . Indeed, suppose that µ is Schwartz-class and p≥ 1 is finite.
Then using equation (1.5), we see that

d

dt
∥µt∥pLp =−p

∫
Rd

|µt|p−2µt div
(
µtM∇g ∗ µt

)
dx+ pσ

∫
Rd

|µt|p−2µt∆µtdx.(3.16)
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It follows from integration by parts and the product rule that
(3.17)∫

Rd

|µt|p−2µt∆µtdx=−
∫
Rd

(
(p− 2)(|µt|p−4µt∇µt)µt + |µt|p−2∇µt

)
· ∇µtdx≤ 0.

Similarly,

(3.18) −
∫
Rd

|µt|p−2µt div
(
µtM∇g ∗ µt

)
dx

=

∫
Rd

(
(p− 2)(|µt|p−4µt∇µt)µt + |µt|p−2∇µt

)
· µtM∇g ∗ µtdx.

Writing (|µt|p−4µt∇µt)(µt)2 = p−1∇(|µt|p) and |µt|p−2µt∇µt = p−1∇(|µt|p), it follows
from integrating by parts that

−p

∫
Rd

|µt|p−2µt div
(
µtM∇g ∗ µt

)
dx=−(p− 1)

∫
Rd

|µt|p div(M∇g ∗ µt)dx≤ 0(3.19)

where the final inequality follows from assumption (x). This takes care of the case p <∞.
For p=∞, we take the limit p→∞−.

REMARK 3.5. Since Remark 3.4 implies the L1 and L∞ norms of solutions are nonin-
creasing and the time of existence in Proposition 3.1 is proportional to ∥µ0∥−2

X , it follows
from iterating Proposition 3.1 that solutions exist globally in C([0,∞);X).

REMARK 3.6. Let µ be a nonnegative Schwartz-class solution to (1.5). Then using equa-
tion (1.5), integrating by parts, and using the chain rule,

d

dt

∫
Rd

log(1 + |x|)µt(x)dx=−
∫
Rd

log(1 + |x|)div
(
µt(M∇g ∗ µt)

)
(x)dx

+ σ

∫
Rd

log(1 + |x|)∆µt(x)dx

=

∫
Rd

x

|x|(1 + |x|)
·M∇g ∗ µt(x)µt(x)dx

− σ

∫
Rd

(1 + |x|)−2µt(x)dx.(3.20)

Hence, for any T > 0,∫
Rd

log(1 + |x|)µT (x)dx≤
∫
Rd

log(1 + |x|)µ0(x)dx+ T sup
0≤t≤T

∥∇g ∗ µt∥L∞∥µt∥L1

≲
∫
Rd

log(1 + |x|)µ0(x)dx+ T sup
0≤t≤T

∥µt∥2−
s+1

d

L1 ∥µt∥
s+1

d

L∞

≤
∫
Rd

log(1 + |x|)µ0(x)dx+ T∥µ0∥2−
s+1

d

L1 ∥µ0∥
s+1

d

L∞ ,(3.21)

where the penultimate line follows from Remark 2.5 and the ultimate line from the nonin-
creasing property of Lp norms. By approximation and continuous dependence, it follows that
if µ0 ∈X satisfies

∫
Rd log(1 + |x|)µ0(x)dx <∞, then µt does as well for all t > 0.

REMARK 3.7. Using assumption (x), it is not hard to also show that the minimum value
of µt is nondecreasing in time. Consequently, if µ0 ≥ 0, then µ≥ 0 on its lifespan.
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3.2. Asymptotic decay. We now show the Lp norms of the solutions obtained in previous
subsection satisfy the same temporal decay estimates as the linear heat equation. This follows
the method of [9] and extends it to non divergence-free vector fields.

PROPOSITION 3.8. Suppose that µ ∈ C([0,∞);X) is a solution to equation (1.5). If
M :∇⊗2g ̸= 0, then assume that µ≥ 0. Let 1≤ p≤ q ≤∞. Then for all t > 0,

(3.22) ∥µt∥Lq ≤
(
K(q)

K(p)

) d

2
(

4πσt

1/p− 1/q

)− d

2
( 1

p
− 1

q
)

∥µ0∥Lp ,

where

(3.23) K(r) :=
r′1/r

′

r1/r
, 1≤ r ≤∞.

In the conservative case, the velocity field M∇g∗µ is divergence-free and therefore Propo-
sition 3.8 follows from the seminal work [9] of Carlen and Loss. In the general case where
we only know that the matrix M is negative semidefinite (i.e. condition (1.2) holds), we make
a small modification of their proof. As it is a crucial ingredient, we first recall the sharp form
of Gross’s log-Sobolev inequality [26, 8, 7]. Proposition 3.9 below is reproduced from [9]
(see equation (1.17) in that work).

PROPOSITION 3.9. Let a > 0. Then for all f ∈H1(Rd),

(3.24)
∫
Rd

|f(x)|2 log
(
|f(x)|2

∥f∥2L2

)
dx+

(
d+

d loga

2

)∫
Rd

|f(x)|2dx≤ a

π

∫
Rd

|∇f(x)|2dx.

Moreover, equality holds if and only if f is a scalar multiple and translate of fa(x) :=
a−d/4e−π|x|2/2a.

PROOF OF PROPOSITION 3.8. Using Remark 3.2 and continuous dependence on the ini-
tial data, we may assume without loss of generality that µ is spatially Schwartz on its lifespan
and µ is C∞ in time. Therefore, there are no issues of regularity or decay in justifying the
computations to follow. Additionally, let us rescale time by defining µσ(t, x) := µ(t/σ,x),
which now satisfies the equation

(3.25) ∂tµσ =−σ−1 div(µσM∇g ∗ µσ) +∆µσ.

It suffices to show

(3.26) ∥µt
σ∥Lq ≤

(
K(q)

K(p)

) d

2
(

4πt

1/p− 1/q

)− d

2
( 1

p
− 1

q
)

∥µ0
σ∥Lp ,

since replacing t with σt yields the desired result. To simplify the notation, we drop the σ
subscript in what follows and assume that µ solves equation (3.25).

For given p, q as above, let r : [0, T ] → [p, q] be a C1 increasing function to be speci-
fied momentarily. Replacing the absolute value | · | with (ε2 + | · |2)1/2, differentiating, then
sending ε→ 0+, we find that

r(t)2∥µt∥r(t)−1
Lr(t)

d

dt
∥µt∥Lr(t) = ṙ(t)

∫
Rd

|µt|r(t) log

(
|µt|r(t)

∥µt∥r(t)
Lr(t)

)
dx

+ r(t)2
∫
Rd

|µt|r(t)−1 sgn(µt)∂tµ
tdx.

(3.27)
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Above, we have used the calculus identity

(3.28)
d

dt
x(t)y(t) = ẏ(t)x(t)y(t) logx(t) + y(t)ẋ(t)x(t)y(t)−1

for C1 functions x(t) > 0 and y(t). Substituting in equation (1.5), the right-hand side of
(3.27) equals

ṙ(t)

∫
Rd

|µt|r(t) log

(
|µt|r(t)

∥µt∥r(t)
Lr(t)

)
dx+ r(t)2

∫
Rd

|µt|r(t)−1 sgn(µt)∆µtdx

− r(t)2

σ

∫
Rd

|µt|r(t)−1 sgn(µt)div(µtM∇g ∗ µt)dx.

(3.29)

By the product rule,

(3.30) − r(t)2
∫
Rd

|µt|r(t)−1 sgn(µt)div(µtM∇g ∗ µt)dx

=−r(t)2
∫
Rd

|µt|r(t) div(M∇g∗µt)dx−r(t)2
∫
Rd

|µt|r(t)−1 sgn(µt)∇µt ·(M∇g∗µt)dx.

We recognize

(3.31) r(t)|µt|r(t)−1 sgn(µt)∇µt =∇(|µt|r(t)).

Therefore integrating by parts, the second term in the right-hand side of (3.30) equals

(3.32) r(t)

∫
Rd

|µt|r(t) div(M∇g ∗ µt)dx.

Thus, equality (3.30) and assumption (x) (and that µ ≥ 0 by assumption if M :∇⊗2g does
not vanish on Rd \ {0}) now give

− r(t)2

σ

∫
Rd

|µt|r(t)−1 sgn(µt)div(µtM∇g ∗ µt)dx

=−r(t)(r(t)− 1)

σ

∫
Rd

|µt|r(t)(M :∇⊗2g ∗ µt)dx

≤ 0.(3.33)

Finally, write

(3.34) sgn(µt) = lim
ε→0+

µt√
ε2 + |µt|2

.

Integrating by parts,

r(t)2
∫
Rd

|µt|r(t)−1 sgn(µt)∆µtdx

= lim
ε→0+

(
− r(t)2(r(t)− 1)

∫
Rd

|µt|r(t)−2 |µt|√
ε2 + |µt|2

|∇µt|2dx

− r(t)2
∫
Rd

|µt|r(t)−1 |∇µt|2√
ε2 + |µt|2

dx+ r(t)2
∫
Rd

|µt|r(t)−1 |µt|2|∇µt|2

(ε2 + |µt|2)3/2
dx

)

=−r(t)2(r(t)− 1)

∫
Rd

|µt|r(t)−2|∇µt|2dx
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=−4(r(t)− 1)

∫
Rd

|∇|µt|r(t)/2|2dx.(3.35)

After a little bookkeeping, we realize that we have shown

r(t)2∥µt∥r(t)−1
Lr(t)

d

dt
∥µt∥Lr(t) ≤ ṙ(t)

∫
Rd

|µt|r(t) log

(
|µt|r(t)

∥µt∥r(t)
Lr(t)

)
dx

− 4(r(t)− 1)

∫
Rd

|∇|µt|r(t)/2|2dx.

(3.36)

The remainder of the proof follows that of Carlen and Loss. We include the details for the
sake of completeness.

We apply Proposition 3.9 pointwise in time with choice a= 4π(r(t)−1)
ṙ(t) and f = |µt|r(t)/2

to obtain that

(3.37) r(t)2∥µt∥r(t)−1
Lr(t)

d

dt
∥µt∥Lr(t) ≤−ṙ(t)

(
d+

d

2
log

(
4π(r(t)− 1)

ṙ(t)

))
∥µt∥r(t)

Lr(t) .

Implicit here is the requirement that ṙ(t)> 0. Define the function

(3.38) G(t) := log
(
∥µt∥Lr(t)

)
.

Then
d

dt
G(t) =

1

∥µt∥Lr(t)

d

dt
∥µt∥Lr(t) ≤− ṙ(t)

r(t)2

(
d+

d

2
log

(
4π(r(t)− 1)

ṙ(t)

))
.(3.39)

Set s(t) := 1/r(t), so that the preceding inequality becomes, after writing r−1
ṙ =− s(1−s)

ṡ ,

(3.40)
d

dt
G(t)≤ ṡ(t)

(
d+

d

2
log(4πs(t)(1− s(t)))

)
+

d

2
(−ṡ(t)) log(−ṡ(t)).

So by the fundamental theorem of calculus,

G(t)−G(0)≤
∫ T

0
ṡ(t)

(
d+

d

2
log(4πs(t)(1− s(t)))

)
dt

− d

2

∫ T

0
ṡ(t) log(−ṡ(t))dt.

(3.41)

We require that s(0) = 1/p and s(T ) = 1/q, so by the fundamental theorem of calculus,
(3.42)∫ T

0
ṡ(t)

(
d+

d

2
log(4πs(t)(1− s(t)))

)
dt=

d

2

(
log(4π)s+ log

(
ss(1− s)−(1−s)

))
|s=1/q
s=1/p.

Using the convexity of a 7→ a loga, we minimize the second integral by choosing s(t) to
linearly interpolate between s(0) = 1/p and s(T ) = 1/q, i.e.

(3.43) ṡ(t) =
1

T

(
1

q
− 1

p

)
, 0≤ t≤ T.

Thus,

(3.44) − d

2

∫ T

0
ṡ(t) log(−ṡ(t))dt=−d

2

(
1

p
− 1

q

)
log

(
T

1/p− 1/q

)
.

The desired conclusion now follows from a little bookkeeping and exponentiating both sides
of the inequality (3.41).
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REMARK 3.10. Our extension of the Carlen-Loss [9] method to non-divergence-free vec-
tor fields is not limited to proving optimal decay estimates. In fact, it seems we have come
across a more general property for which certain parabolic theory is valid. For example, sup-
pose one considers linear equations of the form

(3.45)

{
∂tµ=∆µ+div(bµ) + cµ

µt|t=s = µs
(t, x) ∈ (s,∞)×Rd,

where b is a vector field and c is a scalar, for simplicity both assumed to be C∞. If div b≤ 0,
then using the same reasoning as in the proof of Proposition 3.8, one can show that the
solution µ to (3.45) satisfies the decay estimates
(3.46)

∥µt∥Lq ≤
(
K(q)

K(p)

) d

2
(
4π(t− s)

1/p− 1/q

)− d

2
( 1

p
− 1

q
)

e
∫ t

s
∥cκ∥L∞dκ∥µs∥Lp ∀0< s≤ t <∞.

Now one can easily show that equation (3.45) has a (smooth) fundamental solution, and a
well-known problem in parabolic theory is to obtain Gaussian upper and lower bounds for
such fundamental solutions, since such bounds imply Hölder continuity of the fundamental
solution by an argument of Nash [49]. One can adapt the Carlen-Loss argument, which in
turn is an adaptation of an earlier argument of Davies [15], to obtain a Gaussian upper bound
from (3.46). In certain cases (e.g. [55, 41]), this Gaussian upper bound then implies a corre-
sponding lower bound, and it would seem that these results also hold under the assumption
that div b≤ 0. We hope to investigate this line of inquiry more in future work.

4. N-particle dynamics. In this section, we discuss the well-posedness of the SDE sys-
tem (1.1) for fixed N ∈N, in particular that with probability one, the particles never collide.
We also discuss stability of the system under regularization of the potential. These regular-
izations will be important in the sequel when we attempt to apply Itô’s lemma to functions
which are singular at the origin.

To prove the well-posedness of the system (1.1), we first consider the well-posedness of the
corresponding system where the potential g has been smoothly truncated at a short distance
ε > 0 from the origin but otherwise is the same. If the particles remain more than distance ε
from one another, then they do not see the truncation and therefore the truncation plays no
role. This observation will guide us throughout this subsection.

Let χ ∈C∞
c (Rd) be a nonnegative bump function satisfying

(4.1) χ(x) =

{
1, |x| ≤ 1/2

0, |x| ≥ 1.

Given ε > 0, define

(4.2) g(ε)(x) := g(x)(1− χ(x/ε)).

The notation g(ε) should not be confused with the notation gε in (5.2) used later in Section 5.
By assumption (iv), g(ε) ∈C∞ with

(4.3) ∥g(ε)∥L∞ ≲

{
− log ε, s= 0

ε−s, 0< s< d− 2

and ∥∇⊗kg(ε)∥L∞ ≲ ε−(s+k) for k ≥ 1,

(4.4) g(ε)(x) =

{
g(x), |x| ≥ ε

0, |x| ≤ ε/2.
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Define now the truncated version of the system (1.1) by

(4.5)


dxi,ε =

1

N

∑
1≤j≤N :j ̸=i

M∇g(ε)(xi,ε − xj,ε)dt+
√
2σdWi

xi,ε|t=0 = x0i .

Since the vector field M∇g(ε) is smooth with bounded derivatives of all order, global well-
posedness of (4.5) is trivial. The equality (4.4) implies that if

(4.6) inf
0≤t≤T

min
1≤i ̸=j≤N

|xti,ε − xtj,ε| ≥ ε,

then xi,ε = xi on [0, T ] for every 1 ≤ i ≤ N . In other words, the truncated dynamics co-
incide with the untruncated dynamics, just as remarked at the beginning of the subsection.
Accordingly, we can define the stopping time

(4.7) τε := inf{0≤ t≤ T : min
1≤i ̸=j≤N

|xti,ε − xtj,ε| ≥ 2ε},

so that on the random time interval [0, τε(ω)], xN,ε(ω)≡ xN (ω), where ω ∈Ω is a sample in
the underlying probability space.

REMARK 4.1. For later use, we observe (for instance, see [36, Section 3.2.C]) that the
quadratic variation of xi,ε is the d× d matrix with components

[xi,ε]
t,αβ = 2σtδαβ , α,β ∈ {1, . . . , d},(4.8)

where δαβ is the Kronecker δ-function. Similarly, for i ̸= j, the quadratic variation of xi,ε −
xj,ε is given by

(4.9) [xi,ε − xj,ε]
t,αβ = [

√
2σ(Wi −Wj)

α,
√
2σ(Wi −Wj)

β ]t = 4σδαβt.

We first show that with probability one, the particles cannot escape to infinity by control-
ling the expectation of the moment of inertia

(4.10) IN,ε :=

N∑
i=1

|xi,ε|2.

LEMMA 4.2. Suppose s = 0. There exists a constant C > 0 depending only on the di-
mension d, such that for all T > 0,

(4.11) E
(

sup
0≤t≤T

ItN,ε

)
≤C

(
I0N,ε+N2T + σ(N + T )

)
eCσT .

PROOF. We sketch the proof. Applying Itô’s lemma with f(x) = |x|2, we find that with
probability one,

∀t≥ 0, |xti,ε|2 − |x0i |2 = 2

∫ t

0
xκi,ε ·

∑
1≤j≤N
j ̸=i

M∇g(xκi,ε − xκj,ε)dκ

+ 2
√
2σ

∫ t

0
xκi,ε · dW κ

i + 2dσt.

(4.12)
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Since ∇g is odd by assumption (i), it follows from the triangle inequality and (iv) that

2

∣∣∣∣∣∣∣∣
N∑
i=1

xi,ε ·
∑

1≤j≤N
j ̸=i

M∇g(xi,ε − xj,ε)

∣∣∣∣∣∣∣∣=
∣∣∣∣∣∣
∑

1≤i ̸=j≤N

(xi,ε − xj,ε) ·M∇g(xi,ε − xj,ε)

∣∣∣∣∣∣
≤CN2.(4.13)

By the Burkholder-Davis-Gundy inequality, denoting again [·] for the quadratic variation,
we have

E
(

sup
0≤t≤T

∣∣∣∣∫ t

0
xκi,ε · dW κ

i

∣∣∣∣)≲ E


√√√√[∫ (·)

0
xκi,ε · dW κ

i

]T
≲ E

√∫ T

0
|xκi,ε|2dκ

.(4.14)

We find after a little bookkeeping that

E
(

sup
0≤t≤T

ItN,ε

)
≲ I0N,ε + σ

(
T +N1/2E

(∣∣∣∣∫ T

0
IκN,εdκ

∣∣∣∣1/2
))

≤ I0N,ε+CN2T + σ

(
T +N1/2E

(∫ T

0
IκN,εdκ

)1/2
)

≤ I0N,ε+CN2T + σ

(
T +N +

∫ T

0
E
(
IκN,ε

)
dκ

)
,(4.15)

where the second line follows from Jensen’s inequality and the third line from the elemen-
tary inequality ab ≤ a2+b2

2 together with Fubini-Tonelli to interchange the expectation with
the temporal integration. The desired conclusion now follows from the Gronwall-Bellman
lemma.

REMARK 4.3. By Chebyshev’s lemma, Lemma 4.2 implies that with probability one,

(4.16) lim
R→∞

inf{t≥ 0 : max
1≤i ̸=j≤N

|xti,ε − xtj,ε| ≥R}=∞.

Next, define the function

(4.17) HN,ε(xN,ε) :=
∑

1≤i ̸=j≤N

g(ε)(xi,ε − xj,ε),

which has the interpretation of the energy of the system (4.5).

LEMMA 4.4. There exists a constant C > 0 depending only on s, d, and the potential g
through assumptions (iv), (v), and (vii), such that for all 0< ε <min{1

2 ,
r0
2 }, where r0 is as

in (iii), and T > 0, it holds that

(4.18)
(

min
|x|≤2ε

g(x)

)
P(τε < T )

≲

E
(

CN2(N+eCσT (σ(N+T )+N2T+I0
N,ε))

2 +HN,ε(x
0
N )

)
, s= 0

E(HN,ε(x
0
N )), 0< s< d− 2.
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In particular, by assumption (ii), P(τε < T )→ 0 as ε→ 0+.

REMARK 4.5. Lemma 4.4 actually permits us to choose ε= εN to depend on N in such
a way that εN → 0 as N → ∞ and P(τεN < T ) → 0 with an explicit rate. For example,
supposing that g is of the form (1.3), we have min|x|≤2ε g(x) ≥ C−1(ε−s + | log ε|1s=0).
Assuming that x01, . . . , x

0
N are IID with law µ0, then E(H0

N,ε) = O(N2) uniformly in ε. If

s > 0, then we can choose εN such that εNN
2

s → 0 as N →∞. If s= 0, then we also have
that E(I0N,ε) =O(N) uniformly in ε. Hence, we can choose εN such that N4/| log εN | → 0
as N →∞.

PROOF OF LEMMA 4.4. By Itô’s lemma applied to g(ε)(xi,ε − xj,ε), it holds with proba-
bility one that

(4.19) ∀t≥ 0, HN,ε(x
t
N,ε) =HN,ε(x

0
N,ε)

+ 2
∑

1≤i ̸=j≤N

∑
1≤k≤N
k ̸=i

∫ t

0
M∇g(ε)(x

κ
i,ε − xκk,ε) · ∇g(ε)(x

κ
i,ε − xκj,ε)dκ

+
√
2σ

∑
1≤i ̸=j≤N

∫ t

0
∇g(ε)(x

κ
i,ε − xκj,ε) · d(Wi −Wj)

κ

+ σ
∑

1≤i ̸=j≤N

∫ t

0
∇⊗2g(ε)(x

κ
i,ε − xκj,ε) : Idκ.

The second line is nonnegative by condition (1.2) and therefore may be discarded. For the
third line, we note that the Itô integral is a martingale with zero initial expectation. So by
Doob’s optional sampling theorem,

(4.20) E
(∫ τε

0
∇g(ε)(x

κ
i,ε − xκj,ε) · d(Wi −Wj)

κ

)
= 0.

For the fourth line, we note that

(4.21) ∇⊗2g(ε)(x
κ
i,ε − xκj,ε) : I=∆g(ε)(x

κ
i,ε − xκj,ε).

Since ∆g≤ 0 by assumption (iii) and g= g(ε) outside the ball B(x, ε), it follows that

(4.22) ∆g(ε)(x)≤ 0 ∀|x| ≥ ε.

Consequently, it holds with probability one that

(4.23)
∫ τε

0
∇⊗2g(ε)(x

κ
i,ε − xκj,ε) : Idκ≤ 0.

Taking expectations of both sides of equation (4.19), we find that

(4.24) E
(
HN,ε(x

τε
N,ε)

)
≤ E

(
HN,ε(x

0
N )
)
.

We now want to use this bound to control the minimal distance between particles. To this
end, we separately consider the cases s= 0 and 0< s < d− 2. If s= 0, we use the moment
of inertia to control the possible large negative values of g. Using assumptions (iv), (v), and
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(vii) (provided that 2ε≤ r0), we see that for any t≥ 0,

HN,ε(x
t
N,ε)≥−C

∑
1≤i ̸=j≤N

|xt
i,ε−xt

j,ε|≥1

∣∣log |xti,ε − xtj,ε|
∣∣+ ∑

1≤i ̸=j≤N
|xt

i,ε−xt
j,ε|≤2ε

g(ε)(x
t
i,ε − xtj,ε)

≥C−1

(
min
|x|≤2ε

g(x)

)
|{(i, j) ∈ {1, . . . ,N}2 : i ̸= j and ε≤ |xti,ε − xtj,ε| ≤ 2ε}|

−CN2max

(
log 2, log

(
N∑
i=1

|xti,ε|

))
.(4.25)

Note that if
∑N

i=1 |xti,ε| ≥ 1, then by Cauchy-Schwarz and since log |x| ≤ |x|,

(4.26) log

(
N∑
i=1

|xti,ε|

)
≤N1/2|ItN,ε|1/2 ≤

N + ItN,ε

2
,

where we recall that IN,ε is the moment of inertia (4.10). Modulo a null set, this lower bound
implies that

{τε < T} ⊂ {∃i ̸= j ∈ {1, . . . ,N}2 such that ε≤ |xτεi,ε − xτεj,ε| ≤ 2ε}

⊂ {HN,ε(x
τε
N,ε)≥−

CN2(N + IτεN,ε)

2
+C−1 min

|x|≤2ε
g(x)}.(4.27)

So by Chebyshev’s inequality and inequality (4.24),

E

(
CN2(N + IτεN,ε)

2

)
+E

(
HN,ε(x

0
N )
)
≥C−1

(
min
|x|≤2ε

g(x)

)
P(τε < T ).(4.28)

which in view of Lemma 4.2 concludes the proof if s= 0.
If 0< s < d− 2, then it follows from assumptions (iv), (v), and (vii) (provided that 2ε≤

r0)that

HN,ε(xN,ε)≥
∑

1≤i ̸=j≤N
|xi,ε−xj,ε|≤2ε

g(ε)(xi,ε − xj,ε)

≥−CN2 +

(
min|x|≤2ε g(x)

)
C

|{(i, j) : i ̸= j and ε≤ |xi,ε − xj,ε| ≤ 2ε}|,(4.29)

which implies that

(4.30) C−1

(
min
|x|≤2ε

g(x)

)
P(τε < T )≤ E(HN,ε(x

0
N )) +CN2,

completing the proof of the lemma.

The next proposition, which is the main result of this section, shows that there is a unique
solution to the Cauchy problem for (1.1) in the strong sense.

PROPOSITION 4.6. With probability one,

(4.31) xtN := lim
ε→0+

xtN,ε exists ∀t≥ 0,

and we can unambiguously define xN as the unique strong solution to (1.1). Moreover,

(4.32) P
(
∀t≥ 0, min

1≤i ̸=j≤N
|xti − xtj |> 0

)
= 1.
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PROOF. Note that if

(4.33) 2ε≤ min
1≤i ̸=j≤N

|x0i − x0j |,

then HN,ε(x
0
N ) =HN (x0N ). Choose a sequence εk > 0 such that

(4.34)
∞∑
k=1

(
min

|x|≤2εk
g(x)

)−1

<∞.

Then by Lemma 4.4,

(4.35)
∞∑
k=1

P(τεk < T )<∞,

so by Borel-Cantelli,

(4.36) P
(
limsup
k→∞

{τεk < T}
)
= 0.

Consequently, for almost every sample ω ∈Ω, there exists ε(ω)> 0 such that for all 0< ε≤
ε(ω),

xtN,ε(ω) = xtN,ε(ω)(ω) on [0, T ] and inf
0≤t≤T

min
1≤i ̸=j≤N

|xti,ε(ω)− xtj,ε(ω)| ≥ 2ε(ω).

(4.37)

Since T > 0 was arbitrary, we note that the preceding a.s. statement in fact holds globally in
time.

5. Modulated energy and renormalized commutator estimates. In this section, we
review the properties of the modulated energy FN (xN , µ) established in the authors’ joint
work with Nguyen [50] along with the associated renormalized commutator estimate proven
in that work. These previous results will suffice to prove Theorem 1.1. In the case of potentials
which are globally superharmonic (i.e. r0 = ∞ in assumption (iii)), we also prove sharper
versions (in terms of their ∥µ∥L∞ dependence) of the results of [50] that are crucial to obtain
global bounds of Theorem 1.2.

Throughout this section, we always assume that µ is a probability measure with density
in L∞(Rd). If 0 < s < d, then it is immediate from Lemma 2.3 that g ∗ µ is a bounded,
continuous function (it is actually Ck,α for some k ∈ N0 and α > 0 depending on the value
of s) and therefore the modulated energy is well-defined. If s= 0, then we need to impose a
suitable decay assumption on µ to compensate for the logarithmic growth of g at infinity. For
example,

(5.1)
∫
Rd

log(1 + |x|)dµ(x)<∞.

5.1. Review of results from [50]. We start by reviewing the results of [50, Section 2]
on the properties of the modulated energy under the general assumptions on the potential
contained in (i) – (ix). The statements presented below are specialized to the sub-Coulombic
setting (i.e. 0 ≤ s ≤ d − 2), and the relevant proofs, as well as further comments, may be
found in [50, Sections 2, 4].

With r0 as in (iii) and 0 < η < min{1
2 ,

r0
2 }, we let δ(η)x denote the uniform probability

measure on the sphere ∂B(x, η) and set

(5.2) gη := g ∗ δ(η)0 .
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Since g is superharmonic in B(0, r0) by assumption (iii), it follows from the formula (Hd−1

is the (d− 1)-dimensional Hausdorff measure in Rd)

(5.3)
d

dr
−
∫
∂B(x,r)

fdHd−1 =
1

d|B(0,1)|rd−1

∫
B(x,r)

∆fdy,

which holds for any sufficiently integrable f , and an approximation argument that

(5.4) gη(x)≤ g(x) ∀x ∈B(0, r0 − η) \ {0}

and (using assumption (iv))

(5.5) |g(x)− gη(x)| ≤
Cη2

|x|s+2
∀|x| ≥ 2η,

where the constant C depends on r0. By virtue of the mean value inequality (5.4) and as-
sumption (iv), the self-interaction of the smeared point mass δ(η)x0 satisfies the relation∫

(Rd)2
g(x− y)dδ(η)x0

(x)dδ(η)x0
(y) =

∫
Rd

gηdδ
(η)
0 ≤

∫
Rd

gdδ
(η)
0 = gη(0)

≤C
(
η−s + | log η|1s=0

)
.(5.6)

The next result we recall [50, Proposition 2.1] expresses the crucial monotonicity property
of the modulated energy with respect to the smearing radii when expressed as the limit

(5.7) FN (xN , µ)

= lim
αi→0

(∫
(Rd)2

g(x− y)d

(
1

N

N∑
i=1

δ(αi)
xi

− µ

)⊗2

(x, y)− 1

N2

N∑
i=1

∫
Rd

gαi
dδ

(αi)
0

)
.

It also shows that the modulated energy is bounded from below, coercive, and controls the
microscale interactions [50, Corollary 2.3].

PROPOSITION 5.1. Let d≥ 3 and 0≤ s≤ d− 2. Suppose that xN ∈ (Rd)N is pairwise
distinct and µ ∈ P(Rd) ∩ L∞(Rd). If s = 0, also suppose that

∫
Rd log(1 + |x|)dµ(x) <∞.

There exists a constant C depending only on s, d and the potential g through assumptions
(iii), (iv), (vi), such that for every choice of 0< η1, . . . , ηN <min{1

2 ,
r0
2 },

(5.8)
1

N2

∑
1≤i ̸=j≤N
|xi−xj |≤ r0

2

(g(xj − xi)− gηi
(xj − xi))+ +C−1

∥∥∥∥∥ 1

N

N∑
i=1

δ(ηi)
xi

− µ

∥∥∥∥∥
2

Ḣ
s−d
2

≤ FN (xN , µ) +
C

N

N∑
i=1

((
η2i +

η−s
i (1 + | log ηi|1s=0)

N

)

+C∥µ∥L∞ηd−s
i (1 + | log ηi|(1s=0 + 1s=d−2))

)
.

REMARK 5.2. Since 0 ≤ s ≤ d − 2 by assumption, we can balance the error terms in
(5.8) by setting

(5.9) η2i =
η−s
i

N
⇐⇒ ηi =N− 1

s+2 ,
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which, in particular, yields the lower bound

(5.10) FN (xN , µ)≥−C(1 + ∥µ∥L∞)N− 2

s+2 (1 + (logN)(1s=0 + 1s=d−2)).

REMARK 5.3. If instead of (vi), we only assume that ĝ ≥ 0 on Rd \ {0}, then the proof
of [50, Proposition 2.1] yields the bound

(5.11)
1

N2

∑
1≤i ̸=j≤N
|xi−xj |≤ r0

2

(g(xj − xi)− gηi
(xj − xi))+ ≤ FN (xN , µ)

+
C

N

N∑
i=1

((
η2i +

η−s
i (1 + | log ηi|1s=0)

N

)

+C∥µ∥L∞ηd−s
i (1 + | log ηi|(1s=0 + 1s=d−2))

)
.

The next result we recall [50, Proposition 2.2] concerns the analogue of Proposition 5.1 in
the case d−2< s< d. One of the key new insights from [50] is that although superharmonic-
ity may fail in the space Rd, as it does for the Riesz potential |x|−s, superharmonicity may be
restored by considering the potential as the restriction of a potential G (i.e. g(x) = G(x,0))
in an extended space Rd+m, where the size of m depends on the value of s so as to make
G superharmonic in a neighborhood of the origin. Namely, suppose that g : Rd \ {0} → R
is such that there exists G : Rd+m \ {0} → R with g(x) = G(x,0) and satisfying conditions
(1.14) – (1.17). With the notation X = (x, z) ∈ Rd+m and Xi = (xi,0), we let δ(η)X denote
the uniform probability measure on the sphere ∂B(X,r)⊂Rd+m and set

(5.12) Gη := G ∗ δ(η)0

for 0< η <min{1
2 ,

r0
2 }. Analogously to (5.4), (5.5), (5.6), we have

(5.13) Gη(X)≤ G(X) ∀X ∈B(0, r0 − η) \ {0},

(5.14) |G(X)−Gη(X)| ≤ Cη2

|X|s+2
∀|X| ≥ 2η,

and

(5.15)
∫
(Rd+m)2

G(x− y)dδ
(η)
0 (x)dδ

(η)
0 (y)≤ Gη(0)≤C

(
η−s + | log η|1d=1∧s=0

)
.

Again, the constant C in (5.14) depends on r0.

PROPOSITION 5.4. Let d ≥ 3 and d − 2 < s < d. Let g,G be as above. Suppose that
xN ∈ (Rd)N is a pairwise distinct configuration and µ ∈ P(Rd) ∩ L∞(Rd). There exists a
constant C > 0 only depending on s, d and on g,G, such that for every 0 < η1, . . . , ηN <
min{1

2 ,
r0
2 }, we have

(5.16)

1

N2

∑
1≤i ̸=j≤N
|xi−xj |≤ r0

2

(g(xj − xi)−Gηi
(xj − xi,0))+ ≤ FN (xN , µ)+

N∑
i=1

η−s
i (1 + | log ηi|1s=0)

N2

+
C

N

N∑
i=1

(
∥µ∥L∞ηd−s

i + η2i

)
.
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REMARK 5.5. Strictly speaking, the inequality (5.16) differs from [50, (2.23), Proposi-
tion 2.2] by the omission of a positive term (a suitable squared norm of µt

N −µt). The reason
we have omitted this term is because we no longer assume that Ĝ(Ξ) ∼ |Ξ|s−d−m. Instead,
condition (1.17) only tells us that

(5.17)
∫
(Rd+m)2

G(X − Y )d

(
1

N

N∑
i=1

δ
(ηi)
Xi

− µ̃

)
(X,Y )≥ 0,

which is good enough for the purposes of this article.

As an application of Proposition 5.1 if 0≤ s≤ d− 4 and Proposition 5.4 if d− 4< s <
d− 2 using assumption (viii), expressions like the second term appearing in the right-hand
side of (1.7), which is due to the nonzero quadratic variation of the Brownian motion when
we calculate the Itô equation for the modulated energy FN (xtN , µt), are nonpositive up to a
controllable error.

COROLLARY 5.6. Let d ≥ 3 and 0 ≤ s < d − 2. Suppose that xN ∈ (Rd)N is pair-
wise distinct and µ ∈ P(Rd) ∩ L∞(Rd). Let g be a potential satisfying assumptions
(i), (iii), (iv), (vi), (viii). There exists a constant C > 0 depending only on s, d and g, such
that
(5.18)∫

(Rd)2\△
(−∆g)(x− y)d

(
1

N

N∑
i=1

δxi
− µ

)⊗2

(x, y)≥−C(1 + ∥µ∥L∞)N
−min{2,d−s−2}

min{s+4,d} .

PROOF. If 0≤ s≤ d− 4, we use (5.11) applied with potential −∆g and with each ηi =

N− 1

s+4 . If d− 4< s< d− 2, we use (5.16) applied with extended potential G for −∆g given
by assumption (viii) and with each ηi =N− 1

d .

Finally, we close this section by recalling [50, Proposition 4.1] the renormalized commu-
tator estimate from that work. As commented in the introduction, such estimates are the main
workhorse to close Gronwall arguments based on the modulated energy.

PROPOSITION 5.7. Let d≥ 3 and 0≤ s≤ d− 2. Let xN ∈ (Rd)N be a pairwise distinct
configuration, and µ ∈ P(Rd)∩L∞(Rd). If s= 0, assume that

∫
Rd log(1 + |x|)dµ(x)<∞.

Let v be a continuous vector field on Rd. There exists a constant C depending only d, s and
on the potential g through assumptions (i) – (vii), (ix), such that

(5.19)

∣∣∣∣∣∣
∫
(Rd)2\△

(v(x)− v(y)) · ∇g(x− y)d

(
1

N

N∑
i=1

δxi
− µ

)⊗2

(x, y)

∣∣∣∣∣∣
≤C

(
∥∇v∥L∞ + ∥|∇|

d−s

2 v∥
L

2d
d−2−s

1s<d−2

)(
FN (xN , µ)+CN

− s+3

(s+2)(s+1) ∥|∇|s+1−dµ∥L∞

+C(1 + ∥µ∥L∞)N
− 2

(s+2)(s+1)

(
1 + (logN)(1s=0 + 1s=d−2)

))
.
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5.2. New estimates for globally superharmonic potentials. We now assume that r0 =∞
in the condition (iii), i.e. g is globally superharmonic. Under this more restrictive assumption,
which holds in the model potential case (1.3), we can obtain versions of Proposition 5.1 and
Proposition 5.4 that have a better balance of factors of ∥µ∥L∞ between terms. In particular,
there is no η2 error term like there is in the right-hand side of inequality (5.8). This is im-
portant because if µt is time-dependent and satisfies the decay bound (3.22), this term will
contribute linear growth in time when integrated. As we shall see in Section 7.2, this better
balance will be crucial to show that the error terms (i.e. those which are not FN (xtN , µt))
that result when estimating the right-hand side of (1.7) are integrable in time over the interval
[0,∞).

PROPOSITION 5.8. Let d≥ 3 and 0≤ s≤ d− 2. Assume that g is a potential satisfying
conditions (i), (iii), (iv), (vi) with r0 = ∞. Suppose that xN ∈ (Rd)N is pairwise distinct
and µ ∈ P(Rd) ∩ L∞(Rd). In the case s = 0, also suppose that

∫
Rd log(1 + |x|)dµ(x) <

∞. For any ∞ ≥ p > d
s+2 , there exist constants C,Cp > 0 depending only on s, d and the

potential g through the assumed conditions, such that for every choice of 0 < η1, . . . , ηN <

2
− dp−d+2p

d(p−1) ∥µ∥−
1

d

L∞ ,

(5.20)

1

N2

∑
1≤i ̸=j≤N

(g(xj − xi)− gηi
(xj − xi))+ +C−1

∥∥∥∥∥ 1

N

N∑
i=1

δ(ηi)
xi

− µ

∥∥∥∥∥
2

Ḣ
s−d
2

≤ FN (xN , µ)

+
Cp∥µ∥γs,p

L∞

N

N∑
i=1

η
λs,p

i (1 + (| log ηi|+ | log ∥µ∥L∞ |)1s=0)+

N∑
i=1

Cη−s
i (1 + | log ηi|1s=0)

N2
,

where the exponents γs,p, λs,p are defined by

(5.21) γs,p :=
2p+ sp− s

dp+ 2p− d
, λs,p :=

2p(d− s)

dp+ 2p− d
.

PROOF. We modify the proof of [50, Proposition 2.1]. Adding and subtracting δ
(ηi)
xi and

regrouping terms yields the decomposition

FN (xN , µ) =

∫
(Rd)2

g(x− y)d

(
1

N

N∑
i=1

δ(ηi)
xi

− µ

)⊗2

(x, y)− 1

N2

N∑
i=1

∫
Rd

gηi
dδ

(ηi)
0

− 2

N

N∑
i=1

∫
Rd

(g(y− xi)− gηi
(y− xi))dµ(y)

+
1

N2

∑
1≤i ̸=j≤N

∫
Rd

(g(y− xi)− gηi
(y− xi))d(δxj

+ δ(η)xj
)(y).

(5.22)

Since ∆g ≤ 0 on Rd by assumption (iii) and δ
(ηj)
xj is a positive measure, we have from

(5.4) that
1

N2

∑
1≤i ̸=j≤N

∫
Rd

(g(y− xi)− gηi
(y− xi))d(δxj

+ δ(ηj)
xj

)(y)

≥ 1

N2

∑
1≤i ̸=j≤N

(g(xj − xi)− gηi
(xj − xi))+.

(5.23)
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Let R≥ 2η be a parameter to be specified shortly. Using assumption (iv) and the estimate
(5.5), we find that∣∣∣∣∫

Rd

(g(y− xi)− gη(y− xi))dµ(y)

∣∣∣∣
≤ ∥µ∥L∞

∫
|y−xi|≤R

(|g(y− xi)|+ |gη(y− xi)|)dy

+

∫
|y−xi|>R

|g(y− xi)− gη(y− xi)|dµ(y)

≤C∥µ∥L∞

(
Rd−s(1 + | logR|1s=0)

)
+Cη2

∫
|y−xi|>R

|y− xi|−s−2dµ(y)(5.24)

By Hölder’s inequality,∫
|y−xi|>R

|y− xi|−s−2dµ(y)≤C(p(s+ 2)− d)−
1

pR
d−p(s+2)

p ∥µ∥Lp′

≤C(p(s+ 2)− d)−
1

pR
d−p(s+2)

p ∥µ∥
1

p

L∞(5.25)

for any Hölder conjugate p, p′ with d
s+2 < p≤∞. Implicitly, we have used that µ is a proba-

bility density, and the constant C is independent of p. Setting

(5.26) ∥µ∥L∞Rd−s = η2R
d−p(s+2)

p ∥µ∥
1

p

L∞ ,

we get

(5.27) R=

(
η2∥µ∥

1−p

p

L∞

) p

dp−d+2p

.

In order for R≥ 2η, we need

(5.28)
(
η2∥µ∥

1−p

p

L∞

) p

dp−d+2p

≥ 2η⇐⇒ η ≤ 2
− dp−d+2p

d(p−1) ∥µ∥−
1

d

L∞ .

Substituting in the above choice of R, we obtain that

(5.29)

1

N

N∑
i=1

∣∣∣∣∫
Rd

(g(y− xi)− gηi
(y− xi))dµ(y)

∣∣∣∣≤ C

N
∥µ∥

2p−s+sp

dp−d+2p

L∞ (p(s+ 2)− d)−
1

dp+2p−d

×
N∑
i=1

η
2p(d−s)

dp+2p−d

i

(
1 +

(
p

dp+ 2p− d

∣∣∣∣log η2i ∥µ∥ 1−p

p

L∞

∣∣∣∣)1s=0

)
.

Next, we use the relation (5.6) to bound

(5.30)
1

N2

N∑
i=1

∣∣∣∣∫
Rd

gηi
dδ

(ηi)
0

∣∣∣∣≤ N∑
i=1

Cη−s
i (1 + | log ηi|1s=0)

N2
.

Collecting (5.23), (5.29), (5.30) and using the assumption (vi) with Plancherel’s theorem for
the remaining term in (5.22), we arrive at the inequality in the statement of the proposition.

REMARK 5.9. Evidently, the constant Cp in Proposition 5.8 blows up as p→ d
s+2

+
.
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REMARK 5.10. Dropping the s, p subscripts in γs,p, λs,p, we balance the error terms by
setting

(5.31) Cp∥µ∥γL∞ηλi =
η−s
i

N
⇐⇒ ηi =C

− 1

λ+s
p ∥µ∥

− γ

λ+s

L∞ N− 1

λ+s ,

which, for possibly larger constant Cp > 0, implies the lower bound

(5.32) FN (xN , µ)≥−Cp∥µ∥
s

d

L∞N− λ

λ+s (1 + (| log ∥µ∥L∞ |+ logN)1s=0).

REMARK 5.11. Just as in Remark 5.3, if instead of (vi), we only assume that ĝ ≥ 0 on
Rd \ {0}, then we have the bound

(5.33)

1

N2

∑
1≤i ̸=j≤N

(g(xj − xi)− gηi
(xj − xi))+ ≤ FN (xN , µ) +

N∑
i=1

Cη−s
i (1 + | log ηi|1s=0)

N2

+
Cp∥µ∥γL∞

N

N∑
i=1

ηλi (1 + (| log ηi|+ | log ∥µ∥L∞ |)1s=0).

Under the global superharmonicity assumption, we can also obtain a version of Proposi-
tion 5.4 without an η2 term and where every error term that is increasing in η has a factor of
∥µ∥L∞ .

PROPOSITION 5.12. Let d≥ 3 and d− 2< s < d. Suppose that xN ∈ (Rd)N is a pair-
wise distinct configuration and µ ∈ P(Rd)∩L∞(Rd). Let g be a potential satisfying (i), (iii),
(iv) with r0 =∞. Let G :Rd+m \ {0}→R be an extension G(x,0) = g(x) such that G satis-
fies conditions (1.14), (1.15), (1.16), (1.17) with r0 =∞. There exists a constant C > 0 only
depending on s, d and on g,G, such that for every η1, . . . , ηN > 0, we have
(5.34)
1

N2

∑
1≤i ̸=j≤N

(g(xj − xi)−Gηi
(xj − xi,0))+ ≤ FN (xN , µ)+

C

N

N∑
i=1

(
η−s
i

N
+ ∥µ∥L∞ηd−s

i

)
.

PROOF. We modify the proof of [50, Proposition 2.2] in the same spirit as we did for
Proposition 5.8. Adding and subtracting δ

(ηi)
Xi

and regrouping terms, we find that

FN (xN , µ) =

∫
(Rd+m)2

G(X − Y )d

(
1

N

N∑
i=1

δ
(ηi)
Xi

− µ̃

)⊗2

(x, y)

− 1

N2

N∑
i=1

∫
(Rd+m)2

G(X − Y )d(δ
(ηi)
0 )⊗2(X,Y )

− 2

N

N∑
i=1

∫
Rd+m

(G(Y −Xi)−Gηi
(Y −Xi))dµ̃(Y )

+
1

N2

∑
1≤i ̸=j≤N

∫
Rd

(G(Y −Xi)−Gηi
(Y −Xi))d(δXj

+ δ
(ηj)
Xj

)(Y ).

(5.35)
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By the inequality (5.13) and since δ
(ηi)
Xi

is a positive measure in Rd+m, we have the lower
bound

1

N2

∑
1≤i ̸=j≤N

∫
Rd

(G(Y −Xi)−Gηi
(Y −Xi))d(δXj

+ δ
(ηj)
Xj

)(Y )

≥ 1

N2

∑
1≤i ̸=j≤N

(g(xj − xi)−Gη(xj − xi,0))+.

(5.36)

Letting R≥ 2η be a parameter to be determined, we have that∫
Rd+m

(G(Y −Xi)−Gηi
(Y −Xi))dµ̃(Y ) =

∫
Rd

(g(y− xi)−Gηi
(y− xi,0))dµ(y)(5.37)

by definition of µ̃. Since s > d− 2 by assumption, we can use (5.14) and (1.16) to obtain the
bound

(5.38)
∫
|y−xi|≥R

|g(y− xi)−Gηi
((y− xi,0))|dµ(y)≤Cη2iR

d−s−2∥µ∥L∞ .

Using 1.16 to estimate directly the integral over |y− xi|<R as in (5.24), it follows that

(5.39)
∣∣∣∣∫

Rd+m

(g(y− xi)−Gηi
(y− xi,0))dµ(y)

∣∣∣∣≤C∥µ∥L∞

(
Rd−s + η2iR

d−s−2
)
.

We can them optimize the choice of R by setting R = 2ηi. After a little bookkeeping, we
have shown that

(5.40)
1

N

N∑
i=1

∣∣∣∣∫
Rd+m

(g(y− xi)−Gηi
(y− xi,0))dµ(y)

∣∣∣∣≤Cηd−s
i ∥µ∥L∞ .

Finally, using the relation (5.15), we have the self-interaction bound

(5.41)
1

N2

N∑
i=1

∣∣∣∣∣
∫
(Rd+m)2

G(X − Y )d(δ
(ηi)
0 )⊗2(X,Y )

∣∣∣∣∣≤ Cη−s

N

and using assumption 1.17 with Plancherel’s theorem, we have the lower bound

(5.42)
∫
(Rd+m)2

G(X − Y )d

(
1

N

N∑
i=1

δ(ηi)
xi

− µ̃

)
(X,Y )≥ 0.

Combining these observations with (5.36), (5.40), we arrive at the inequality in the statement
of the proposition.

REMARK 5.13. Similar to Remark 5.10, we can balance the error terms in (5.34) by
choosing ηi = (∥µ∥L∞N)−

1

d , which implies the lower bound

(5.43) FN (xN , µ)≥−C∥µ∥
s

d

L∞N− d−s

d .

Analogous to Corollary 5.6, we can use assumption (viii) for admissible potentials g to-
gether with Proposition 5.8 (if 0≤ s≤ d− 4) and Proposition 5.12 (if d− 4< s < d− 2) to
obtain the following result.
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COROLLARY 5.14. Let d≥ 3 and 0≤ s < d− 2. Suppose that xN ∈ (Rd)N is pairwise
distinct and µ ∈ P(Rd) ∩L∞(Rd). Let g be a potential satisfying assumptions (i), (iii), (iv),
(vi), (viii) with r0 =∞. There exists a constant C > 0 depending only on s, d and g,G, such
that the following holds. If 0≤ s≤ d− 4, then for any ∞≥ p > d

s+4 , C also depends on p
and

(5.44)
∫
(Rd)2\△

(−∆g)(x− y)d

(
1

N

N∑
i=1

δxi
− µ

)⊗2

(x, y)≥−Cp∥µ∥
s+2

d

L∞ N
− λs+2,p

λs+2,p+s+2 .

where λs+2,p is as defined in (5.21). If d− 4< s< d− 2, then

(5.45)
∫
(Rd)2\△

(−∆g)(x− y)d

(
1

N

N∑
i=1

δxi
− µ

)⊗2

(x, y)≥−C∥µ∥
s+2

d

L∞ N− d−s−2

d .

PROOF. If 0≤ s≤ d− 4, then we use (5.33) with s replaced by s+ 2 and choosing

ηi = ∥µ∥
− γs+2,p

λs+2,p+s+2

L∞ N
− 1

λs+2,p+s+2 . If d− 4< s < d− 2, then we use (5.34) with s replaced
by s+ 2 and choosing ηi = (∥µ∥L∞N)−

1

d .

Repeating the proof of [50, Proposition 4.1], except now using Proposition 5.8 instead of
Proposition 5.1, we can obtain a renormalized commutator estimate (cf. Proposition 5.7) with
better distribution of norms of µ.

PROPOSITION 5.15. Let d≥ 3 and 0≤ s≤ d− 2. Let xN ∈ (Rd)N be pairwise distinct,
and µ ∈ P(Rd) ∩ L∞(Rd). If s = 0, assume that

∫
Rd log(1 + |x|)dµ(x) < ∞. Let v be a

continuous vector field on Rd. For every ∞≥ p > d
s+2 , there exists a constant Cp depending

only d, s and on the potential g through assumptions (i) – (vii), (ix) such that for all N >

(2
dp−d+p

(p−1) ∥µ∥L∞)
(s+1)(s+λs,p)

d ,

(5.46)

∣∣∣∣∣∣
∫
(Rd)2\△

(v(x)− v(y)) · ∇g(x− y)d

(
1

N

N∑
i=1

δxi
− µ

)⊗2

(x, y)

∣∣∣∣∣∣
≤C∥∇v∥L∞∥|∇|s+1−dµ∥L∞N

− s+1+λs,p

(s+λs,p)(1+s)

+C

(
∥∇v∥L∞ + ∥|∇|

d−s

2 v∥
L

2d
d−2−s

1s<d−2

)(
FN (xN , µ)

+Cp

(
1 + ∥µ∥γs,p

L∞

)
N

− λs,p

(s+λs,p)(1+s) (1 + (logN + | log ∥µ∥L∞ |)1s=0)

)
,

where γs,p, λs,p are as in (5.21).

PROOF. Since s, p are fixed, we drop the subscripts in γs,p, λs,p. Repeating the steps in
the proof of [50, Proposition 4.1], we find that the left-hand side of (5.46) is controlled by

(5.47) C

(
∥∇v∥L∞ + ∥|∇|

d−s

2 v∥
L

2d
d−2−s

1s<d−2

)(
FN (xN , µ)

+Cp∥µ∥γL∞ηλ(1 + (| log η|+ | log ∥µ∥L∞ |)1s=0) +
Cη−s(1 + | log η|1s=0)

N

)
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+C∥∇v∥L∞

(
ε−s(1 + | log ε|1s=0)

N
+ η∥|∇|s+1−dµ∥L∞ +

η

εs+1

+Cp∥µ∥γL∞ελ(1 + (| log ε|+ | log ∥µ∥L∞ |)1s=0)

)
,

where 0< 2η ≤ ε < 2
− dp−d+2p

d(p−1) ∥µ∥−
1

d

L∞ and ∞≥ p > d
s+2 . Since 0≤ s≤ d−2 by assumption,

we balance error terms (i.e. those terms which are not FN (xN , µ)) by setting

(5.48)
η

εs+1
=

η−s

N
= ελ,

which yields η = ελ+s+1 and ε = N
− 1

(1+s)(s+λ) . To ensure that ε < 2
− dp−d+2p

d(p−1) ∥µ∥−
1

d

L∞ , we
require that

(5.49) N
− 1

(1+s)(s+λ) < 2
− dp−d+2p

d(p−1) ∥µ∥−
1

d

L∞ ⇐⇒ 2
(dp−d+2p)(1+s)(s+λ)

d(p−1) ∥µ∥
(1+s)(s+λ)

d

L∞ <N.

Substituting these choices back into (5.47), we arrive at the inequality in the statement of the
proposition.

6. Evolution of the modulated energy. Our next task is to rigorously compute the time-
derivative of the modulated energy, which we recall is a real-valued stochastic process. Since
the potential g is not C2 due to its singularity at the origin, we cannot directly apply Itô’s
lemma to FN (xtN , µt), as we formally did in the introduction to obtain (1.7). Instead, we
proceed by a truncation and stopping time argument, similar to that used Section 4 to prove
the well-posedness of the N -body dynamics.

We define the truncated modulated energy

(6.1) FN,ε(x
t
N,ε, µ

t) :=

∫
(Rd)2\△

g(ε)(x− y)d(µt
N,ε − µt)⊗2(x, y),

where g(ε) is as defined in (4.2), xN,ε is the solution to the truncated system (4.5), and µN,ε

denotes the empirical measure induced by xN,ε. Comparing this expression to the definition
of FN (xN , µ) above, we have just replaced the potential g with the potential g(ε) and replaced
xN with xN,ε. Thanks to the regularity of the truncated potential g(ε), we can rigorously apply
Itô’s lemma to FN,ε(x

t
N,ε, µ

t).

LEMMA 6.1. Let xN,ε be a solution to the system (4.5), and let µ ∈C([0,∞);L1(Rd)∩
L∞(Rd)) be a solution to equation (1.5). Then for every choice of ε satisfying

(6.2) 0< ε≤ 1

2
min

1≤i ̸=j≤N
|x0i − x0j |,

it holds with probability one that for all t≥ 0,

(6.3) FN,ε(x
t
N,ε, µ

t) = FN,ε(x
0
N , µ0)

+
2

N3

∑
1≤i,j,k≤N

k,j ̸=i

∫ t

0
∇g(ε)(x

κ
i,ε − xκj,ε) ·M∇g(ε)(x

κ
i,ε − xκk,ε)dκ

+
2

N

N∑
i=1

∫ t

0
(g(ε) ∗ div(uκµκ))(xκi,ε)dκ
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+
2

N2

∑
1≤i ̸=j≤N

∫ t

0
(∇g(ε) ∗ µκ)(xκi,ε) ·M∇g(ε)(x

κ
i,ε − xκj,ε)dκ

− 2

∫ t

0
⟨g(ε) ∗ div(uκµκ), µκ⟩L2dκ+ 2σ

∫ t

0

∫
(R2)2\△

∆g(ε)(x− y)d(µκ
N,ε − µκ)⊗2(x, y)dκ

+
2
√
2σ

N

N∑
i=1

∫ t

0

∫
Rd\{xκ

i,ε}
∇g(ε)(x

κ
i,ε − y)d(µκ

N,ε − µκ)(y) · dW κ
i ,

where µN,ε :=
1
N

∑N
i=1 δxi,ϵ

and u :=M∇g ∗ µ.

PROOF. By approximation, we may assume without loss of generality that µ is smooth
and rapidly decaying at infinity. We split the modulated energy into a sum of three terms,
defined by

Term1 :=
1

N2

∑
1≤i ̸=j≤N

g(ε)(xi,ε − xj,ε),(6.4)

Term2 :=− 2

N

N∑
i=1

∫
R2

g(ε)(xi,ε − y)dµ(y) =− 2

N

N∑
i=1

g(ε) ∗ µ(xi,ε),(6.5)

Term3 :=

∫
(R2)2

g(ε)(x− y)dµ⊗2(x, y) = ⟨g(ε) ∗ µ,µ⟩L2 ,(6.6)

and compute the stochastic/deterministic differential equation satisfied by each of these
terms. Of course, Term1, . . . ,Term3 depend on ε, but since ε is fixed, we omit this de-
pendence.

Term1 By Itô’s lemma and Remark 4.1, we have, for i ̸= j, that g(ε)(xi,ε−xj,ε) satisfies the
SDE

dg(ε)(xi,ε − xj,ε)

=∇g(ε)(xi,ε − xj,ε) · d(xi,ε − xj,ε) +
1

2
∇⊗2g(ε)(xi,ε − xj,ε) : d[xi,ε − xj,ε]

=∇g(ε)(xi,ε − xj,ε) ·

(
1

N

∑
1≤k≤N
k ̸=i

M∇g(ε)(xi,ε − xk,ε)

− 1

N

∑
1≤k≤N
k ̸=j

M∇g(ε)(xj,ε − xk,ε)

)
dt+

√
2σ∇g(ε)(xi,ε − xj,ε) · d(Wi −Wj)

+ 2σ(∇⊗2g(ε)(xi,ε − xj,ε) : I)dt.(6.7)

Evidently,

(6.8) 2σ∇⊗2g(ε)(xi,ε − xj,ε) : I= 2σ∆g(ε)(xi,ε − xj,ε)

Thus by symmetry under swapping i↔ j, and after integrating in time, we obtain

(6.9)

Term1(t) =
1

N2

∑
1≤i ̸=j≤N

g(x0i − x0j ) +
2
√
2σ

N2

∑
1≤i ̸=j≤N

∫ t

0
∇g(ε)(x

κ
i,ε − xκj,ε) · dW κ

i
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+
2

N3

∑
1≤i ̸=j≤N

∑
1≤k≤N
k ̸=i

∫ t

0
∇g(ε)(x

κ
i,ε − xκj,ε) ·M∇g(ε)(x

κ
i,ε − xκk,ε)dκ

+ 2σ
∑

1≤i ̸=j≤N

∫ t

0
∆g(ε)(x

κ
i,ε − xκj,ε)dκ,

provided that ε≤ 1
2 mini ̸=j |xi,0 − xj,0|.

Term2 Defining f(t, x) := (g(ε) ∗ µt)(x), we first observe from equation (1.5) that

(6.10) ∂tf = g(ε) ∗ (−div(µu) + σ∆µ)),

Applying Itô’s lemma with the time-dependent function f , we find that

df(t, xi,ε) = ∂tf(t, xi,ε)dt+∇f(t, xi,ε) · dxi,ε +
1

2
∇⊗2f(t, xi,ε) : d[xi,ε]

=−g(ε) ∗ div(utµt)(xi,ε)dt+ σ(g(ε) ∗∆µt)(xi,ε)dt

+∇(g(ε) ∗ µt)(xi,ε) ·
1

N

∑
1≤k≤N
k ̸=i

M∇g(ε)(xi,ε − xk,ε)dt

+
√
2σ∇(g(ε) ∗ µt)(xi,ε) · dWi + σ(∇⊗2(g(ε) ∗ µt)(xi,ε) : I)dt,(6.11)

where we also use Remark 4.1 to obtain the ultimate line. Noting that

(6.12) σ∇⊗2(g(ε) ∗ µt)(xi,ε) : I= σ∆(g(ε) ∗ µt)(xi,ε),

we conclude that

(6.13) Term2(t) =− 2

N
g(ε) ∗ µ0(x0i ) +

2

N

N∑
i=1

∫ t

0
g(ε) ∗ div(uκµκ)(xκi,ε)dκ

− 2

N2

∑
1≤i ̸=k≤N

∫ t

0
∇(g(ε) ∗ µκ)(xκi,ε) ·M∇g(ε)(x

κ
i,ε − xκk,ε)dκ

− 2σ

N

N∑
i=1

∫ t

0
(g(ε) ∗∆µκ)(xκi,ε)dκ− 2

√
2σ

N

N∑
i=1

∫ t

0
∇(g(ε) ∗ µκ)(xκi,ε) · dW κ

i .

Term3 Using equation (6.10) and symmetry under swapping x↔ y, we find that

Term3(t) = ⟨gε ∗ µ0, µ0⟩+ 2

∫ t

0
⟨g(ε) ∗ (−div(uκµκ) + σ∆µκ), µκ⟩L2dκ.(6.14)

Combining the identities (6.9), (6.13) and (6.14) completes the proof of the lemma.

We now proceed to group terms following the proof of [63, Lemma 2.1]. We leave filling
in the details to the reader, as it requires nothing new from the aforementioned work.

LEMMA 6.2. Let xN,ε and µ be as in Lemma 6.1. Then for every ε satisfying (6.2), it
holds with probability 1 that for all t≥ 0,

(6.15) FN,ε(x
t
N,ε, µ

t)− FN,ε(x
0
N , µ0)

≤
∫ t

0

∫
(Rd)2\△

(uκε (x)− uκε (y)) · ∇g(ε)(x− y)d(µκ
N,ε − µκ)⊗2(x, y)
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+ 2σ

∫ t

0

∫
(Rd)2\△

∆g(ε)(x− y)d(µκ
N,ε − µκ)⊗2(x, y)dκ

+
2

N

N∑
i=1

∫ t

0
(g(ε) ∗ div((uκ − uκε )µ

κ))(xκi,ε)dκ

− 2

∫ t

0
⟨g(ε) ∗ div((uκ − uκε )µ

κ), µκ⟩L2dκ

+
2
√
2σ

N

N∑
i=1

∫ t

0
P.V.

∫
Rd\{xκ

i,ε}
∇g(ε)(x

κ
i,ε − y)d(µκ

N,ε − µκ)(y) · dW κ
i ,

where uε :=M∇g(ε) ∗ µ.

We are now prepared to remove the truncation by passing to the limit ε → 0+. To this
end, we recall from Section 4 the stopping time τε defined in (4.7). From Proposition 4.6, we
know that limε→0 τε =∞ a.s. The next proposition, the culmination of our work so far, is the
main result of this subsection. It gives a functional inequality for the expected magnitude of
the modulated energy, which serves as the first step in our Gronwall argument, and should be
interpreted as the “rigorous version” of the inequality (1.7) from the introduction.

PROPOSITION 6.3. For all t≥ 0, we have the inequality

(6.16)

E
(
FN (xtN , µt)− FN (x0N , µ0)

)
≤ 2σE

(∫ t

0

∫
(Rd)2\△

∆g(x− y)d(µκ
N − µκ)⊗2(x, y)dκ

)

+E

(∫ t

0

∣∣∣∣∣
∫
(Rd)2\△

(uκ(x)− uκ(y)) · ∇g(x− y)d(µκ
N − µκ)⊗2(x, y)

∣∣∣∣∣dκ
)
.

REMARK 6.4. By Proposition 5.1, Proposition 6.3 also implies that there is a constant
C > 0 such that

(6.17) E
(∣∣FN (xtN , µt)

∣∣− ∣∣FN (x0N , µ0)
∣∣)

≤C

(
η−s(1 + | log η|1s=0)

N
+ η2 + ∥µ∥L∞ηd−s(1 + | log η|1s=0)

)

+ 2σE

(∫ t

0

∫
(Rd)2\△

∆g(x− y)d(µκ
N − µκ)⊗2(x, y)dκ

)

+E

(∫ t

0

∣∣∣∣∣
∫
(Rd)2\△

(uκ(x)− uκ(y)) · ∇g(x− y)d(µκ
N − µκ)⊗2(x, y)

∣∣∣∣∣dκ
)

for any choice of 0 < η < min{1
2 ,

r0
2 }. Similarly, using Proposition 5.8 if g is globally su-

perharmonic, Proposition 6.3 also implies that for any ∞≥ p > d
s+2 , there is a Cp > 0 such

that

(6.18)
E
(∣∣FN (xtN , µt)

∣∣− ∣∣FN (x0N , µ0)
∣∣)≤Cp∥µ∥γs,p

L∞ ηλs,p(1 + (| log η|+ | log ∥µ∥L∞ |)1s=0)
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+
Cη−s(1 + | log η|1s=0)

N
+ 2σE

(∫ t

0

∫
(Rd)2\△

∆g(x− y)d(µκ
N − µκ)⊗2(x, y)dκ

)

+E

(∫ t

0

∣∣∣∣∣
∫
(Rd)2\△

(uκ(x)− uκ(y)) · ∇g(x− y)d(µκ
N − µκ)⊗2(x, y)

∣∣∣∣∣dκ
)

for any 0< η < 2
− dp−d+2p

d(p−1) ∥µ∥−
1

d

L∞ .

PROOF OF PROPOSITION 6.3. Fix t > 0. By mollifying the initial datum and using the
continuous dependence in Proposition 3.1, we assume without loss of generality that µ is
C∞. Since

2
√
2σ

N

N∑
i=1

∫ (·)

0
P.V.

∫
Rd\{xκ

i,ε}
∇g(ε)(x

κ
i,ε − y)d(µκ

N,ε − µκ)(y) · dW κ
i(6.19)

is a sum of square-integrable martingales with zero initial expectation, Doob’s optional sam-
pling theorem implies that for every ε > 0,

(6.20) E

(
2
√
2σ

N

N∑
i=1

∫ τε∧t

0
P.V.

∫
Rd\{xκ

i,ε}
∇g(ε)(x

κ
i,ε − y)d(µκ

N,ε − µκ)(y) · dW κ
i

)
= 0.

Next, consider the expression

(6.21)
∫
(Rd)2\△

∆(g(ε) − g)(x− y)d(µκ
N,ε − µκ)⊗2(x, y).

Observe that by definition (4.2) of g(ε),

(6.22) (g(ε) − g) ∗∆µκ(x) =−
∫
Rd

g(x− y)χε(x− y)∆µκ(y)dy.

Integrating by parts twice to move the derivatives off µκ and then applying Cauchy-Schwarz
and using (iv) for g, we find∣∣∣∣∫

Rd

g(x− y)χε(x− y)∆µκ(y)dy

∣∣∣∣≲ ∥µκ∥L∞

ε2+s

(∫
|x−y|≤2ε

dy

)
≲ ∥µ0∥L∞εd−2−s,(6.23)

where in the ultimate inequality we use the nonincreasing property of Lp norms. Thus,

(6.24)
∣∣∣∣∫

Rd

(g(ε) − g) ∗∆µκ(x)d(µκ
N,ε − µκ)(x)

∣∣∣∣≲ ∥µ0∥L∞εd−2−s.

Since for every 0≤ κ≤ τε,

(6.25)
∑

1≤i ̸=j≤N

∆g(ε)(x
κ
i,ε − xκj,ε) =

∑
1≤i ̸=j≤N

∆g(xκi − xκj ),

using limε→0 τε =∞ a.s., it follows that with probability one, for all 0≤ κ≤ t,

(6.26) lim
ε→0+

∣∣∣∣∣
∫
(Rd)2\△

(
∆g(ε)(x− y)d(µκ

N,ε − µκ)⊗2(x, y)

− ∆g(x− y)d(µκ
N − µκ)⊗2(x, y)

)∣∣∣= 0.
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So by dominated convergence,

lim
ε→0+

E

(∫ t∧τε

0

∫
(Rd)2\△

∆g(ε)(x− y)d(µκ
N,ε − µκ)⊗2(x, y)dκ

)

= E

(∫ t

0

∫
(Rd)2\△

∆g(x− y)d(µκ
N − µκ)⊗2(x, y)dκ

)
.

(6.27)

Next, consider the expression

(6.28)
∫ t

0

∫
(Rd)2\△

(uκε (x)− uκε (y)) · ∇g(ε)(x− y)d(µκ
N,ε − µκ)⊗2(x, y)dκ.

We want to show that

(6.29) lim
ε→0

E

(∫ t∧τε

0

∣∣∣∣∣
∫
(Rd)2\△

(uκε (x)− uκε (y)) · ∇g(ε)(x− y)d(µκ
N,ε − µκ)⊗2(x, y)

−
∫
(Rd)2\△

(uκ(x)− uκ(y)) · ∇g(x− y)d(µκ
N − µκ)⊗2(x, y)

∣∣∣∣∣dκ
)

= 0.

We break up the demonstration of (6.29) into three parts.

• Almost surely, we have that for all 0≤ κ≤ τε∫
(Rd)2\△

(uκε (x)− uκε (y)) · ∇g(ε)(x− y)d(µκ
N,ε)

⊗2(x, y)

=
1

N2

∑
1≤i ̸=j≤N

(
uκε (x

κ
i )− uκε (x

κ
j )
)
· ∇g(xκi − xκj ).

(6.30)

Write

(6.31) u− uε =M∇(g− g(ε)) ∗ µ.

We see from the same reasoning as in the estimate (6.23) that

(6.32) ∥∇⊗2(g− g(ε)) ∗ µκ∥L∞ ≲ ∥µκ∥L∞εd−s−2 ≤ ∥µ0∥L∞εd−s−2.

Hence by the mean-value theorem and using assumption (v) for g,∣∣((∇(g(ε) − g) ∗ µκ)(xκi )− (∇(g(ε) − g) ∗ µκ)(xκj )
)
· ∇g(xκi − xκj )

∣∣
≲ ∥µ0∥L∞εd−s−2|xκi − xκj ||∇g(xκi − xκj )|

≲

{
∥µ0∥L∞εd−2, s= 0

∥µ0∥L∞εd−2−sg(xκi − xκj ), 0< s< d− 2,
(6.33)

where to obtain the ultimate line in the case 0 < s < d− 2 we assume |xκi − xκj | < r0. For
the case s= 0, the preceding estimate suffices. For the case 0< s < d− 2, we need to deal
with the factor g(xi − xj). To this end, we set HN (xN ) :=

∑
1≤i ̸=j≤N g(xi − xj). Since g

is positive inside the ball B(0, r0) and |g| ≤ C outside B(0, r0) by assumptions (iv) and (v),
we find that

E
(∫ t∧τε

0
HN (xκN )dκ

)
= E

(∫ t∧τε

0
HN,ε(x

κ
N,ε)dκ

)
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≤ E
(∫ t

0

(
HN,ε(x

κ
N,ε) +CN2

)
dκ

)
=

∫ t

0
E
(
HN,ε(x

κ
N,ε) +CN2

)
dκ

≤ t
(
E(HN (x0N )) +CN2

)
,(6.34)

where the ultimate line follows from the proof of (4.24), which is valid for any t, and the fact
that we may always assume ε <mini ̸=j |x0i − x0j |. It now follows that
(6.35)

E

(∫ t∧τε

0

∣∣∣∣∣
∫
(Rd)2\△

((uκε − uκ)(x)− (uκε − uκ)(y)) · ∇g(ε)(x− y)d(µκ
N,ε)

⊗2(x, y)

∣∣∣∣∣dκ
)

vanishes as ε→ 0+.
• Almost surely, for 0≤ κ≤ τε,

∫
(Rd)2\△

(uκε (x)− uκε (y)) · ∇g(ε)(x− y)dµκ
N,ε(x)dµ

κ(y)

=
1

N

N∑
i=1

(M∇g(ε) ∗ µκ)(xκi ) · (∇g(ε) ∗ µκ)(xκi )−
1

N

N∑
i=1

(
g(ε) ∗ (div(µκuκε ))

)
(xκi ).

(6.36)

By Remark 2.5, the same reasoning as (6.23) and the nonincreasing property of Lp norms,
we have ∣∣(M∇g(ε) ∗ µκ) · (∇g(ε) ∗ µκ)− (M∇g ∗ µκ) · (∇g ∗ µκ)

∣∣
≤ ∥∇(g(ε) − g) ∗ µκ∥L∞(∥∇g(ε) ∗ µκ∥L∞ + ∥∇g ∗ µκ∥L∞)

≲ εd−s−1∥µ0∥
d+s+1

d

L∞ .(6.37)

Similarly, ∣∣(g(ε) ∗ div(µκuκε )
)
(xκi )− g ∗ (div(µκuκ))(xκi )

∣∣
≲ εd−s−1∥µκuκε∥L∞ + ∥µκ(uκε − uκ)∥1−

s+1

d

L1 ∥µκ(uκε − uκ)∥
s+1

d

L∞

≲ εd−s−1∥µ0∥
d+s+1

d

L∞ .(6.38)

After a little bookkeeping, we find that

(6.39) E

(∫ t∧τε

0

∣∣∣∣∣
∫
(Rd)2\△

((uκε (x)− uκε (y)) · ∇g(ε)(x− y)dµκ
N,ε(x)dµ

κ(y)

−
∫
(Rd)2\△

(uκ(x)− uκ(y)) · ∇g(x− y)dµκ
N (x)dµκ(y)

∣∣∣∣∣dκ
)
≲ tεd−s−1∥µ0∥

d+s+1

d

L∞ ,

which evidently vanishes as ε→ 0+.
• Observe that

(6.40)
∫
(Rd)2\△

(uκε (x)− uκε (y)) · ∇g(ε)(x− y)d(µκ)⊗2(x, y)

= 2

∫
Rd

uκε (x) · (∇g(ε) ∗ µκ)(x)dµκ(x).
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By Lemma 2.3 and the nonincreasing property of Lp norms, arguing similarly as above, we
have ∫

Rd

∣∣uκε (x) · (∇g(ε) ∗ µκ)(x)− uκ(x) · (∇g ∗ µκ)(x)
∣∣dµκ(x)

≤ ∥∇(g− g(ε)) ∗ µκ∥L∞(∥∇g(ε) ∗ µκ∥L∞ + ∥∇g ∗ µκ∥L∞)

≲ εd−s−1∥µ0∥
d+s+1

d

L∞ .(6.41)

Therefore,

(6.42) E
(∫ t∧τε

0

∫
Rd

∣∣uκε (x) · (∇g(ε) ∗ µκ)(x)− uκ(x) · (∇g ∗ µκ)(x)
∣∣dµκ(x)dκ

)
≲ tεd−s−1∥µ0∥

d+s+1

d

L∞ ,

which evidently tends to zero as ε → 0+. With this last bit, the desired result (6.29) now
follows.

Combining the above results, we see that we have shown the inequality

(6.43) lim
ε→0+

E
(
FN,ε(x

τε∧t
N,ε , µ

τε∧t)− FN (x0N , µ0)
)

≤ 2σE
(∫ t

0

∫
Rd

∆g(x− y)d(µκ
N − µκ)⊗2(x, y)dκ

)

+E

(∫ t

0

∣∣∣∣∣
∫
(R2)2\△

((uκ(x)− uκ(y)) · ∇g(x− y)d(µκ
N − µκ)⊗2(x, y)

∣∣∣∣∣dκ
)
.

Since FN,ε(xN,ε, µ) is bounded from below uniformly in the noise and time by virtue of
Proposition 5.1, we can conclude the proof by applying Fatou’s lemma.

7. Gronwall argument. We now have all the ingredients necessary to conclude our
Gronwall argument for the modulated energy, thereby proving Theorems 1.1 and 1.2. We di-
vide this section into two subsections. In the first subsection, we consider the case where the
admissible potential g is only superharmonic in a neighborhood of the origin (i.e. r0 <∞ in
assumption (iii)). For such potentials, we obtain decay bounds for the modulated FN (xtN , µt)
as N →∞ which grow linearly in time. The conclusion is the proof of Theorem 1.1. In the
second subsection, we consider admissible potentials which are superharmonic on Rd (i.e.
r0 = ∞ in assumption (iii)). Under this stronger assumption, we can prove decay bounds
for FN (xtN , µt) which are uniform on the interval [0,∞). The conclusion is the proof of
Theorem 1.2.

7.1. Linear-in-time estimates. Applying Corollary 5.6 and Proposition 5.7 pointwise in
time to the first and second terms, respectively, of the right-hand side of inequality (6.16) and
using Remark 5.2 to control |FN (xtN , µt)| in terms of FN (xtN , µt), we find that

(7.1) E(|FN (xtN , µt)|)≤ |FN (x0N , µ0)|+C(1 + ∥µt∥L∞)N− 2

2+s (1 + (logN)1s=0)

+Cσ

∫ t

0
(1 + ∥µκ∥L∞)N

−min{2,d−s−2}
min{s+4,d} dκ
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+C

∫ t

0

(
∥∇uκ∥L∞ +∥|∇|

d−s

2 uκ∥
L

2d
d−2−s

)(
FN (xκN , µκ)+CN

− s+3

(s+2)(s+1) ∥|∇|s+1−dµκ∥L∞

+C(1 + ∥µκ∥L∞)N
− 2

(s+2)(s+1)

(
1 + (logN)1s=0

))
dκ,

where we have defined u :=M∇g ∗ µ. We remind the reader that the constant C depends on
r0 from assumption (iii).

Using Remark 2.5 and the fact that ∥µκ∥L1 = 1, we see that

(7.2) ∥∇uκ∥L∞ ≤C∥µκ∥
s+2

d

L∞ .

Similarly, using the commutativity of Fourier multipliers together with the Hardy-Littlewood-
Sobolev lemma, followed by Hölder’s inequality

∥|∇|
d−s

2 uκ∥
L

2d
d−2−s

= ∥M∇g ∗ (|∇|
d−s

2 µκ)∥
L

2d
d−2−s

≤C∥I d−s−2

2
(µκ)∥

L
2d

d−2−s

≤C∥µκ∥
L

d
d−2−s

≤C∥µκ∥
2+s

d

L∞ .(7.3)

By another application of Lemma 2.3,

(7.4) ∥|∇|s+1−dµκ∥L∞ ≤ ∥µκ∥
s+1

d

L∞ .

Applying the bounds (7.2), (7.3), (7.4) to the right-hand side of (7.1), then applying the
Gronwall-Bellman lemma, we find that

(7.5) E(|FN (xtN , µt)|)≤At
N exp

(
C

∫ t

0
∥µκ∥

s+2

d

L∞ dκ

)
,

where the time-dependent prefactor At
N is defined by

(7.6) At
N := |FN (x0N , µ0)|+C(1 + ∥µt∥L∞)N− 2

2+s (1 + (logN)1s=0)

+Cσ

∫ t

0
(1 + ∥µκ∥L∞)N

−min{2,d−s−2}
min{s+4,d} dκ+C

∫ t

0
∥µκ∥

s+2

d

L∞

(
∥µκ∥

s+1

d

L∞ N
− s+3

(s+2)(s+1)

+C(1 + ∥µκ∥L∞)N
− 2

(s+2)(s+1) (1 + (logN)1s=0)

)
dκ.

Without loss of generality, we may assume that t ≥ 1. Split the interval [0, t] into [0,1] and
[1, t]. On [0,1], we use the trivial bound ∥µκ∥L∞ ≤ ∥µ0∥L∞ ; and on [1, t], we use the bound
∥µκ∥L∞ ≤C(σκ)−

d

2 , which comes from Proposition 3.8. It then follows that∫ t

0
∥µκ∥

s+2

d

L∞ dκ≤ ∥µ0∥
s+2

d

L∞ +C

∫ t

1
(σκ)−

s+2

2 dκ

≤ ∥µ0∥
s+2

d

L∞ +C

(
2

sσ
s+2

2

1s>0 +
(log t)

σ
1s=0

)
,(7.7)

(7.8)
∫ t

0
∥µκ∥

2s+3

d

L∞ dκ≤ ∥µ0∥
2s+3

d

L∞ +
C

σ
2s+3

2

,
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and

(7.9) At
N ≤ |FN (x0N , µ0)|+C(1 + ∥µ0∥L∞)N− 2

2+s (1 + (logN)1s=0)

+Cσt(1 + ∥µ0∥L∞)N
−min{2,d−s−2}

min{s+4,d} +C
(
∥µ0∥

2s+3

d

L∞ + σ− 2s+3

2

)
N

− s+3

(s+2)(s+1)

+Ct(1 + ∥µ0∥L∞)N
− 2

(s+2)(s+1) (1 + (logN)1s=0).

Applying the preceding bounds and inserting into (7.5), we conclude

(7.10) E(|FN (xtN , µt)|)≤ exp

(
C

(
∥µ0∥

s+2

d

L∞ +
2

sσ
s+2

2

1s>0 + (log t
1

σ )1s=0

))

×

(
|FN (x0N , µ0)|+C(1 + ∥µ0∥L∞)N− 2

2+s (1 + (logN)1s=0)

+Cσt(1 + ∥µ0∥L∞)N
−min{2,d−s−2}

min{s+4,d} +C
(
∥µ0∥

2s+3

d

L∞ + σ− 2s+3

2

)
N

− s+3

(s+2)(s+1)

+Ct(1 + ∥µ0∥L∞)N
− 2

(s+2)(s+1) (1 + (logN)1s=0)

)
.

Comparing (7.10) to (1.18), we see that we have proved Theorem 1.1.

7.2. Global-in-time estimates. We now assume that the potential g is globally superhar-
monic and show, using the results of Section 5.2, global-in-time bounds for the modulated
energy FN (xtN , µt) for the range 0 < s < d− 2 and almost-global-in-time bounds if s = 0.
This proves Theorem 1.2.

Applying Corollary 5.14 and Proposition 5.15 pointwise in time to the first and second
terms, respectively, of the right-hand side of inequality (6.16) and using Remark 5.10 to
control |FN (xtN , µt)| in terms of FN (xtN , µt), we find that

(7.11) E
(
|FN (xtN , µt)|

)
≤ |FN (x0N , µ0)|

+Cp∥µt∥
s

d

L∞N
− λs,p

λs,p+s (1 + (| log ∥µ∥L∞ |+ logN)1s=0)

+Cσ

∫ t

0
∥µκ∥

s+2

d

L∞

(
CqN

− λs+2,q

λs+2,q+s+210≤s≤d−4 +N− d−s−2

d 1s>d−4

)
dκ

+C

∫ t

0
∥∇uκ∥L∞∥|∇|s+1−dµκ∥L∞N

− s+1+λs,p

(s+λs,p)(1+s)dκ

+C

∫ t

0

(
∥∇uκ∥L∞ + ∥|∇|

d−s

2 uκ∥
L

2d
d−2−s

)(
FN (xκN , µκ)

+Cp

(
1 + ∥µκ∥γs,p

L∞

)
N

− λs,p

(s+λs,p)(1+s) (1 + (logN + | log ∥µκ∥L∞ |)1s=0)

)
dκ

for any choices ∞ ≥ p > d
s+2 and ∞ ≥ q > d

s+4 . The reader will recall the exponents

γs,p, λs,p from (5.21). Implicit here is the assumption that N > (2
dp−d+p

(p−1) ∥µκ∥L∞)
(s+1)(s+λs,p)

d

for every κ ∈ [0, t], as required by Proposition 5.15. We can satisfy this constraint by assum-
ing that N > (2

dp−d+p

(p−1) ∥µ0∥L∞)
(s+1)(s+λs,p)

d , since ∥µκ∥L∞ is nonincreasing.



42

Applying the bounds (7.2), (7.3), (7.4) to the right-hand side of (7.11), then applying the
Gronwall-Bellman lemma, we find that

(7.12) E(|FN (xtN , µt)|)≤Bt
N exp

(
C

∫ t

0
∥µκ∥

s+2

d

L∞ dκ

)
,

where the time-dependent prefactor Bt
N is given by

(7.13) Bt
N := |FN (x0N , µ0)|+Cp∥µt∥

s

d

L∞N
− λs,p

λs,p+s
(
1 +

(
| log ∥µt∥L∞ |+ logN

)
1s=0

)
+C

∫ t

0
∥µκ∥

3+2s

d

L∞ N
− s+1+λs,p

(s+λs,p)(1+s)dκ

+Cσ

∫ t

0
∥µκ∥

s+2

d

L∞

(
CqN

− λs+2,q

λs+2,q+s+210≤s≤d−4 +N− d−s−2

d 1s>d−4

)
dκ

+Cp

∫ t

0
∥µκ∥

s+2

d

L∞

(
1 + ∥µκ∥γs,p

L∞

)
N

− λs,p

(s+λs,p)(1+s) (1 + (logN + | log ∥µκ∥L∞ |)1s=0)dκ.

Assuming t≥ 1 and splitting the interval [0, t] into [0,1], [1, t] exactly as in the last subsec-
tion, we find that

(7.14) Bt
N ≤ |FN (x0N , µ0)|+C

(
∥µ0∥

3+2s

d

L∞ + σ− 3+2s

2

)
N

− s+1+λs,p

(s+λs,p)(1+s)

+Cpmin{∥µ0∥
s

d

L∞ , (σt)−
s

2 }N− λs,p

λs,p+s
(
1 +

(
max{| log ∥µ0∥L∞ |, | log(σt)|}+ logN

)
1s=0

)
+Cσ

(
∥µ0∥

s+2

d

L∞ +
2

sσ
s+2

2

1s>0 + (log t
1

σ )1s=0

)(
CqN

− λs+2,q

λs+2,q+s+210≤s≤d−4

+N− d−s−2

d 1s>d−4

)
+Cp

(
1 + ∥µ0∥γs,p

L∞

)(
∥µ0∥

s+2

d

L∞ +
2

sσ
s+2

2

1s>0 + (log t
1

σ )1s=0

)
.

Applying this bound to the right-hand side of (7.12) and using (7.7) for the exponential factor,
we conclude that

(7.15) E
(
|FN (xtN , µt)|

)
≤ exp

(
C

(
∥µ0∥

s+2

d

L∞ +
2

sσ
s+2

2

1s>0 + (log t
1

σ )1s=0

))

×

(
|FN (x0N , µ0)|+Cpmin{∥µ0∥

s

d

L∞ , (σt)−
s

2 }N− λs,p

λs,p+s

(
1

+
(
max{| log ∥µ0∥L∞ |, | log(σt)|}+ logN

)
1s=0

)
+Cσ

(
∥µ0∥

s+2

d

L∞

+
2

sσ
s+2

2

1s>0 + (log t
1

σ )1s=0

)(
CqN

− λs+2,q

λs+2,q+s+210≤s≤d−4 +N− d−s−2

d 1s>d−4

)
+Cp

(
1 + ∥µ0∥γs,p

L∞

)(
∥µ0∥

s+2

d

L∞ +
2

sσ
s+2

2

1s>0 + (log t
1

σ )1s=0

)

+C
(
∥µ0∥

3+2s

d

L∞ + σ− 3+2s

2

)
N

− s+1+λs,p

(s+λs,p)(1+s)

)
.
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