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Abstract

Low temperature plasmas have seen increasing use for synthesizing high quality, mono-
disperse nanoparticles (NPs). Recent work has highlighted that an important process in NP growth
in plasmas is particle trapping — small, negatively charged nanoparticles become trapped by the
positive electrostatic potential in the plasma, even if only momentarily charged. In this paper,
results are discussed from a computational investigation into how pulsing the power applied to an
inductively coupled plasma (ICP) reactor may be used for controlling the size of NPs synthesized
in the plasma. The model system is an ICP at 1 Torr to grow silicon NPs from an Ar/SiHg gas
mixture. This system was simulated using a 2-dimensional plasma hydrodynamics model coupled
to a 3-dimensional kinetic NP growth and trajectory tracking model. The effects of pulse fre-
quency and pulse duty cycle are discussed. We identified separate regimes of pulsing where par-
ticles become trapped for one pulsed cycle, a few cycles, and many cycles — each having noticeable
effects on particle size distributions. For the same average power, pulsing can produce a stronger
trapping potential for particles when compared to continuous wave power, potentially increasing
particle mono-dispersity. Pulsing may also offer a larger degree of control over particle size for

the same average power. Experimental confirmation of predicted trends is discussed.
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I. Introduction

Plasma based synthesis of nanometer sized particles is an active area of research, showing
desirable improvements over conventional methods of synthesizing nanoparticles (NPs) [1-3].
Plasma based methods often require considerable tuning of the plasma source and operating con-
ditions to produce NPs with the desired properties (e.g., size distribution, particle crystallinity,
composition) [3—5]. These plasma sources are highly coupled systems, with small changes in
operating conditions having outcomes on NP properties that are sometimes difficult to predict a
priori. NPs having increased complexity (e.g. core-shell nanoparticles, where composition varies
spatially) are highly sought after for their tunable optical properties, and require a greater degree
of control of plasma properties to produce [6—10]. Current plasma-based NP manufacturing tech-
niques will likely be challenged to keep up with the desired designs of NPs for optical and energy
applications. Additional control techniques and understanding are needed for plasma-synthesis
techniques to meet these demands. The plasmas of interest are flowing systems having pressures
of up to a few Torr, typically a rare gas with a small fraction of the feedstock gases (e.g., SiH4 for
synthesizing Si NPs). Power is coupled to the plasma using inductive and capacitive excitation.

Pulsing the power applied to the plasma is a technique used in the plasma material pro-
cessing community to control ion energies and fluxes to surfaces, particularly for microelectronics
fabrication [11-16]. Using a combination of source (plasma producing) and bias (voltage to ac-
celerate ions) pulsing [17,18] can improve processing capabilities over continuous wave power,
enabling new fabrication techniques such as atomic layer etching [19]. The concept of controlling
ion energies to surfaces with pulsing is straight forward — positive ions are accelerated across the
sheath in contact with the surface and strike the surface with an energy proportional to the sheath
potential (for a collisionless sheath). For these conditions, control of ion fluxes is delegated to
control of the sheath potential. In practice, there are many complicating factors, such as collisions
in the sheath, ion transit time compared to applied frequency, changes in dc bias voltage, spatial
variation in surface flux, and changes to plasma chemistry. In spite of these complications, pulsing
the power is a flexible way to control the potential and charged species densities in the plasma.
An extension of this concept could be applied to plasmas for NP synthesis to control their proper-

ties.
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Pulsed power has been computationally investigated as a method for controlled growth of
films from Si nanoparticles [20] and investigated experimentally [21,22]. Power modulation
(sometimes coupled with modulated inflow of feedstock) has also been investigated for particle
growth [23,24] and has shown improvements in Si/SiOx composite NPs for lithium-ion batteries
[25].

Particles in low temperature plasmas generally charge negative as a consequence of a
higher electron temperature and mobility compared to ions. As a consequence of their negative
charging, they are often confined in the plasma by the positive plasma potential and outwardly
directed electric fields in the bounding sheaths to the plasma. There have been many studies lev-
eraging negative particle charging to study fundamental physics, such as Yukawa interactions [26],
phase transitions, and more recently dynamic charging in the afterglow of plasmas [27-32]. How-
ever, the charge of particles in the plasma varies greatly with size. In studies of transport processes
and thermodynamics, micron sized particles are typically used which acquire thousands of charges,
and those charge states tend to be fairly stable. Smaller nanometer sized particles may be a mix
of negative, neutral and in some cases positive particles, with an individual NP stochastically
changing its charge state over time [33-35]. In spite of NPs dynamically changing their charge,
electrostatic trapping of nanometer sized particles can occur even if particles are only temporarily
charged negative, a condition that may enable particle growth and monodispersity [36].

In this paper, we report on results from a computational investigation of using pulsed power
for nanoparticle synthesis in flowing low temperature plasmas (LTPs). Simulations were per-
formed of a cylindrical inductively coupled plasma (ICP) reactor sustained in a rare gas with a
dilute silane precursor for various pulsed duty cycles and pulse repetition frequencies with other
parameters held constant (2 cm reactor diameter, 50 sccm of Ar/SiHs = 98/2, 1 Torr, 10 W aver-
age). The computational platforms used in the study are a 2-dimensional hybrid-multi-fluid
plasma model coupled with a 3-dimensional kinetic model for particle growth and trajectory track-
ing. The intent of this work is to assess how trapping of negatively and transiently charged parti-
cles in the positive plasma potential influences growth rates and particle size distributions under
various pulsed conditions compared to continuous wave (CW) power. (The trapping potential
itself varies over the pulsed cycle.) We found that pulsing may offer increased control over particle

size distributions. In particular, pulsing may be a method to increase particle monodispersity
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compared to continuous wave power under certain conditions. This narrowing of the size distri-
bution is primarily due to increased trapping potential and negative particle charging when using
pulsing with the same average power as CW plasmas. Particle sizes can also be tuned with the
pulsing frequency and duty cycle by several factors over continuous power conditions.

The models used in this investigation are described in Section II. The effects of pulsing,
considering duty cycle and pulse repetition frequency, on nanoparticle growth and trapping are
discussed in Section III. Experimental confirmation of predicted trends is discussed in Section I'V.

Concluding remarks are in Section V.

I1. Description of the Models

The plasma chemistry, growth, and transport of nanoparticles in LTPs involves complex
multi-scale processes, which we address by using two separate but coupled models. The Hybrid
Plasma Equipment Model (HPEM), a 2-dimensional plasma multi-fluid hydrodynamics model
(discussed in Section II.A), was used to model the reactor scale plasma and obtain parameters
needed to address the nanoparticle growth. The Dust Transport Simulator (DTS) is a 3-dimen-
sional kinetic model that was used to compute trajectories and growth of nanoparticles in the
plasma, and will be discussed in Section II.B. Information is transferred between the two models

to generate a self-consistent solution.

A. Reactor Scale Plasma Model

The reactor scale plasma chemistry and hydrodynamics were modeled using the Hybrid
Plasma Equipment Model (HPEM), a two-dimensional multi-fluid plasma simulator, described in
detail in Ref. [37]. Briefly, the HPEM separates relevant physics into different modules, and in-
formation between modules is shared using time-slicing techniques. In this work, the Electromag-
netics Module (EMM) was used to solve for azimuthal electric fields produced by an antenna
powered at radio frequency (RF) and their absorption by the plasma. The EMM uses a frequency
domain solution. Secondary electron emission from surfaces is addressed in the Electron Energy
Transport Module (EETM), where a Monte Carlo technique is used to generate electron impact
source functions. The Fluid Kinetics Poisson Module (FKPM) is the main time-stepping module,
and was used to compute separate fluid continuity, momentum and temperature equations for each

heavy species (neutrals and ions). Continuity and temperature equations are solved for electrons
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assuming a drift-diffusion formulation for momentum. Poisson’s equation for the electric potential
is solved semi-implicitly with each time step in the FKPM for self-consistency.

Rate coefficients for electron impact processes and electron transport coefficients are ob-
tained from the electron energy distribution (EED) produced using a two-term spherical harmonic
solution to Boltzmann’s equation, assuming spatially averaged composition weighted by electron
density. EEDs are produced over a range of E/N (electric field/gas number density) producing a
table that is interpolated as a function of electron temperature.

The Ar/SiH4 reaction mechanism used in this work is an updated version of that used most
recently in Lanham et al. [38], with data from previous works [39—41]. The mechanism has been
expanded to include ArH" and H3", which have previously been found to be the dominant ions for
silane plasmas under certain conditions [42,43]. The species included in the simulation are listed
in Table 1.

Particle growth is addressed in the DTS which feeds back local values of NP density and
charge to the FKPM. These values are then used in the charge balance for solution of Poisson’s

equation, for the attachment (or neutralization) of electrons and ions on the NPs.

B. DTS and Nanoparticle Growth Model

NP transport and growth were addressed using a 3-dimensional kinetic model, the DTS,
embedded in the HPEM. The implementation used in this work has been described previously
[38], and so the physics and mechanics of the model will only be described briefly here. The DTS
obtains plasma properties from the HPEM, including electric fields, and species densities, temper-
atures, and momentum flux fields. The precursors to NPs are randomly distributed between axial
locations of 1.5 to 2.5 cm (between the left-most two coils in Fig. 1) with an initial radius of 0.5
nm and with no charge. The particle mass, charge, and positions are then integrated in time. Forces
on particles are computed, divided by the mass to obtain acceleration, with trajectories being inte-
grated using a second order technique. Particle charge is integrated from currents derived using
Orbital Motion Limited (OML) trajectories [44,45], considering individual contributions from
electrons, positive ions, and negative ions. Small NPs (i.e., < 10 nm), can have significant sto-
chastic charging [46], and so the integrated currents (discrete charge per time step) were treated as

rare events with a Poisson distribution to emulate this effect and to maintain increments in charge
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as integer values.

The relevant forces acting on the particles include gravitational, electrostatic and inter-
particle Coulomb forces, ion drag, viscous fluid drag, thermophoresis and Brownian motion. The
gravitational force acting on nm size particles is small compared to the other forces, but was in-
cluded for self-consistency. The electrostatic force is computed by the charged particles' acceler-
ation in the local electric field. For negative charged particles, as is typical for the types of dusty
plasmas considered in this work, the accelerating electric field points away from the peak in the
plasma potential, which traps negative particles, while positive particles are accelerated out of the
plasma. To account for the electrostatic forces between NPs, particles interact directly with each
other through a shielded Coulombic force given by a spherically symmetric solution to the Debye
Hiickel equation [47]. Direct computation of all coulomb interactions between particles has poor
scaling of order N2, so only particle interactions within a few linearized Debye length are calcu-
lated. This assumption has been found to be accurate in previous works due to the exponential
decay in screening with distance [48].

The ion-drag force results from ions having a directed velocity approaching, for example,
a negatively charged NP, and undergoing a parabolic (positive ion) or hyperbolic (negative ion)
orbit about the NP. The change in momentum of the ion due to this orbital motion is imparted to
the NP. Since the momenta of positive ions are typically directed towards the boundaries of the
plasma, the ion-drag force usually accelerates negative NPs towards the boundaries of the plasma.
The 1on-dust momentum transfer cross section is approximated using a semi-analytic expression
from the work of Kilgore et al. [49] and coupled with the work of Khrapak et al. [50], which agree
well with simulation and modeling results [49,51].

The forces due to viscous fluid drag are derived for hard sphere particles from classical
thermodynamics [52—-54]. The driving force for viscous fluid drag is to minimize the difference
between the dust particle velocity and the bulk advective fluid velocity. The thermophoretic force
can be an important force for particle motion, driven by temperature gradients, where particles
move towards colder gas temperatures or surfaces. An effective force of Brownian motion due to
random collisions with the background gas was also included. This force is more important for
smaller particles, ~1 nm where the momentum transfer from individual atoms and molecules can

be significant, while decreasing in significance with increasing particle size.
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Growth of particles in the plasma was assumed to be dominated by the thermal flux of

radicals to the particle surface. The time rate of change of mass of NP i is

aM 8k, T.
C= N v N 4xr’S_ Am,, v, = |— (1)

Tm .
J J

dt

where the mass of dust particle i is M; having radius r;. The summation is over all particle growth
species j, having thermal speed v;, number density N;, mass m; and temperature 7;. The quantity
Am; is the mass added to the dust particle in each collision. The probability of specific species j
sticking to the dust particle after a collision is S¢; and the values used in this work are shown in
Table 2 [38,55]. Particles are initialized in the plasma above a critical size in the regime where
surface growth dominates, in this work assumed to be 1 nm. The mass and diameter of each dust
pseudo-particle are individually tracked to allow for there to be spatial dependence in the particle
growth processes. Particle agglomeration, as seen experimentally as chains of smaller spherical
NPs, can be important under select conditions. Agglomeration is modeled by particles combining
into a single larger spherical particle if they touch. However, for our conditions, this is rare as dust
particles are typically charged negatively and do not gain enough kinetic energy to overcome the
Coulomb repulsion.

The conditions and timescales to grow nanoparticles in low temperature plasmas are nu-
merically difficult to resolve. A time slicing technique was employed to address these different
timescales. First, the plasma is fully simulated under continuous wave power for several gas res-
idence times with numerical acceleration to achieve steady-state species densities and temperature.
Second, power to the plasma is then pulsed over several cycles to reach a periodic steady-state in
the potential and charged species densities. The time averaged power during the pulsing is the
same as that for the CW power portion of the simulation. The gas residence times for growing
NPs is typically on the order of ms and resolving multiple pulses at those frequencies would be
impractical. Shorter pulses (50 ps) were modeled in the plasma, which has the added benefit of
having a negligible effect on the long-term chemistry as the plasma achieves a steady state during
the power-on period. Third, after a periodic steady-state for the plasma in pulsing is reached,
particles are initialized in the DTS and time-slicing is used to scale the 50 ps plasma pulse to longer
times for the particles. The particles are tracked until they flow out of the reactor, which is desig-
nated by passing through a plane approximately 1 cm above the pump port where statistics are

7
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collected.

I11. Pulsed Power for NP Growth
A. Pulsed versus CW Power Comparison

This work focuses on the methods that pulsed power may be used to control the growth of
nanoparticles in flowing low temperature plasma reactors. The rationale for this work is that NPs
can be electrostatically trapped in flowing LTPs [6,8,9,56], and power modulation affects the trap-
ping process. The charge on NPs varies as the plasma properties vary, as do the electrostatic
trapping forces. A cylindrical inductively coupled plasma (ICP) reactor was chosen for this com-
putational investigation, a typical geometry growing NPs. A schematic of the model geometry is
shown in Fig. 1, and is based on reactors used in experiments for NP synthesis [57,58]. The glass
tube cylindrical reactor has a radius of 1 cm and a length of 8 cm, with electrically grounded
boundaries for the inlet and outlet, as would occur using a metallic mesh. Power is inductively
coupled into the plasma from a three-turn antenna delivering 10 W at 10 MHz with an inlet flow
of Ar/SiHs = 98/2 at 50 sccm. The pressure is held constant at 1 Torr by adjusting the outlet flow
rate, giving an average gas residence time of 33 ms. The temperature of the inlet gases and sur-
rounding reactor surfaces are held constant at 325 K.

Plasma properties and chemistry for the base case conditions are also shown in Fig. 1.
Under steady-state operation, the electric potential in the plasma peaks at 26.7 V between the coils
of the antenna at the location of maximum ion production (Fig. 1b). The surface of the dielectric
tube charges negatively near the coils to -2.2 V at a minimum to balance the electron and positive
ion fluxes to its surface. The on-axis (=0 cm) electron density and temperature profiles are shown
in Fig. 1d. The electron density peaks close to the powered antenna (1 >r >0 cm) at 8.6x10'° cm’
3 and decreases by nearly three orders of magnitude downstream by the pump. This decrease is
due to the large rate of electron dissociative attachment to silane and dissociative recombination
of silane ions, both of which are sources of radicals to grow NPs. The electron temperature 7. has
a maximum at 4.2 eV adjacent to the antenna (Fig. 1c), decreasing to 1.7 eV moving away from
the antenna due to both elastic and inelastic collisions for the (relatively) high pressure of 1 Torr.

The dominant positive ion varies spatially, with SiH3" being the dominant ion near the inlet

(density of 4x10'" cm™) where the SiH4 density is high and SiHs* can be readily produced by
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electron impact dissociative ionization. Close to the wall of the reactor adjacent to the antenna,
Ar* and Ar," achieve their maximum densities of 5x10'! cm™ and 3x10!'" cm™, respectively, and
decrease downstream due to charge exchange reactions. Downstream, ArH" and H3" become the
dominant positive ions with densities 2x10'2 cm™ and 3x10'? cm™ respectively, as the density of
hydrogen increases from the dissociation of silane. The dominant negative charge carrier through-
out the reactor is SioHs~, with a density ranging from 2x10'? cm™ upstream where power deposition
is high to 5x10'2 cm™ downstream where a nearly fully ion-ion plasma is formed. SiH3 contributes
to the negative charge in the powered zone between the antenna, with a density of 2x10'! cm™,
greater than the peak electron density.

The on-axis densities of nanoparticle precursors and growth species are shown in Fig. 1e
for the length of the reactor. Silane flows into the reactor and dissociates by electron impact reac-
tions primarily in the high-power deposition region between the antenna, decreasing by 2 orders
of magnitude from its peak density of 3.8x10'* cm™ upstream. Localized gas heating up to 433 K
occurs near the center of the reactor resulting in gas rarefaction. SiH2 and SiH3 are produced from
electron impact dissociation of SiHa, additionally producing atomic H. SiH> rapidly inserts into
fully hydrogenated silanes and is one of the fundamental growth species in the mechanism of na-
noparticle formation [41]. These reactions create Si>He from SiH4, consuming SiH> in the process
and leaving the density heavily localized (maximum of 1x10'? cm™) where its production is at a
maximum. Dehydrogenation of Si1.oHx species occurs progressively downstream from collisions
with Ar excited states. Hydrogen abstraction from SioHe forms SioHs which becomes the main
silicon radical downstream with a density 2x10'* cm™. In addition to reactions with silane species,
H atoms can etch NPs and impact the size of trapped particles, a process not included in the model.

Pulsed periodic steady-state values for the spatially averaged density and electron density
weighted electron temperature are shown in Fig. 2a for a 20 kHz pulse repetition rate (PRF) provid-
ing a pulse period of 50 ps with the power profile shown in Fig. 2b. The average power deposition
1s 10 W with a duty cycle of 50% spent at peak power, with a few us of rise and fall time. When
the power first turns on, 7% spikes to an average over 5 eV and is higher in between the antenna to
rapidly ionize the plasma by electron impact reactions [59]. The electric potential in the plasma
spikes to 57 V, higher than the 26.7 V for continuous wave power, due to the low electron density

and high temperature at the onset of a power pulse. When the power turns off, 7. decreases quickly
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due to the high collisionality at 1 Torr. With the electric potential being proportional to 7, there is
a commensurate decrease in plasma potential as well. Thermal electron attachment to radicals,
dissociative recombination and diffusion to the walls produces the decrease in electron density.
Although the electron density decreases by a factor of 100 in the afterglow, the time rate of change
decreases shortly after the power pulse ends. This is due to the decrease in electron temperature,
that then decreases the rate of loss by ambipolar diffusion. Since the PRF is relatively high at 20
kHz, the electron density does not have time to fully dissipate and may have some influence on
the results of the particle simulation. Since the DTS model uses time-slicing, the time NPs expe-
rience is greater than in the plasma portion of the simulation. The plasma pulsing may be more
akin to a high-low power pulse than strictly on-off.

The dynamics of nanoparticle growth captured in the DTS are shown in Figs. 3 and 4,
comparing growth under continuous wave power (Fig. 3) and under pulsed operation (Fig. 4) for
the same average power of 10 W. (These results follow the evolution of the growth of the initial
NP precursors. Results for continuous generation of precursors are discussed in Sec. III1.D.) The
images are for a series of time snapshots following initiation of the particles. The sizes of the
particles are indicated by the diameter of the symbol. The symbols are color coded with charge
on the particle. The pulse period is 5 ms with a duty cycle of 50%. In both cases, particles are
initialized between the first two turns of the antenna. Analyzing the sequential steps of particle
growth and transport are more clear when following the evolution of this burst of particles. Con-
tinuous particle generation is discussed below.

For continuous wave power, within a few ms most of the particles charged to an average
of -1.4 q for an average particle diameter of 3.3 nm. Due to a no-slip boundary condition on the
reactor walls for the fluid flow, the gas velocity profile in the reactor is parabolic shaped, with
highest velocity on-axis, decreasing towards the walls. This velocity profile contributes to parti-
cles forming a ring shape in the plasma — negative particles are trapped by the positive plasma
potential which peaks off -axis, while particles on-axis are more rapidly accelerated downstream
on-axis by the higher flow speed (t=8 ms). The plasma potential is 0.4 V more positive in a torus
centered under the coils, thereby providing a deeper trap for negative particles.

Thermophoresis can be a dominant force acting on particles in plasmas, driven by macro-

scopic gradients in gas temperature. This is particularly the case in the afterglow of plasmas where
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electrical forces dissipate whereas the gas temperature, and its gradients, remain constant in com-
parison. For these results, , the temperature of the glass tube was held constant at 325 K while the
gas temperature is >325 K. So the temperature gradient towards the wall will on the average
always be negative. The thermophoretic force will therefore, on the average, point from the plasma
towards the walls. This force would tend to de-trap particles. If the temperature of the glass is
allowed to increase, the temperature gradient from the plasma to the wall will still be negative in
order to convect heat from the plasma to the walls, which would still act to de-trap particles.

Particles continue growing to an average radius of 14.4 nm, and charging negatively -10.1q
on average by 16 ms. At t=26.5 ms, the majority of particles are still trapped by the plasma po-
tential and are on average 23.6 nm in radius with a charge of -15.1q. The axial location at which
the particles are trapped slowly moves downstream up to this time due the increasing fluid drag
forces afforded by the larger particles. By t=37.0 ms, the average particle radius increases to an
average of 32.5 nm and the force due to fluid drag begins to dominate over electrostatic trapping.
At this time, the trap is emptied and particles begin to flow downstream. Due to the steep gradients
in charged species densities and temperatures, moving downstream shifts the dominant negative
current to the particles from hot light electrons to cold heavy ions. The particles then begin to
neutralize in a decreasing electric field. The end result is that the electrostatic force dissipates,
leaving fluid drag as the dominant force. Particles acquire the speed of the local gas flow, leaving
the reactor at 49 ms with an average radius of 41.7 nm.

NP growth and transport dynamics using pulsed power are shown in Fig. 4. Particles were
initialized in the plasma at the onset of a pulse. The maximum electric potential in the plasma is
plotted as a function of time in Fig. 5a. The average location of NPs in the axial direction is shown
in Fig. 5b and in the radial direction in Fig 5c. Average charge on the NPs as a function of time is
shown in Fig. 5d, and diameter is shown in Fig. 5e. The CW values are shown for reference in
each image. At t=2.81 ms, the power for the first pulse is still on and the particles have grown to
a diameter of 3.2 nm with an average charge of -4.4q. The particles are more negatively charged
compared to particles grown under CW conditions at a similar time and size. The number of
charges on the particle is largely determined by the magnitude of the electrical floating potential
which is proportional to electron temperature. The average higher 7. during the power-on portion

of the pulse then produces a larger (negative) floating potential and larger (more negative) charge
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on the NP. The electrostatic trapping force on the particles during the power-on portion of pulsing
is greater due to the more negative charge on the NP and more positive plasma potential compared
to CW power. The end result is that the trapping location is a more finely defined torus compared
to CW power, having a larger average radial position (Fig. 5¢).

As the power decreases, particles quickly discharge to an average charge near 0 (t =4.91
ms, Fig. 4 and Fig. 5d). When the NP are small (a few nm), there is the possibility that charging
might statistically be positive [33,34]. In these simulations, we observe few (if any) positively
charged NPs. In the absence of a trapping force due to the positive plasma potential particles move
downstream in response to fluid drag (greater length), and spread radially inwards and outwards
with the average radius decreasing. When the power turns back on at t=5 ms, the electron temper-
ature increases and the positive electric potential is re-established. Particles re-charge negatively
and are accelerated upstream against the bulk fluid flow towards the electrostatic trapping zone
(small length). Particles drift outwards from the axis and inwards from the walls, towards a more
positive electric potential in the plasma, again forming a ring (t = 11.9 ms). The particles are now
larger (diameter = 11.1 nm) with a larger, more negative charge (-17.1q).

This process of particles charging negative when the power is turned on and becoming
trapped upstream in the plasma, followed by discharging and flowing downstream when the power
is turned off, repeats for approximately 7 cycles. With each cycle, the NPs grow larger, are more
susceptible to fluid drag forces and so are trapped deeper in the reactor (larger length). If the
plasma properties at the trapping location for each pulse were the same, you would expect the
(negative) charge to increase each cycle as the NPs grow larger. This trend occurs up to the 6
cycle for which the most negative NPs are produced (-36q). On the 7 cycle, the trapping location
is on the fringe of the power deposition zone where the electron temperature is beginning to de-
crease. In spite of the NPs being larger than on the 6 cycle, the charge on the 7" cycle is less
negative (-32q). At t=37.3 ms on the 8" cycle when the power is on, particles are on average 33
nm in diameter but charge only to -4.9q due to fluid drag transporting the particles downstream
where the both the electron temperature and density are lower. Beyond the 8" cycle, the particles
are far enough downstream that they do not significantly charge when the power turns on, coupled
with the particles being larger and more susceptible to fluid drag. At this point, pulsing has a small

effect on the transport of particles as they are entrained in the flow and leave the reactor.
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Statistics were collected on NPs as they flow out of the reactor. The distributions of NP
diameters for CW and pulsed power are shown in Fig. 6. These distributions result from collecting
10,000 particles into diameter bin widths of 0.5 nm. For CW conditions, nanoparticles that were
trapped in the plasma prior to being entrained in the gas and flowing out of the reactor have a near-
normal distribution about a mean of a diameter of 39 nm with a standard deviation of about 2 nm.
However, not all particles were trapped (or were momentarily trapped), leading to a second peak
in the probability distribution at around 12 nm. These particles flow out of the plasma a short time
after being seeded, a consequence of stochastic charging. Particles that charge positive will expe-
rience the opposite effect of trapping since the axial electrostatic force points downstream and to
the walls. (This rapid loss of positive particles may also explain their low density.) The particles
having smaller diameters may also have been statistically closer to the axis where the gas flow
speed is higher, producing a larger fluid drag force. Particles that transport a few cm downstream
from the peak in the plasma potential will likely not recover to become trapped for these plasma
conditions. Downstream of the peak in the plasma potential, the plasma is highly electronegative
(small electron density) with a low electron temperature, that will not re-charge particles enough
to become trapped.

The NP size distribution leaving the reactor when using pulsed power is shown in Fig. 6b.
This distribution is also for a bin width of 0.5 nm with N=10,000 particles collected. The collected
particles have a more narrow size distribution, 5 nm wide peaking at a diameter of 41 nm, than for
the CW plasma. The irregular shape of the distribution comes from there being striations in parti-
cle density at the end of a pulse. As the particles leave the electrostatic trapping zone, particles
closer to this zone may become negatively charged when the power turns on again and become
partially trapped. These results suggest that using pulsed power may be a method to modify or
tune the NP size distribution, in this case increasing mono-dispersity in particle sizes.

The ability to tune the NP size distribution with pulsed power, discussed in more detail
below, is clearly a function of the pulse power format. For example, consider comparing NPs
grown using CW and pulsed processes using the same average power. During the power-on pe-
riod, the instantaneous power is higher during pulsing than during CW operation. As a result,
electrostatic trapping is more likely due both to higher (positive) peak electrical potential in the

plasma and more negative charge on the NPs (Fig. 5d). The production of growth species (e.g.,
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silane radicals) differs little between CW and pulsing since their densities depend largely on aver-
age power which is the same. With the densities of growth species being nearly the same, the
average growth rates of NPs using the same average power, pulsed or CW, are essentially the
same. As a result, the NPs will be approximately the same size as long as the NPs are trapped in
the plasma (Fig. 5¢). However, the time spent in the plasma is a function of pulsing, which then
translates to a different distribution of NP sizes. Using pulsed power may widen the parameter

space of viable conditions to grow nanoparticles by increasing the trapping potential.

B. Effects of Pulse Period / Pulse Repetition Frequency

The pulse period (inverse of PRF, pulse repetition frequency) is the time required for a full
power pulse to repeat. To isolate the effects of the pulse period on nanoparticle growth, time
slicing of the same 50 ps power pulse shown in Fig. 2 was used to approximate varying pulse
lengths on NP growth without greatly changing charged species densities or neutral chemistry.
This method provided effective pulse periods ranging from 2 ms to 80 ms (10 W average power,
50% duty cycle).

Results from the DTS are shown in Fig. 7 for PDF (probability distribution function for
particle diameter) and average diameter. The PDF for a 5 ms long pulse was compared to CW
operation with the same average power in Fig. 6, and similar size NPs were produced — the PDFs
were spread around a diameter of 40 nm. The results in Fig. 7 show that shorter pulses (higher
repetition rates) produced PDFs having a mean diameter increasing for shorter pulses. Pulses of
4 ms (250 Hz), 3 ms (333 Hz) and 2 ms (500 Hz) produced mean diameters of 43 nm, 47 nm, and
49 nm, respectively. Shorter pulses resulted in there being shorter power-off periods allowing less
time for particles to flow downstream from the trapping zone in the plasma. The trapping potential
remains higher (more positive) than with CW power, and manifests as monodisperse distributions.
Pulsing may be a method to increase particle sizes over similar conditions with CW power, pro-
ducing mean diameters that are larger than under CW operation while increasing particle mono-
dispersity.

Increasing pulse length (decreasing PRF) reduced particle diameter. The 6 ms pulse period
(167 Hz) produced the most monodisperse PDF centered around 37 nm — smaller particles than

for CW and the base case 5 ms (200 Hz) pulse. This result implies that there is an optimum PRF
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if monodisperse distributions is the goal. Longer pulse periods of 8 ms (125 Hz) and 10 ms (100
Hz) produced bi-modal PDFs — a consequence of particles becoming striated when the power turns
on, with some particles becoming trapped for another pulse while others continue to flow out of
the reactor. Since particles are seeded at the onset of a pulse, it is highly likely that they are trapped
for half of the pulse period (50% duty cycle x pulse period). For the 10 ms pulse, the smaller peak
in the PDF at 20 nm results from particles that were trapped only for the initial 5 ms when the
power was first turned on. The peak in the PDF at 28 nm comes from particles which were again
caught in the trap on the second pulse, and spent (at a minimum) 5 ms more trapped in the plasma
zone. The PDF for the 8 ms pulse shows a similar trend, however, particles are trapped for 2 or 3
pulses rather than just one, due to the shorter pulse period. As a result, the bimodal peaks in the
PDF are closer together than for the PDF resulting from the 10 ms pulse.

For these conditions, the 10 ms pulse trapped particles for 1 or 2 pulses. Operating with
longer pulse periods (lower PRF) one would expect particles to remain trapped for only a single
pulse. As expected, increasing the pulse period increases the average particle size as shown in Fig.
7b. For longer pulse periods (lower PRF), particles remain in the trapping zone until the power
turns off, providing direct control over how long particles spend growing by surface radical depo-
sition. These longer pulses produce monodisperse PDFs with mean diameters ranging from 28 nm
to 58 nm. The particle diameters can be larger than under CW operation for the same average
power because the trapping potential when the power is on is akin to operating at double the power.
However, the monodisperse distributions arise, in part, from seeding the particles only at the be-
ginning of the pulse. If particles were continuously formed one might expect broader distributions
skewed to have smaller particle size.

The ability to tune particle PDFs using the pulse period is summarized in Fig. 7c, where
the average particle diameters for as a function of pulse period are shown. The bars for each point
indicate a standard deviation, with large wide bars indicating the presence of either dual-peaked
PDFs, increasing natural spread in the distribution, or outliers. The wide bars for 8 ms and 10 ms
pulse periods result from bimodal distributions. Under CW operation, the average particle diam-
eter for trapped particles is 39 nm. Using pulse power provides a method to customization the
mean size by nearly 50% in both directions (larger and smaller).

The pulse periods that provide flexibility in particle diameter relative to CW operation will
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heavily depend on the gas residence time. The important factors to consider are the size of the
trapping region in the plasma, the gas velocity or residence time, and the pulse period. For longer
gas residence times, particles will move downstream from the trapped zone at a slower rate and
longer plasma pulses may be beneficial. If particles move too far downstream from the high
plasma density region when the power is turned off, they will likely not charge negative (or not
recharge to their prior state) when the power turns on again. As a result, the electrostatic force
during the power pulse may not dominate over the fluid drag force, and the particles may not be
re-trapped. Using these guidelines, it should be possible to estimate pulsing times for specific

systems that could provide beneficial tuning of the NP properties.

C. Effects of Pulse Duty Cycle

The pulse duty cycle is defined as the ratio of time spent with the power on compared to
the total pulse period. To achieve the same average power, the peak power during the power-on
part of the period scales inversely with the duty. The end result is that shorter duty cycles have
higher power applied during a shorter time, leading to larger spikes in electron density and electric
potential in the plasma, as shown in Fig. 8. To investigate the consequences of duty cycle, the
same procedure was followed as discussed in Sec. II. 50 us plasma pulses (with duty cycles rang-
ing from 0.1 to 0.8) were simulated in the HPEM until a pulsed periodic steady state was reached.
At that time, the DTS was executed for several pulses with time-slicing to model particle dynamics
with 5 ms pulses.

PDFs from the results of the DTS are shown in Fig. 8c for duty cycles of 0.1 to 0.8 for 5
ms pulse periods (200 Hz). Narrow PDFs were produced for duty cycles greater than 0.5, resulting
in average diameters that are greater than those produced by CW operation. The average particle
diameters for these PDFs are all within a few nm of each other. Having the power be on for
additional fractions of a ms can make the difference between particles being trapped for an extra
pulsed cycle or not. Other factors such as changes in the peak electron density and potential play
less of an important role on the overall size distributions of particles for a given pulse period pro-
vided that the average power is constant. There are even benefits obtained by pulsing even at a
duty cycle of 0.8 (80% of the time spent at peak power with the rest of the time ramping the power

up and down) compared to CW power — more uniform PDFs with slightly larger particle size.
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PDFs for lower duty cycles are also shown in Fig. 8c. With a duty cycle of 0.4, the average
particle diameter decreases to 29 nm with a larger spread compared to the based case of a duty
cycle of 0.5. Lower duty cycles (0.1, 0.2, and 0.3) have the power on only long enough to trap the
particles for a single pulse (or two, as seen by the second peak in the PDF at 17 nm for duty cycle
of 0.3). The average particle diameters for duty cycles of 0.1 to 1.0 (CW) are shown in Fig. 8d.
For a given pulse period (in this case 5 ms), choice of duty cycle results in the particles being
trapped for many pulses (dc = 0.5-0.8) or for only one pulse (dc = 0.1-0.3). There may only be a
small range of duty cycles (for a given pulse period) where particles are trapped for an intermediate
number of pulses. These trends indicate that the pulse period (or pulse repetition frequency) may
be the most effective first order control mechanism for PDF, while the pulse duty cycle may be
better for fine tuning particle properties. The physics at play are the same — particles can be trapped
in the plasma when the power is on, and changing the duty cycle changes the ratio of time particles
spend trapped compared to be dominantly affected by fluid drag. For longer duty cycles, where
particles are trapped for multiple pulses, the small changes in electron density and electric potential

in the plasma have only a small effect on the particles produced in the plasma.

D. Continuous Particle Seeding

One aspect of the results discussed above is that particles were initialized at the beginning
of the simulation and tracked over time. The motivation was to less ambiguously track the particle
dynamics from birth to collection — such as being able to count the number of pulsed periods
particles are trapped. Since pulsing is periodic, the specific time during a pulse when particles are
initialized may have an impact, particularly for longer pulses with pulse periods near the gas resi-
dence time. It was also assumed that particles spawn in a set location between the first and second
antenna turns. Both assumptions were tested by allowing for continuous particle seeding through-
out the pulse period, with initialization locations scaled to the spatial density of SiH2 — one of the
major growth species for NPs — whose density is shown in Fig. 9a. SiH> readily inserts into fully
hydrogenated SixHy and so is consumed quickly after being formed by electron impact dissociation
of SiH4. These processes produce a density of SiH» localized within the antenna, with a maximum
of 1.3x10'2 cm™, decreasing by two orders of magnitude near both the inlet and pump. Based on

this distribution, assuming particles are seeded between within the bounds of the antenna is
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reasonable.

For CW operation, 10,000 particles were initialized in the plasma with a radius of 0.5 nm
and zero charge using the spatial distribution of SiH». Particles were continuously replaced into
this spatial distribution when particles were lost by flowing out of the system. This process was
continued until the spatial distribution (Fig. 9b) and size distribution (Fig. 9¢) reached steady-state
values. Achieving the steady state resulted in collecting >300,000 particles.

In the steady-state, a natural spatial afterglow forms in the plasma. A spatial afterglow is
the recombination (or decrease in electron density) along a flow direction downstream of a plasma,
in analogy to a temporal afterglow that occurs over time following a pulsed plasma. In this spatial
afterglow, NPs downstream of the plasma are almost all neutral charged due to currents to the
particles being dominated by both cool positive and negative ions, rather than hot electrons.
Within the small cm sized trapping zone between the antenna, there is a clear gradient in particle
sizes with smaller particles being trapped closer to the peak plasma potential (upstream near the
inlet) and larger, more negative charged particles further downstream near the pump, as shown in
Fig. 9b. This is a natural consequence of the fluid drag force scaling more with particle size than
the electrostatic trapping force. For CW power, the distribution of particle sizes is similar when
comparing continuous vs static particle seeding (Fig. 9c and Fig 6a). The distribution features two
peaks — one centered around 38 nm resulting from particles trapped in the plasma for several tens
of ms and another near 10 nm resulting from particles that are not trapped (or not trapped for a
long time). Since particles are initialized according to the SiH> density (rather than constrained to
being initialized between the antenna) some of these particles are initialized outside the trapping
zone. More small particles are created overall and the peak of small particles is larger than under
CW conditions.

For the 5 ms, 50% duty cycle pulsed plasma, 50,000 particles were initialized in the plasma
and reseeded when lost. More particles were used so fewer pulses were required to obtain similar
statistics in the distributions, and >700,000 particles were collected flowing out of the reactor. The
particles (charge and size) in the reactor are shown in Fig. 10. The PDF for these conditions is in
Fig. 9d and should be compared to the PDF produced by static seeding shown in Fig. 6b. With
continuous seed during the pulsed cycle, there is a second peak in the PDF consisting of small

particles centered around 10 nm. These are particles that were not trapped by the plasma. Some
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of the population in this small-diameter peak in the PDF can be attributed to particles being ini-
tialized far outside of the trapping region where the electron density is low, and do not charge
negative enough to be trapped when the power turns on. The peak in the PDF corresponding to
trapped particles has shifted to an average diameter of 37 nm compared to 41 nm for static seeding.
This shift is likely a consequence of particles no longer being seeded when the power first turns, a
condition which results in particles not being trapped for the entire duration of the power prior to
particles flowing downstream when power is turned off. This partial trapping results in the PDF
having a broader extent, with particles on average likely being trapped for one fewer pulse. The
ratio of trapped particles with large size to un-trapped, small particles is larger with pulsed opera-
tion, a possible benefit for using pulsed power over CW power.

The dynamics captured in the DTS for the 5 ms, 50% duty cycle pulsed case with contin-
uous particle seeding are shown in Fig. 10. Particle positions are plotted with the color indicating
particle size (Figs. 10a and 10b) or charge (Fig. 10c). When the power is on, particles form a ring
in the trapping zone ordered from 1.9 nm to 20 nm. Particles are negatively charged, ranging from
~-1q up to -25q for larger particles. When the power turns off, particles move radially outwards
and discharge, with an average charge of =0 q. Pulsing appears to cause radial compressions in

the particle positions as they move downstream, spaced coinciding to the power pulses.

IV. Experimental Confirmation of Predicted Trends

A limited sequence of experiments was performed to confirm the trends predicted by the
model. Silicon NPs were synthesized in a capacitively coupled cylindrical RF discharge sustained
in a 1.3 Torr mixture of Ar/SiH4 =99.17/0.83 (71.4 sccm/0.6 sccm) having an average power of
10 W. The apparatus is similar to that discussed in Ref. [36]. The tube had an inside diameter of
2.2 cm, and total length of 19 cm, producing a residence time of 11 ms. The two ring electrodes
were centered 13 cm from the gas injection location, with the electrodes separated by 2 cm. NPs
were collected in a TEM (transmission electron microscope) grid 27 cm downstream of the elec-
trodes. NP were synthesized using CW power, and pulsed power. The pulsed power consisted of
a duty cycle of 50% and PRFs of 30, 100, 300 and 1000 Hz.

Experimental particle size distributions are well approximated by log-normal distributions

and are shown in Fig. 11 for CW and pulsed excitation. With CW excitation, the geometric mean
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NP diameter is 4.9 nm with a geometric standard deviation ¢ = 1.23 and particles synthesized up
to about 9.5 nm. With a PRF of 1000 Hz (pulsed period 1 ms), the distribution of NPs extends
towards larger particles than with CW excitation, up to 11 nm. With the residence time determined
by gas flow being 11 ms, particles flow only about 5% of the reactor length during the pulse power
afterglow. This enables a small amount of re-trapping and produces somewhat larger particles.
With lower PRF and longer pulse periods, the tail of the particle distribution extends to larger
diameters as the re-trapping enables extension of the average resident time. For a PRF of 300 Hz
(3.33 ms pulse period), NPs are produced up to 12 nm; and for a PRF of 100 Hz (10 ms period),
NPs are produced up to about 13.5 nm.

With a PRF of 30 Hz, the pulsed period is 33.3 ms, and the afterglow is 16.7 ms, which is
now commensurate with the gas residence time. For these conditions, the after glow is longer than
the residence time, which enables the majority of particles to flow out of the reactor during the
afterglow. However, those particles which statistically are charged for a longer period or are near
walls where the linear flow speed is lower will not flow out of the reactor. These particles will be
re-trapped, enabling several pulsed periods of growth. NPs for these conditions are grown up to
20 nm is diameter. There are gaps, or periodicity, in the particle sizes, particularly at larger parti-

cles. These gaps may be a result of particles being synchronously re-trapped for several cycles.

V. Concluding Remarks

In inductively coupled plasmas, power is deposited within a skin depth the antenna, pro-
ducing high temperature electrons and creating a maximum in the electric potential. Negatively
charged nanoparticles (NPs) in the plasma experience an electrostatic force towards the volume
with the high positive potential and can become trapped. Recent works have shown this type of
particle trapping in the plasma may be an important mechanism of NP growth, where particles can
continue to grow by surface deposition of radical species. When a critical particle size is reached,
the force due to fluid drag overcomes the electrostatic trapping force, particles flow out of the high
plasma density, high plasma potential trapping zone, and eventually flow out of the reactor. Re-
sults from a computational investigation into how pulsing the plasma can manipulate this trapping
zone, and the resulting effects on the dynamics of nanoparticle growth were discussed.

When controlling for power, pulsing can (temporarily) create higher density plasmas with
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higher average electron temperatures and higher plasma potentials, which can charge NPs in the
trapping region more negative than under continuous wave (CW) operation. This temporary, but
strong trapping may have benefits when compared to operating with CW power, for instance, being
able to create more monodisperse particle size distributions. This work qualitatively shows that
pulsing the power can enable tuning the particle size distributions by effectively controlling the
length of time particles remain (and can grow) in the plasma by controlling their electrostatic
trapping. Ultimately, the factors that come into play in being able to tune the particle properties
are the size of the trapping zone, the local gas velocity or residence time, and the duty cycle (the
fractional time during the pulse period that power is on). If particles are allowed to flow down-
stream outside of the powered trapping zone between power pulses, the particles may be unable to
charge negative and become trapped again when the power is turned on the following cycle. This
is not necessarily a bad thing — power can be turned off after a certain time to produce NPs with a
tunable smaller size.

With power pulsing alone, particles were able to move nearly a cm downstream between
power pulses while still being trapped from pulse to pulse. This observation lends credence to the
idea of having additional control schemes to move particles around the reactor based on electro-
static trapping. Decoupling the plasma source power and charged species densities from the trap-
ping potential may be possible using separate powered electrodes, and could lead to advances in

complex nanoparticle production using low temperature flowing plasmas.
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Figure Captions

1.

Reactor and plasma properties for continuous wave power (1 Torr, 10 W power, 50 sccm,
Ar/SiH4 = 98/2). a) Schematic of the glass tube reactor, b) electric potential in the plasma, ¢)
electron temperature, c) electron density and temperature along the axis and e) Si nanoparticle

growth precursor densities along the axis.

. Pulsed periodic properties for a 50 ps pulse with a 50% duty cycle (1 Torr, 10 W average

power, 50 sccm, Ar/SiHs = 98/2). a) Pulsed periodic electron density and temperature, and b)

power profile and maximum electric potential in the plasma.

. Nanoparticle positions in the plasma reactor and properties for continuous wave power (10 W).

Particle sizes correspond to the diameter of the symbol. Particle charge is indicated by the
color of the symbol. Images are shown for different times (0.5 ms to 49 ms) after initializing
the NPs. The average particle diameter and charge are shown for each time.

Nanoparticle positions in the plasma reactor and properties for pulsed plasma conditions (10
W average power, 50% duty cycle, 5 ms pulse approximated by time slicing). Particle sizes
correspond to the diameter of the symbol. Particle charge is indicated by the color of the
symbol. Images are shown for different times (0.4 ms to 44 ms) covering several pulses after
initializing the NPs. The average particle diameter and charge are shown for each time. Using
pulsed power leads to more negative particle charge during the power on portion of the cycle
and increased trapping compared to continuous wave power.

Time resolved properties of the plasma and nanoparticles for pulsed (red) and CW (blue)
plasma excitation. Values for particle properties are averaged over the nanoparticles currently
in the reactor. a) Maximum plasma potential, b) average axial position of the NPs (length is
measured from the inlet), ¢) average radial position of the NPs, d) average charge on the NPs,
and e) the average particle diameter as a function of time the particles are in the plasma.
Particle size distributions for particles leaving the reactor for a) continuous wave power and b)
for the pulsed conditions (5 ms pulse, 10 W average power, 50% duty cycle). These results
correspond to the conditions shown in Figs. 3 and Fig. 4. The histograms of the raw data
(N=10,000 particles, bin width of 0.5 nm) was scaled to a probability density for comparison.
Size distributions of the NPs collected leaving the reactor for different pulse periods ranging

from a) 2 ms to 10 ms, where the distributions shift to smaller sizes with increasing pulse
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period, and b) 20 ms to 80 ms, where the size distributions shift to larger sizes with increasing
pulsed period. The average values are plotted in ¢) with the bars indicating a standard deviation
in particle size. The wide bars for 8 ms and 10 ms are due to the bimodal distributions. indi-
cating a large degree of customization available with pulsing. The probability density func-
tions of particle size (N=10,000 particles, bin width of 0.5 nm) were scaled for convenience.
Plasma properties and NP diameters for different power pulse duty cycles while holding the
pulse period (5 ms) and average power (10 W) constant. a) Electron density, showing increased
peak density with decreasing duty cycle, b) increasing peak in the plasma potential with de-
creasing duty cycle, ¢) size distributions (scaled) of the NPs collected leaving the reactor, and
d) average particle diameter with standard deviation bars. Note that 50 ms pulses were mod-
eled in the DTS, and the time scales in a) and b) are in the NP frame of reference.

Plasma and NP properties when using continuous particle seeding with CW power. a) The SiH»
density, used to determine seeding location probabilities in the DTS, b) the steady-state output
distribution of NPs (symbol size indicates diameter and symbol color indicates charge), c) size
distributions of the NPs collected leaving the reactor for continuous power and d) NP distribu-
tions for the pulsed conditions (5 ms pulse, 10 W average power, 50% duty cycle).

Plasma and NP properties when using continuous particle seeding and pulsed power (5 ms
pulse, 10 W average power, 50% duty cycle). a) Particle distributions in the reactor (left) at
the end of the power-on portion of the pulse and (right) at the end of the power-off portion of
the pulsed. The particle diameters are indicated by the colors of the symbols (1.9 nm to 38
nm). c) Particle locations during power-on and power-off in the power deposition region be-
tween the antenna with color indicating diameter (1.9 nm to 20 nm) and c) with color indicating
charge (0 - -25q).

Experimental particle distribution functions for a flowing Ar/SiH4 plasma for pulsed operation
with an average power of 10 W, a duty cycle of 50% and pulse repetition frequencies of a) 30

Hz, b) 100 Hz, c¢) 300 Hz and d) 1000 Hz. e) Particle distribution function for CW excitation.
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Table 1. Species used in the plasma chemistry mechanism in the Hybrid Plasma Equipment
Model.

Argon and electrons

Ar, Ar(4s[3/2]2°P2), Ar(4s[3/2]13P1), Ar(4s[1/2]0°Po), Ar(4s[1/2]1'P1), Ar(4p), Ar(4d), Ar2,
Ar', A", e

Hydrogen species
H,, Ho', H, H, H™, H" Hy", Hy", ArH"
Silane species

SiH4, SiHs, SiH», SiH, SioHs, Si2Hs, Si2Hs, Si2Ho, SiH3+, SiHs", SiH>", SioHs

Table 2. Sticking coefficients (Sc) for species impacting Si NPs used to model NP growth.

Species Se
SiH4 0.
SiHj3 0.125
SiH» 0.66
SiH 0.945
Si2He 0.
Si>Hs 0.1
Si>H3 0.3
SixH» 0.66
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