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Abstract— A set-theoretic Failure Model and Effect Manage-
ment (FMEM) strategy for stuck/jammed actuators in systems
with redundant actuators is considered. This strategy uses
a reference governor for command tracking while satisfying
state and control constraints and, once the failure mode is
known, generates a recovery command sequence during mode
transitions triggered by actuator failures. In the paper, this
FMEM strategy is enhanced with a scheme to detect and isolate
failures within a finite time, and to handle unmeasured set-
bounded disturbance inputs. A numerical example is reported
to illustrate the offline design process and the online operation
with the proposed approach.

I. INTRODUCTION

Stuck/jammed actuators, unless properly handled by a
Failure Mode and Effect Management (FMEM) system, can
result in a marked degradation of system performance and
safety, with notable examples such as [1]. Systems that are
highly automated and designed to fulfill complex missions
often exploit actuator redundancy and comprehensive fault-
tolerant control (FTC) schemes to ensure reliability and
safety. To handle the multitude of potential failure modes,
a systematic development process of such FMEM strategies
that is capable of handling sequential failures and has guar-
anteed properties by design is highly desirable.

In this paper, we develop several enhancements to a refer-
ence governor-based set-theoretic FMEM strategy that was
introduced in our previous work [2]. This strategy handles
stuck/jammed actuators while tracking reference commands.
It relies on the reference governor for operating the system
subject to constraints in different operating modes and gen-
erates a recovery reference command sequence once failure
is detected to effect the transition into the new operating
mode with a different number of functioning actuators. The
proposed enhancements include the integration of a scheme
that detects and isolates failures in finite time before the
recovery command sequence is generated, thereby relaxing
the negligibly small time assumption for failure detection and
isolation (FDI) in [2]. Additionally, set-bounded unmeasured
disturbance inputs are handled.

The literature on FDI and failure mode reconfiguration
is extensive, see e.g., [3], [4]; however, reference com-
mand tracking in presence of state and control constraints
is often not the focus and the design of the system to
handle sequential failures is frequently not considered. In
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the reference command tracking setting, several reference
governor-based approaches have been proposed such as in
[5], [6] and references therein, with the approach closest to
ours being [5]. A notable difference is that in our work, [2],
[7] and this paper, we pursue a deterministic treatment (based
on set-theoretic control) that leads to a possibility of FDI
and failure mode reconfiguration in finite time rather than
asymptotically in a probabilistic sense, while guaranteeing
that the constraints are enforced in all operation phases.
Other approaches utilizing set-theoretic methods in systems
with failures are proposed in, e.g., [8], [9].

Fault detection and diagnosis, isolation, identification, and
reconfiguration are essential components of active FTC [10]
but they are often studied separately due to the complexity of
the individual problems. Notably, existing approaches often
do not guarantee explicitly (i.e., by design) the ability to
isolate failures and reconfigure the system operation while
satisfying constraints. Furthermore, the time required to
isolate failures and reconfigure the system operation may
not be a priori bounded or even finite. For example, in [11],
a fault-tolerant model predictive control (FTMPC) strategy
is developed based on similar to ours set-theoretic consider-
ations, but our approach is based on the reference governor
for safe command tracking, and we guarantee explicitly that
failures are isolatable and the system can be reconfigured into
the new mode within a finite and a priori known duration.
We note that in the isolation and reconfiguration phases, the
original constraints may need to be temporarily relaxed but
the amount of this relaxation is determined by the designer as
a part of the offline design process to ensure existence of the
solution. For the same reason, in certain modes constraints
may need to be tightened to ensure the system state is within
the capability of the FDI and reconfiguration scheme and
ultimately the next mode controller to handle.

To highlight the contributions, we proposed a set
membership-based reference governor-centric FTC strategy
that simultaneously (1) guarantees the safe operation in
phases of FDI and system reconfiguration and in all normal
and failure modes, (2) guarantees abilities and has finite
duration that is known before the online operation for isola-
tion and reconfiguration, (3) enables reference tracking, and
(4) handles sequential stuck/jammed actuators failures for
systems with set-bounded unmeasured disturbances.

The remainder of the paper is structured as follows. First,
the system, its operating modes, and constraints are described
in Sect. II. Then, Sect. III introduces our approach to FDI
and failure mode reconfiguration and the online computa-
tions involved, followed by the description of the offline



design that guarantees the isolability and reconfigurability
in Sect. IV. A numerical example is reported in Sect. V.
Concluding remarks are made in Sect. VI.

II. PRELIMINARIES: OPERATING MODES, SYSTEM
DYNAMICS AND CONSTRAINTS

A. Operating Modes

Consider a system with N redundant actuators. Each
actuator may fail by being stuck/jammed at a constant
position. We assume that only one failure can occur at a
time, and there is sufficient time between sequential failures
for FDI and failure mode reconfiguration. Then, there are
Q = 2~ possible modes in total, corresponding to different
combinations of stuck actuators. Each operating mode is
labeled using M € {0,1,---,Q} where, in particular, the
normal mode M = 0 has all actuators working properly, and
the failure mode M =  has all actuators failed.

B. System Dynamics

We consider a system with a set-bounded input disturbance
and discuss the open-loop dynamics, stabilizing nominal
controllers, and system response representations in what
follows.

1) Open-Loop Systems: Discrete-time linear models are
considered to represent system dynamics in each mode.
Three representations of the dynamics are used as follows:

Tpy1 = Apar + Byrug + Fuywg, (1)
= Aprxg + By upen ke + Barady + Fywy,  (2)

= Ay xy + Bhup + Buada + Faywy, 3)

yk = Cyg, 4)

where xj, is the state, y;, is the output, and wy € W is a set-
bounded unmeasured input that can represent the disturbance
where WV is assumed to be a closed polytope with 0 € intW.
It is assumed that the exact value of the state can be measured
without noise. The first representation (1) is a general state-
space representation where u; € U is the control input and
B is the input matrix. In (2), Bjsuy is split into two parts.
The first part By, /0,5 s for the working actuators where
1ok 1 the vector of the working actuator inputs. The second
part By qadys is for the failed actuators where dysr € Dy is
the vector of constant inputs of the stuck/jammed actuators.
For B, uy in (3), the columns of B), corresponding to the
failed actuators are set to zero to form Bx[ so that BJ‘C[uk
equals By fiar k-

2) Closed-Loop Systems: To stabilize the system and
track the given references (where the number of references
is assumed to be less than or equal to the number of working
actuators), feedback and feedforward control are used to
command the working inputs using

tokx = Koz, + Govy,
vk = Ky + Gpog + Hypdpyy YM € {17~-~ , O — 1},
where K, is the stabilizing feedback gain, while G; and

Hy; are the feedforward gains for the references and the
failed actuator positions that are assumed to be measured or

accurately estimated. The system is assumed to be stable in
mode 2 when the system runs in open-loop so that safety
constraints can be handled by restricting the operation of its
predecessor modes.

Then, the closed-loop system can be represented by

Trr1 = Ayzg + ByUnr g + Fywg, @)
where

Uoi = v,

U]W,k: - |:dv]\]i[:| VM € {17 aQ_1}7

Uq,r = da,

and Ay, and Bj; are appropriately defined (see the models
in [2] for details).

3) System Response Representations: Let x s denote the
predicted state of the system at time instant k£ in mode M.
Define, for k > 1, the set, Q. as a polyhedral overbound
on the set of states reachable at time k by applying all
possible disturbance sequences when 70 = 0, that is,

Ok 2 Bar,aDar FuWE Ani (Bar,aDur
DD - DALY (BaraDu B FuW),

where @ stands for the Minkowski sum. Now, consider
the nominal prediction of the state with wy = 0 Vk > 0,
dyr = 0, and the input command u}, € U{. We have

(6)

x}lka :.Z‘ljlef(U*) :SM7kI0+TM7kU*, (7
where
Sm k= Aﬁl» Tk = [A’XFBS} A’fvz_QBxf Bﬂ] )
U I O <

Note that the elements of the input command U* sequence
corresponding to the failed input channels have no impact
to the system response since the corresponding columns of
BY, are zero.

Then, by the superposition principle for linear systems,
we have

ek € Rark(U*) = {25, (U") } D Qnsk
= {Samrzo + Tar,eU* D Qar i

Since W is a closed polytope, it is reasonable to assume
that Qs in (6) are also polytopes. Note that the reachable
sets Ry (U*) are polyhedral if Qs 5 are polyhedral.

®)

C. Constraints

Pointwise-in-time state and control constraints are im-
posed to ensure safe operation of the system. Since the
working actuator input (a7 is a function of the state xj,
and the closed-loop input Uy, these state and control
constraints are transformed into the form:

Tk
ﬂ]tf |:UJ\/IJJ S ﬁ]}'\ﬁ/h

and the safety constraints are further defined by

o € X3 (Unr) = {m: a;, [U”” } < 5;4}. )

s



To accommodate the sequential failures, the safety con-
straints of the predecessor modes could be artificially tight-
ened to help the system satisfy the constraints of the subse-
quent operating modes and during the failure isolation and
reconfiguration. On the other hand, the safety constraints
could be temporarily relaxed during the failure mode isola-
tion and reconfiguration to, for example, reduce the number
of time steps needed during the mode transition, which can
help reduce the online computations. The tightened safety
constraints during the operation in each mode, as well as the
relaxed safety constraints for isolation and reconfiguration
are defined as follow:

zr €Xn (Unik) = Xy (Uni k) N X (Un i),
rr €Xr v (Umk), ok € Xpv(Unik),

where the sets ‘)E.]\/[(UMJC), XI,M(UM,k) D) X]T[(UM7]£)7 and
Xr v (Unr) 2 X3 (Unr k) are to be designed appropriately.
One of the easiest way, if all elements of 63, are positive, is
to use scaling factors and let

Tk

o€ X(Unp) = {3 {U J <nbi ) (0)
for X = X, X1, a1, Xr, 0 respectively corresponding to 77 =
no,M» N1, Mr,M» Where no ar € (0,1] and 17 4, Nr,Mm €
[1,00) while they should all be as close to 1 as possible to
avoid overly restricted/relaxed operation.

III. ONLINE FDI AND RECONFIGURATION PROCESS
A. Structure Overview

Figure 1 illustrates the online process flow of the FDI
and failure mode reconfiguration strategy for the proposed
FMEM system with three phases. In phase 0, the failure
detection is run at every time step to check if there is a new
failure. If the failure is detected, the system enters phase 1
for the failure isolation, at the end of which the failure mode
M is known. Otherwise, the system continues operating
in phase 0, and a reference governor is used to generate
the modified reference vy for reference tracking without
constraint violations. Conversely, during the isolation phase,

Fig. 1. Structural overview of the online FDI and failure mode reconfig-
uration strategy.

using a reference sequence is less straightforward than using
an open-loop input sequence since the closed-loop dynamics
are uncertain without knowing the failure mode ). Instead,
a sequence of actuator input commands U™ is computed and
applied to the plant. Once the isolation process is over, we
know the value of M, and it is assumed that the failure has
been identified (i.e. the value of dj; is known). The system
moves on to phase 2 where the nominal controller for the
isolated mode M is enabled and the reconfiguration process
is carried out. A recovery sequence of modified references
v is generated, and the system operates with this reference
sequence until the end of the reconfiguration process. Then,
the system returns to phase 0 and operates in the new mode.

B. Phase 0: Reference Tracking and Failure Detection

1) Constraint Admissible Sets: We first introduce the
definition of a constraint admissible set since both the
application of reference governor and the failure detection
use this concept. The constraint admissible set of mode
M € {0,---,Q}, denoted by Os n, is defined as a set
of the initial state x and the constant closed-loop input Uy,
such that, with these pairs, the safety constraints given by
(10) for X = X, will be satisfied for all future time. We let

Ooo,M :{(UM,LU()) LT € XM(UM) Vt € Zzo,
Ta1,55(Unt)EDBe € Xnr(Unp)

where z; is the system response, x s ss(Unr) is the steady-
state point (assuming zero-disturbance) given by

Tass(Un) = (I — Apy) ' ByUn,

and B, is an open ball of radius ¢ > 0. By this definition,
the constraint admissible sets are positively invariant, finitely
determined, and can be represented by a finite set of affine
inequalities under mild additional assumptions [12].

2) Reference Governor: For mode M € {0,--- ,Q — 1},
at every time step k in phase 0, in order to track the reference
command 7, as close as possible without violating the safety
constraints, a reference governor is used to generate the
modified reference v, by solving the following quadratic
programming (QP) problem:

(1)

12)

min ||rg — kag
Vi
S.t. (UM,kaxk) S Ooo,M~

The modified reference vy, is then taken by the controller to
command the input of the working actuators.

3) Failure Detection: If the system is operating in the
current mode M, and the control input is uy, the state g1
is determined by (1) with M = M. Hence, if the condition

Tr1 & Anip T + Bagyuk @ Fa, W (13)

holds, a new actuator failure has occurred and the isolation
phase is initiated. In the isolation phase, the successor
modes of mode My, whose set is denoted by succ(My), are
considered. Note that it is possible that (13) does not hold
but the new failure has already happened as the disturbance
wy € W can mask the failure. However, since the system



response is close to nominally expected, the operation is
considered to be safe in this case.

C. Phase 1: Failure Isolation

1) Isolability: Once a new failure is detected, the system
enters the failure isolation phase, at the end of which the
failure mode M should be known. Consider mode M, €
{0,---,Q — 1} whose successor mode is not M =
(otherwise it is certain that succ(My) = {Q2}), and any two
candidate modes Mj, My € succ(My) where My # Mo.
Based on the measured state, it is sufficient to isolate the
failure in N; steps if there exists an isolation sequence U*
such that the reachable sets have no common states, i.e.,

Rt vy (U) [\ Ros, v, (UF) = 0.

Then, the failure mode is the one whose reachable set
contains the measured state =y, .

Following (8), condition (14) can be ensured if and only
if

(14)

(Sary Ny = Snay Ny )To + (Taay Ny — Thay Ny ) U
g QM27NI®(_QM1,NI)7

where z here represents the state at the beginning of the
isolation.

2) Computations to Generate the Isolation Sequence: By
the definition of Qs x, the set on the right-hand-side of (15)
is polyhedral. Consider its representation in the form of affine
inequalities:

QM2aNI@(_QM17NI) = {x : 5‘[]1' < ﬁja j=1--- 7Q}'
Then, (15) can be re-stated as

SVE %((SMI,NI - SA{%NI)zTo
+ (Taty Ny — Taty N, )U) > Ay

The problem becomes finding an isolation sequence U*
such that (16) holds, and at the same time, the safety con-
straints given by (10) for X = X7 j, are satisfied. This can
be handled using mixed-integer optimization applied to (16)
transformed using the “Big-M” technique (see Sect. 9.3.1
in [13]). We introduce binary integers 6; € {0,1},j =
1,---,q. The condition (16) can be written as

q
j=1

H; ((Snay Ny — S, vy )T0 + (Tary Ny — Tary N,)U™)

15)

(16)

a7

where M > 0 is a large positive number, and v > 0 is a
small positive number introduced to replace “>" with “>".
For the numerical example in Sect. V, we use M = 109 and
~ =109,

The constraints (17) can now be integrated into a mixed-
integer quadratic programming (MIQP) problem, whose ob-
jective is to determine a minimum norm control sequence
U™ that ensures the ability to distinguish the operation in
mode M versus operation in mode My without violating the

safety constraints, that is, to find the solution of the following
problem:

. * (12
p-pin 1012 (18)
S.t. (U*,él, s ,5q,$0) S C(M()),
where
C(MO) = CM1,]V12 = {(U*vala T a6q7x0) :
q
j=1
Hi(Taey Ny — Taay vy )U™ — MO (19)

+}[J'(SM1,NI - SM2-,N1):'CO 2 ﬁj _M_’_,Y’
Vte{l,-- ,Nrt, 2t € Xrar, (Unre), vt € XI7MQ(UM¢)}.

Remark 1. If there are more than two candidate modes,
constraints can be defined similar to (19) for all distinct pairs
of candidate modes, e.g., if the candidate modes are M =
1,2,3, then constraints should be defined for mode pairs
(1,2), (2,3) and (3,1). The MIQP problem becomes

min ||U*(3
S.t. (U*, (5172,1, cee ,5172,(11 y 52,3,17 t 562,37(127
031,15+ ,08,1,45- o) € C(Mp),

where C(MO) = 0172 n 0273 n C371.

D. Phase 2: Failure Reconfiguration

When the system finished operating with the isolation
sequence, it enters the reconfiguration phase with the known
failure mode M € {1,---,Q — 1} and the vector of
stuck/jammed actuator positions dj; that has been identified.
In this phase, a reference sequence v = [vg e UEM}T
is generated to steer the state into the state projection of
the constraint admissible set, Proj,Ous s, within Njs steps
without violating the relaxed safety constraints given by
(10) for X = Xpr p. The recovery reference sequence is
determined by solving the following QP problem:

(20)

min ||rol — vl|3
v
s.t. x4 € XR,JV[(UIVI,t) Vt € {07 - Ny — 1},
(UJVLNM:xNM) € OOO,M7

where ¢ = 0 here corresponds to the beginning of the
reconfiguration phase, and by using 791l it is assumed that
the reference command stays at constant during the recon-
figuration process. The system eventually returns to phase 0
once it finished operating with the recovery sequence.

IV. CONDITIONS FOR GUARANTEED FAILURE ISOLATION
AND RECONFIGURATION

The set-membership conditions for the offline design pro-
cedure is now described. So far, three optimization problems,
(12), (18), and (20), have been introduced for different online
phases of the FMEM strategy. For the reference governor
defined by (12), the problem is feasible in the failure modes
because of the constraint (Ups n,,, TN, ) € Ooo,amr imposed



in (20). To ensure the feasibility of failure mode isolation
and reconfiguration, i.e., for (18) and (20), we can choose the
number of steps allowed for isolation Ny, the number of steps
allowed for reconfiguration Ny, and the safety constraint
scaling coefficients 1o ar, 71,0, and Mg, ar-

A. Isolation Conditions

When the system is operating in mode My € {0,--- ,Q—
1}, its state is contained in Proj, Ous as,, but when a failure
is detected, the state is in the following set:

Ty = |J  AmProj,O i, ®BulUPFuW.
M esucc(Mo)
21

This implies the following result:

Proposition 1 (Isolation Condition). If the following condi-
tion holds,

T, C Proj,C(My),
then (18) is feasible.

(22)

B. Reconfiguration Conditions
We begin by introducing the recoverable sets, which, for
the successor modes M € succ(My), are defined as
RIM (dar) = {mo: I{vo,-+ , v, } such that

x € Xpm(Uniy) VE € {0, , Npyp — 1},

(UM,NMa‘TNM) € OOO,M}

(23)

In mode ), we let the recoverable set to be the state
projection of the constraint admissible set, that is,

R%%G = Proj, 00 VNg 20, (24)

as the system runs open-loop when all actuators have failed.

At the end of the isolation phase, i.e., the beginning of
the reconfiguration phase, the system is in the known failure
mode M, and the states are in

Sy (dar, U*) = {zxn, : 0 € Proj,C(My)},

where z, results from using the isolation sequence U™ as-
suming the stuck/jammed actuator input is d,;. Furthermore,
since the state at the beginning of the isolation z¢ € Zy,, if
the isolation condition (22) holds, the states are contained in

Sii(dar, U*) = (26)

(25)

{l‘NI i) EIMO}-

If we have

SY (dag, U*) Q7

ﬂ RNJVI

dM €Dnm

which implies that the state at the end of the isolation phase is
in the recoverable set for any stuck/jammed actuator position,
the optimization problem (20) is guaranteed to be feasible.
However, dj; and U™ are a priori unknown. To satisty (27),
it is sufficient to define

S(Mo) = {JZNI T Xo EIMO, U* EUNI, d]u € D]w},
(28)

i.e., the set of states that are N steps later of the states
in Zpy, considering all possible inputs (for both working
and failed actuators) and disturbances, and impose a stricter

condition as
© N R

dM €Dnm

(29)

Proposition 2 (Reconfiguration Condition). If the conditions
(22) and (29) hold, then (20) is feasible.

The offline design procedure to satisfy the conditions of
Propositions 1 and 2 is demonstrated through a numerical
example in the next section.

V. NUMERICAL EXAMPLE
A. System Dynamics and Operating Modes

A mass-spring-damper system extended to consider set-
bounded input disturbance based on the numerical example
in [7] is used for illustration. The system is represented by

& =Ax+ Bu—+ Fw, y=Cx, (30)

where & = [ A]7 is the state vector of the displacement
« and the velocity A\, u = [f1 f2]T is the input vector of
two forces, and F = [0 m%]]T where my is the mass. The
details about the open-loop model, the process to acquire
the controllers using the Linear Quadratic Regulator (LQR)
theory, and the definitions of operating modes follow [7] so
they are not repeated here.

B. Constraints

The state and control constraints are given by

la] < amaxs [f1] < frame and [fo] < fo .,

where apax =1, f1,... = 0.6, and fo = 0.4. In addition,
the input disturbance is bounded by

3D

max

(32)

|w| < Wiax,
where wpax = 0.02.

C. Offline Design for Guaranteed Isolability and Reconfig-
urability

In this section, we consider the case of sequential failures
where the system begins operating in mode 0, then changes
to mode 1 where f5 fails, and eventually finishes in mode
3 with both actuators failed. The case with 0-2-3 mode
transition sequence follows a similar procedure (in mode 2,
f1 fails while fy is normal). The Bensolve toolbox [14]
is used for polyhedral computations. The design parameters,
N1, Ny, no,m» mi,m and mg ar, are chosen from a grid of
values to minimize the number of time steps needed and the
changes from the original constraints due to scaling.

The offline design proceeds backward in terms of the
failure sequence, that is, we begin by considering mode 3 and
determining its recoverable set given the safety constraints.
To ensure the system state is in Proj, O 3 during mode 1,
we choose 1p,1 = 0.45 to satisfy Proj, O 1 C Proj, Ou 3.
The result is shown in Fig. 2(c). For mode 2, o2 = 0.75.



Next, the isolability condition for the transition from mode
0 given by (22) with My = 0 is considered. We let oo = 1
so that the normal operation is not artificially restricted,
and we use 771 = 1.2 to relax the safety constraints for
N; = 2 steps during the isolation phase. Note that this is
a common step for the 0-1-3 and 0-2-3 mode transitions,
as both mode 1 and 2 are the successor modes of mode
0. Hence, the parameters Ny, 771 and 7o are adjusted
together to satisfy (22). For mode 2, we also let n; o = 1.2.
Figure 2(a) illustrates the set-membership relation.

Finally, we consider the reconfigurablity for the mode
transition to M = 1. The recoverable set of mode 1 is
determined following (23), and the condition that needs to be
satisfied is (29). In this phase, we relax the safety constraints
by having g1 = 1.7 and allow N; = 15 steps for the
recovery. The set-membership relation is shown in Fig. 2(b).
For mode 2, nr2 = 1.9 and Ny = 22.

D. Simulations

A simulation is run for the case of 0-1-3 mode transition.
The input disturbance follows a normal distribution within
W using zero mean and the standard deviation o = wyax/6.
The failures are set to happen in 2 and 44 sec, while the
displacement reference command switches between —0.99
and 0.99 in 20 and 40 sec. Figure 2(c) shows the state
trajectory and Fig. 2(d) shows the time-based signals for
a 60-sec simulation. Both failures are detected in one step
and the isolation and reconfiguration takes 3.4 sec in total
as determined by N; and N, for M = 1. The difference
between the reference command and the modified reference
in mode 1 shows that the operation is restricted after the
initial failure to prepare for the potential subsequent failure,
i.e., transiting to mode 3, which makes the system run in
open-loop. No constraint violations are observed during the
operation in any of the modes and phases.

Fig. 2. (a) Isolation condition satisfied for My = 0. (b) Reconfiguration
conditions satisfied for Mo = 0. (c) State projections of Oy, a7 and state
trajectory. (d) Time-based signals where M is the actual mode and Mest
stands for the mode determined by the FMEM unit.

VI. CONCLUDING REMARKS

Enhancements to a reference governor-based Failure Mode
and Effect Management (FMEM) strategy for a system with
redundant actuators that can become stuck/jammed have
been developed. These enhancements ensure the ability to
detect and isolate failures within a finite time while tracking
reference commands and satisfying state and control con-
straints. Conditions have been derived that can be used in
the offline design phase to guarantee the ability to detect and
isolate failures within a pre-determined time duration and to
reconfigure the system into the next mode. The proposed
system can handle sequential failures and unmeasured set-
bounded disturbance inputs. A mass-spring damper example
with two force inputs has been reported to illustrate the
design and operation of the proposed FMEM strategy. Pos-
sible directions of future work include considering (1) other
types of failures, e.g., failures caused by actuator efficiency
degradation, failed signals that change slowly with bounded
rates, and failures related to sensors and/or communication,
and (2) challenges for implementing the strategy in real-time,
e.g., in the situation when the isolation and reconfiguration
sequences cannot be generated in time for execution due to
limitations of computational resources.
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