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ABSTRACT

Fluid polyamorphism, the existence of multiple amorphous fluid states in a single-component system, has been observed or predicted in
a variety of substances. A remarkable example of this phenomenon is the fluid—fluid phase transition (FFPT) in high-pressure hydrogen
between insulating and conducting high-density fluids. This transition is induced by the reversible dimerization/dissociation of the molecular
and atomistic states of hydrogen. In this work, we present the first attempt to thermodynamically model the FFPT in hydrogen at extreme
conditions. Our predictions for the phase coexistence and the reaction equilibrium of the two alternative forms of fluid hydrogen are based
on experimental data and supported by the results of simulations. Remarkably, we find that the law of corresponding states can be utilized
to construct a unified equation of state combining the available computational results for different models of hydrogen and the experimental

data.

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0107043

In addition to being a liquid or a gas, single-component sub-
stances can exist in other amorphous fluid states. This phenomenon
is known as liquid or, more generally, fluid polyamorphism.'”
Fluid polyamorphism has been observed or predicted in a vari-
ety of substances, such as superfluid helium,”” high-pressure-
fluid hydrogen,”'" sulfur,”” phosphorous,™* liquid carbon,'
silicon,’®** silica,'””" selenium and tellurium,”"”* and cerium.?®
It is also highly plausible to exist in metastable deeply super-
cooled liquid water below the temperature of spontaneous ice
nucleation.” "’

Fluid polyamorphism can be modeled thermodynamically
through the reversible interconversion of two alternative molecu-
lar or supramolecular states.””"”” The application of this “two-state”
thermodynamics to the variety of polyamorphic substances could
be just as useful a phenomenology that may or may not neces-
sarily reflect the microscopic origin of polyamorphism. However,
there are a few substances, such as hydrogen, sulfur, phosphorous,
and carbon, where the existence of alternative liquid or dense-fluid
states can be explicitly induced by a reversible chemical reaction:

polymerization in sulfur, phosphorus, and carbon or dimerization
in hydrogen.™

In this work, based on the available experimental and compu-
tational information obtained for this phenomenon, we present the
first attempt to thermodynamically model the first-order fluid-fluid
phase transition (FFPT) between molecular (dielectric) and atom-
istic (conductive) states of hydrogen. Experiments and simula-
tions have discovered that at extremely high pressures, highly
dense fluid (dimeric) hydrogen dissociates into atomistic fluid
hydrogen."" """ Using the generalized law of corresponding
states, by reducing the temperature, pressure, and entropy by their
critical values, we combine the available experimental data with the
results of computations"****"*"* to predict the equation of state of
hydrogen near the fluid-fluid phase transition (FFPT). We show
predictions for the phase coexistence and the reaction equilibrium
of the two alternative states of fluid hydrogen.

There is a remarkable analogy between the challenges in ther-
modynamic modeling of fluid polyamorphism in hydrogen and that
in supercooled water. In both cases, there is a reasonable agreement
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on the shape and location of the first-order transition line, while the
position of the fluid-fluid critical point (FFCP) is highly uncertain
and a subject of current debate in the literature.””"**"*>* 2 This
uncertainty, in both hydrogen and water, is due to the extreme con-
ditions of the phenomena. In supercooled water, the liquid-liquid
transition is hidden below the temperature of spontaneous ice
formation,”””" while in hydrogen, the fluid-fluid transition occurs
at immensely high pressures (millions of atm).*” Consequently, it is
not surprising that the available computational or experimental data
are scarce.”"""” We show that despite the uncertainty in determin-
ing the location of the FFCP in hydrogen, thermodynamic modeling
provides a principal direction to predict the equation of state for the
system. Remarkably, we find that the law of corresponding states can
be utilized to reconcile the different computational models of hydro-
gen and experiment”'**""**** into a unified equation of state.
We introduce an additional parameter to generalize the law of corre-
sponding states, the entropy at the critical point (S ), which provides
the opportunity for further studies of hydrogen, both experimen-
tal and computational, to be unified under the general approach
presented in this work.

The suggested global phase diagram of hydrogen, based only
on the available experimental evidence for the fluid-fluid phase

transition,” '****' the solid-liquid mel'[ingﬁtrg’nsition,5 607678 and
the location of solid-metallic hydrogen,”""" "~ which is supported
by the most recent computational studies,*”****”*"* is shown

in Fig. 1(a). It illustrates the fact that a huge pressure gap separates
the liquid-gas®' and fluid-fluid phase transitions in hydrogen.

Our adopted locations of the FFCP and the solid-fluid-fluid
triple point (SFF-TP) are based on the available experimen-
tal data’ """ and on discussions present in the literature’ "’
(Table T). We note that the exact location of the FFCP is uncertain,
as the interpretation of the experimental data of both Zaghoo et al.”
and Ohta et al.® has been highly debated.”*”"”® Most authors sug-
gest that the experimental data of Ohta et al.,” on the anomalies of
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the heating efficiency, are obtained in the supercritical region.”* We
interpret the results observed by Ohta et al.” as the anomalies of the
heating efficiency along the “Widom line,” the line corresponding
to the maximum of the fluctuations of the order parameter, which
emanates from the critical point.”"*’

The significant discrepancy between the results of different
computational models makes it impossible to utilize these results for
a single equation of state. However, presenting the same results in
reduced variables, as suggested by the law of corresponding states,
allows the computational results to be used along with the exper-
imental data for thermodynamic modeling. In Fig. 2, all of the
available computational and experimental data on the fluid-fluid
phase transition are presented in real units of pressure and temper-
ature [Fig. 2(a)] and in reduced variables [Fig. 2(b)], pP= P/P. and
T-= T[T, where P. and T, are the critical pressures and temper-
atures obtained (or adopted) from different works. We found that
the simulation data based on Quantum Monte Carlo (QMC) could
also be collapsed into the universal phase diagram by reducing the
entropy by the critical value of the entropy, $ = S/Sc. In classical
thermodynamics, the reference value for the entropy is arbitrary.
Commonly, the value, S, is adopted as S. = df’/ dT|T=TC,‘\' 5% which
was found to be S¢ = 0.8 for all QMC simulations.

Thermodynamically, the phenomenon of the fluid-fluid tran-
sition in hydrogen can be modeled through the interconversion
reaction, A = B," where state A represents the free atoms of hydro-

gen and state B represents dimerized hydrogen atoms. The total
Gibbs energy per hydrogen atom (reduced by RT., where R is the
ideal-gas constant) is

G = G4 + xGpa + Gmix(x), (1

where Gpa = Gp — Ga, such that G4 and Gp are the Gibbs energies
of hydrogen in the monatomic or diatomic states, respectively, x

(b)]

"TP(SFF) Atomistic H (fluid)

[ Hi(solic)

Molecular H (fluid)

0 500 1000 1500 2000 2500
Temperature [K]

FIG. 1. The global pressure-temperature phase diagram for hydrogen. (a) The full range from low to extreme pressures in logarithmic scale. The crosses indicate the
experimental data for the solid-liquid melting transition presented in the work of Diatschenko et al.°” (blue), Datchi et al.>¢ (cyan), Gregoryanz et al.>° (pink), and Zha et al.%
(purple). The solid black curves at low pressure (P < 0.1 GPa) are the liquid-gas-solid phase transitions,®" while the solid black curve at high pressure (P > 0.1 GPa) is the

Kechin equation®” as reported in Ref. 60. The black dashed curve is the predicted continuation of the melting line based on experimental and computational evidence,
’ of the domain of solid metallic hydrogen.

while the dotted lines represent the highly debated prediction™ "

50,60,63

64,65

70-15 The red line is the first-order fluid—fluid phase transition

adopted in this work. (b) The phase diagram of hydrogen at extreme conditions, in the area of the box in (a). The open circles are experimental data presented in the work
of Zaghoo et al.”“**" (dark brown), McWilliams et al.'° (light brown), and Ohta et al.? (orange). Simulation results****“5-5"5 are spread within the gray area and shown in
detail in Fig. 2. The fluid—fluid phase transition (solid red) and Widom line (dotted red) are represented by Eq. (4). The red star is the location of the fluid—fluid critical point

(FFCP) as adopted in this work.
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TABLE 1. The suggested locations of the fluid—fluid critical point (FFCP) and the
solid—fluid—fluid triple point (SFF-TP).

P (GPa) T (K) p (g/cm?)
FFCP 105 1900 0.8
SFE-TP 250 600 e

is the fraction of hydrogen atoms in the diatomic state, and Gmix
is the Gibbs energy of mixing of these two alternative states. We
model Gnix as a sum of two parts: an asymmetric quasi-ideal mixing
of diatomic and monatomic hydrogen and a nonideal excess Gibbs
energy of mixing in the form

Gonin (x) = T[glng +(1-x)In(1 —x)] +o(T,P) x(1-x). @)
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FIG. 2. Unifying the different simulation results with experimental data of hydrogen
by the generalized law of corresponding states. (a) Experimental and simulation
results for the fluid—fluid phase transition (FFPT). (b) Unified representation of the
FFPT by reducing pressure, P = P/P, temperature, T = T/T;, and the critical

value of the entropy, S = S/S.. In (a) and (b), the open circles are the experimental
data of Zaghoo et al.”“**" (dark brown), McWiliams et al.'® (light brown), and
Ohta et al.® (orange). The computational results are indicated by the triangles:
Blue tints correspond to the Density Functional Theory (DFT) simulations of Bonev
et al.’”% (dark blue), Morales et al." (blue), Hinz et al.*° (sky blue), and Karasiev
etal. ' (light blue). Meanwhile, green tints correspond to the Quantum Monte Carlo
(QMC) simulations of Morales et al.! (dark sea green), Lorenzen et al.*? (green),
Pierlioni et al.*6 (dark green), Mazzola et al.*” (lime green), and Tirelli et al.>*
(yellow green). The colored stars correspond to the reported (or adopted in this
work) critical points for each dataset. The solid black curve is the solid—fluid phase
transition line as discussed in Fig. 1, and the red solid line is the FFPT predicted
in this work.
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We approximate the dimensionless non-ideality parameter,
w = w(T,P), up to first order in AT and AP, as

w(T,P) = wo — wrAT + wpAP, 3)

where AT =T -1and AP =P - 1.

The FFCP parameters are determined from the thermodynamic
stability criteria that 9*G/ 8x2|T~!p =0and 9°G/ 8x3|T~f, = 0, such that
the critical fraction of hydrogen atoms is x. = /2 - 1 and the criti-
cal temperature is Tc = 2(2 - V2 )2 wo. We note that the first study
to apply the two-state thermodynamic approach to high-pressure
hydrogen was presented by Cheng et al.”” While the predictions of
Cheng et al. for the FFPT are not in agreement with the results of
other simulations and experimental studies,’! their study provides a
reasonable idea for how the non-ideality parameter, w, might depend
on pressure and temperature. Based on the suggested trend, we opti-
mized wr and wp to agree with the behavior of hydrogen from
the available computational data"***** and, consequently, adopted
these parameters as wr = 2.062 and wp = —0.175. The asymmetric
Gibbs energy of mixing is illustrated in Fig. 3(a) along with the
fluid-fluid coexistence, calculated via the common tangent method,
and the limit of absolute stability (spinodal), calculated via the
thermodynamic stability conditions.

FIG. 3. The components of the Gibbs energy (per atom) for hydrogen in the vicin-
ity of the fluid—fluid phase transition. (a) The Gibbs energy of reaction, Gga, as
given by Eq. (5). The isotherms are T = 0.5T (orange), T = 0.75T, (blue), T = T,
(green), T = 1.25T; (red), and T = 1.5T (purple). (b) The Gibbs energy of mixing,
Ghix as given by Eq. (2). Gy is shown as a function of the fraction of hydrogen
atoms in the diatomic state, x, for isotherms T = 0.5T¢ (blue), T = 0.75T (green),
and T = T, (red) at P = P.. The solid black curve corresponds to the fluid—fluid
coexistence.
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The condition for chemical reaction equilibrium is given by
0G/0x|j = 0, resulting in the balance of the Gibbs energy of
reaction, Gga, and the exchange chemical potential of mixing,
pmix = OGmix/0x]| 1 p, such that thermodynamic equilibrium follows
from

GBa = —Hmix- (4)

We approximate the Gibbs energy of reaction, Gpa = GBA(T,p), up
to second order in T and B, as

0

GBA=s—ocT+ﬁp+yTﬁ+ 5

~2 K2

T 2P , (5)
where &, «, and 8 are the energy, entropy, and volume changes
of the reaction, respectively, while y, §, and « are proportional to
the volumetric expansivity, isobaric heat capacity, and isothermal
compressibility changes of the reaction, respectively. To balance the
Gibbs energy of reaction, Eq. (5), with the derivative of the Gibbs
energy of mixing, we express Gpa as an expansion in AT and AP as

Goa = 1 — aAT + bAP + gATAP + %l(AT)Z - g(Aﬁ)z, (6)

where the modified coefficients of the thermodynamic balance,
Eq. (6), are related to the coefficients of reaction, Eq. (5), as

s:u+a—b+g+é—5,
2 2
a=a+g+d, (7)
B=b-g+k

alongwithy =g, 6 =d,and x = k.

If the Gibbs energy of mixing, Gmix, would be symmetric with
respect to x, then Gpa = —u,, = 0 could describe the conditions for
both reaction equilibrium and fluid-fluid phase equilibrium.” How-
ever, since the monatomic and diatomic mixing are asymmetric, the
condition for the balance of phase and reaction equilibrium, Eq. (4),
is given through

fimix :az(w(T;P) _

2 A A
7 7 a)o) +a1(w(§:P)—wo)+ao, (8)

where the coefficients ag = —0.502, a; = 0.166, and a, = —0.071.

The developed equation of state is formulated through the
Gibbs energy for the system as a function of temperature and pres-
sure. Due to the interconverting nature, the two states of hydrogen
are thermodynamically equivalent to a single-component system.
Consequently, this produces an equation of state in terms of the
equilibrium fraction of dimerized atoms, x. = x.(T, P), and the den-
sity of the system, p = p(T, P). Our equation of state contains seven
adjustable parameters: five from the Gibbs energy of reaction, Gga,
(4, a, b, g, and k), Eq. (5), and two from the non-ideality parameter
in the Gibbs energy of mixing (wr and wp), Eq. (3). We reduce
the number of adjustable parameters from the following analysis of
the available computational data on hydrogen in the vicinity of the
fluid—fluid critical point.

From the computational heat-capacity data presented by
Karasiev et al.,”’ we approximate the heat-capacity change of
reaction to be §~0, and from the computational isothermal

COMMUNICATION scitation.org/journalljcp

compressibility data presented in the supplementary material of
Pierleoni et al.,** we approximate x ~ 0.625 mm”’/(GPa mol). Addi-
tionally, we adopt ¢ = —108 kJ/mol based on the known value of
the bond dissociation energy of H,.%” As discussed above, we adopt
wt = 2.062 and wp = —0.175.

From these findings, we have reduced the number of free para-
meters to three: a, b, and g. We determined the values of the
remaining free parameters as a = —4.95, b = 0.044, and g = 0.0124
from the computational and experimental data utilizing the general-
ized law of corresponding states (Fig. 2). Using the relations between
these parameters and the physical parameters in Eq. (5), we esti-
mate the entropy change of the reaction as a = —=34.0 J/(K mol), the
volume change of the reaction = 393 mm?/mol, and the volume-
expansivity change of the reaction y = 0.0677 mm®/(K mol). The
Gibbs energy change of reaction is shown in Fig. 3(b). It demon-
strates that pressure is the major factor influencing the behavior
Of GB A

Using the Gibbs energy of mixing, Eq. (2), the Gibbs energy of
reaction, Eq. (5), and the variables determined from the universal
phase diagram, the equilibrium fraction of hydrogen atoms in the
dimerized state, x., is determined from Eq. (4). The corresponding
equilibrium fraction phase diagrams are presented in Figs. 4(a) and
4(b). At higher temperatures and lower pressures, the equilibrium
composition changes from the dimeric state x. = 1 to the monomeric
state x, = 0.

The density of species is expressed through the equilibrium
fraction via*

1.01

0.8]
0.6]
061
< ]
0.41
0.2

0.0

1.01
0.8}
06}
ﬂJ
x ]
04t

0.2}

0.01
1000 1250 1500 1750 2000 2250 2500
T[K]

FIG. 4. Equilibrium fraction of hydrogen atoms in the diatomic state, x. (a) Equilib-
rium fraction—pressure diagram for T = 0.5T; (orange), T = 0.75T; (blue), T = T,
(green), and T = 1.25T; (red). (b) Equilibrium fraction-temperature diagram for
P =0.75P; (blue), P = P; (green), P = 1.25P; (red), P = 1.5P; (purple). The
solid and dashed black curves are, respectively, the fluid—-fluid coexistence and
the limit of thermodynamic stability (spinodal).
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s (0GY [ 1 9Gm -

D }),]‘ = Y = + Xe x + A Ae 1- e > 9
poty=(55), = | vt S| o
where p4 = pa(P, T) is the volume of the monatomic hydrogen state,
and it may be expressed to second order in AT and AP as

pa = pe— poAT + p1AB + p, ATAD — p3(AP) + pu(AT)Y.  (10)

Using the most recent QMC simulations presented in the work
of Tirelli et al.,”” pa is estimated by Eq. (10) with the following
coefficients: pc = 1.01, po = 0.25, p1 = 0.56, p, = 0.56, p3 = 0.21, and
pa =0.12. The corresponding pressure-density phase diagram is
presented in Fig. 5, and it demonstrates good agreement with the
computational data in the vicinity of the FFCP.

We note that the properties observed in experimental studies
(e.g., conductivity, reflectivity, and thermal efficiency)” '"***' could
be indirectly related to the proper order parameter for the FFPT in
hydrogen. In the thermodynamic scheme presented in this work, the
corresponding order parameter is the difference between the frac-
tion of dimerization and its critical value, x — x.. The measurable
quantities (such as density or conductivity) are coupled to the order
parameter.

The rate of dimerization/dissociation could also affect the
observation of the FFPT in hydrogen. Recent simulations by Geng
et al. indicate that the interconversion between H, and H is fast
compared to the self-diffusion of species.*® This effect of intercon-
version could produce the phenomenon of phase amplification, the
growth of one phase at the expense of the other.””"’ Phase amplifi-
cation occurs to avoid the formation of an energetically unfavorable
interface between alternative stable phase domains. In macroscopic
systems, where the interfacial energy is much smaller than the bulk

—_
[e]

N

-
(4]

-
EN

AR ENT RSN N RN AR RN AN RN AN
= t t t t t

- - -y
— N w

iy
o

o
©

FIG. 5. The pressure—density phase diagram of hydrogen based on the equation
of state developed in this work. The open circles correspond to the QMC simula-
tions of Tirelli et al.53 Isotherms correspond to T = 0.67 (orange), T = 0.73 (red),
7 =08 (brown), T = 0.87 (purple), T = 0.93 (green), and T = 1.0 (blue). The
fluid—fluid coexistence is shown by the solid black curve. The red star corresponds
to the FFCP adopted in this work.
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energy, the formation of a metastable interface becomes less unfa-
vorable and the possibility that the system would form an interface
drastically increases.’” Finally, depending on the simulation condi-
tions, due to a nonzero volume of the dimerization reaction, phase
amplification may or may not occur depending on the simula-
tion ensemble.” These factors could contribute to the challenge in
observing the FFPT in hydrogen.

In conclusion, hydrogen at extreme conditions is an example
of a polyamorphic fluid. There is a remarkable analogy between
the challenges in thermodynamically modeling the fluid-fluid phase
transition in hydrogen and other polyamorphic substances, such
as supercooled water. In this work, we have outlined the steps to
thermodynamically model the FFPT in hydrogen. Using the most
recent computational and experimental studies,”* """ 177 we
provide the first attempt to develop the equation of state for high-
pressure hydrogen near the FFPT. We demonstrate that by using a
generalized law of corresponding states (via reducing the pressure,
temperature, and entropy by their critical values), the results of sim-
ulations can be reconciled. We also provide estimates of the entropy,
volume, and volume-expansivity change of the reaction.

In its current form, our equation of state has been optimized
in the vicinity of the fluid-fluid critical point; but in the future, the
proposed thermodynamic scheme could be refined upon the arrival
of more comprehensive experimental and computational data for
hydrogen at extreme conditions. In particular, with more accurate
estimates of the heat and volume change of the transitions from the
solid-hydrogen phase to the alternative coexisting fluid phases, it
could be possible to predict changes in the slope of melting curves
at the SFF-triple point. In addition, it would be desirable to investi-
gate the dynamics of phase growth and its relation with the rate of
dimerization in high-pressure hydrogen.
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