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Abstract— Gaussian Processes (GPs) are expressive models
for capturing signal statistics and expressing prediction uncer-
tainty. As a result, the robotics community has gathered interest
in leveraging these methods for inference, planning, and con-
trol. Unfortunately, despite providing a closed-form inference
solution, GPs are non-parametric models that typically scale
cubically with the dataset size, hence making them difficult
to be used especially on onboard Size, Weight, and Power
(SWaP) constrained aerial robots. In addition, the integration
of popular libraries with GPs for different kernels is not trivial.
In this paper, we propose GaPT, a novel toolkit that converts
GPs to their state space form and performs regression in
linear time. GaPT is designed to be highly compatible with
several optimizers popular in robotics. We thoroughly validate
the proposed approach for learning quadrotor dynamics on
both single and multiple input GP settings. GaPT accurately
captures the system behavior in multiple flight regimes and
operating conditions, including those producing highly nonlin-
ear effects such as aerodynamic forces and rotor interactions.
Moreover, the results demonstrate the superior computational
performance of GaPT compared to a classical GP inference
approach on both single and multi-input settings especially
when considering large number of data points, enabling real-
time regression speed on embedded platforms used on SWaP-
constrained aerial robots.

SUPPLEMENTARY MATERIAL

Code: https://github.com/arplaboratory/GaPT
Video: https://youtu.be/Bi5x2sQcW3s

I. INTRODUCTION

Gaussian Processes (GPs) have become popular models in
a wide range of robotics inference [1], [2], [3], planning [4],
and control problems [5], [6], [7]. However, their inference
time scales cubically with respect to the dataset size, thus
making these models unsuitable for many real-time robotics
problems, especially on Size, Weight, and Power (SWaP)
constrained aerial robots. This motivates the need to develop
novel approximation techniques that can perform inference
at a much higher rate without sacrificing the accuracy of
the original model. In this paper, we present GaPT, a GP
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Fig. 1: Comparison between GaPT and a classical GP infer-
ence approach (GPyTorch) for learning quadrotor residual
dynamics during agile flight on 6000 test data points.

Toolkit that converts a GP into a linear state space form.
This form processes information sequentially to learn the
data trend allowing the computation to scale linearly with
the dataset instead. GaPT can easily instantiate any kernel
or combination of them in C++ with minor or no user
effort. The approach does not perform the expensive matrix
inversions or multiplications of a typical GP and is easily
portable to SWaP-constrained robots.

Our main contributions are the following. First, we design
and present GaPT, a GP Toolkit that can perform inference
at a much faster rate than the standard inference model
used in popular libraries such as [8] by translating GPs
into a linear state space form. The linear state space form
or State Space Gaussian Process (SSGP) scales linearly
with respect to the dataset size. This allows quicker data
processing and overcomes one of the major hurdles related
to real-time robotics applications, especially when employing
large datasets on SWaP constrained aerial robots. In fact,
the histogram in Fig. 1 shows the superior computational
advantages of GaPT which requires ×37 less time compared
to the GP baseline, while also producing similar infer-
ence results when estimating external disturbances. Second,
GaPT includes the state space realization for Single Input
Single Output (SISO) as well as for Multiple Input Single
Output (MISO) robotics systems. By expanding the input
space to multi-dimensions, GaPT better captures the high-
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frequency characteristic of the true signal, outperforming
single input GPs on unfiltered real-world data, as experimen-
tally validated in our results. Third, we provide a variety of
ready-to-use kernel implementations such as RBF, Periodic,
and Matern kernels. Fourth, we validate our approach on
real-world learning quadrotor dynamics inference problems
to capture the system behavior in multiple flight regimes
and operating conditions, including those producing highly
nonlinear effects such as aerodynamic forces and torques,
and rotor interactions. Finally, our method includes a quick
training routine and can easily export C++ ready functions
that can be integrated into several optimization libraries
(e.g., [9], [10], [11]) often used on small-scale aerial [1]
and ground [2] robots. Our approach and its open source
implementation will contribute to reducing the entry barrier
to the adoption of these approaches avoiding the complex in-
tegration and computation time required by several libraries,
especially for SWaP robots.

II. RELATED WORKS

In literature, GPs have been applied to learning residual
or full system dynamics [1], [2], [3], reward functions [12],
planning [4], adaptive control [13], or learning safety regions
for repeated tasks such as in reinforcement learning [5], [6].
These methods are often implemented by hard coding the full
GP model in C++ such as in [1], [2]. In the realm of Bayesian
Machine learning, Python libraries, such as GPytorch [8] or
GPyflow [14], are useful for training hyperparameters and
inference. These libraries leverage PyTorch or TensorFlow
systems respectively for back propagation and GPU inte-
gration allowing the easy implementation of new kernels or
more complex GP models [15], [16], but are complicated to
interface with robotics optimization solvers [9], [10], [11].

Being non-parametric, the inference computation time of
GPs generally scales with O(n3) with n the dataset size
even when using the aforementioned libraries although the
corresponding processing time is internally mitigated by
leveraging GPU parallelism. The process of accelerating GPs
is a major field of study. Data dimensionality reduction
techniques [17], [18], [19] attempt to reduce the dataset size
to a fraction of the points while keeping similar predictive
performance. However, by performing data selection, a GP
can never retain its full expressiveness especially if a large
amount of data has to be discarded especially if converting
inference time from a cubic order to a linear order a
correspondingly large amount of data must be discarded.
Our current method sidesteps this issue by converting the
GP to an approximate state space form which only requires
O(n) time complexity allowing us to perform rapid inference
without discarding data. This approach is inspired by recent
signal processing results [20], [21]. However, [20] derives the
state space form but only for a SISO system and is tailored
for signal processing problems. In addition, it is very difficult
to obtain a step-by-step formulation and portable solution
tailored for small-scale robots. For further computation time
increases among state space models, [21] also proposes a
framework for SSGPs, but the code relies heavily on pre-

computing the Kalman filter predictions and updates steps to
achieve these computation time gains making it less suitable
for online learning. The aforementioned SSGP works are
also not formulated for processing multiple inputs in the GPs
and only consider single outputs with the exception of [22].
However, this approach is difficult to derive, implement,
and practically use for dimensions beyond two. GaPT is
easy to derive, and implement and has been experimentally
validated. Finally, our framework seeks to promote the use
of additional kernels by implementing several variants and
provides a clear approach to enable any user to derive with
minor effort additional ones based on the research needs.

III. GAUSSIAN PROCESS REGRESSION

Considering a multi dimensional input x ∈ Rn, a Gaussian
Process (GP) is stochastic process f(x) where any collec-
tion of random variables has a joint Gaussian Distribution
[f(x1), f(x2), . . . , f(xn)] ∼ N (µ,K). A GP is commonly
defined as introducing the kernel formalism [23]

f(x) ∼ GP(µ(x), k(x,x′)), (1)

where µ(x) : Rn → R and k(x,x′) : Rn × Rn → R
represent the mean and the covariance functions respectively.
For a general regression problem, given a set of training data
D = {X,y}, with X = {xi ∈ Rd}ni=1 and y = {yi ∈
R}ni=1, the interest is finding a function f : Rn → R so
that given an unknown input x∗ ∈ Rd the predicted value
y∗ ∈ R is reliable. In GP regression, f(x) are assumed
sampled from a zero mean Gaussian process (see eq. (1)) and
the observations are assumed corrupted by additive Gaussian
noise [22], [24]

GP Prior f(x∗) ∼ GP(0, k(x,x′;θ)) (2)

Measurements yi = f(xi) + ϵ, ϵ ∼ N (0, σ2
noise) (3)

where θ represents the kernels hyper-parameters (length-
scales, magnitude, period length, etc) which could be inferred
from the marginal likelihood N (y|0,Kxx) maximizing the
log-marginal likelihood

p(y|X,θ) = −1

2
log|K| − 1

2
y⊤K−1 − n

2
log2π, (4)

where K = k(X,X,θ) + σ2
noiseI is the covariance matrix

for the targets y. The main advantage of employing GPs
as regression models is the analytically tractable and close
form solution of the predictive distribution [23] which is a
Gaussian distribution with mean and variance

k∗ = [k(x∗,x0) k(x∗,x1) · · · k(x∗,xn)]
⊤,

µi(f(x∗)) = k⊤
∗ (K+ σ2

noiseI)
−1y,

V[f(x∗)] = k(x∗,x∗)− k⊤
∗ (K+ σ2

noiseI)
−1k∗.

(5)

Consequently, one of the main drawbacks of using Gaus-
sian processes is the computational complexity, which can be
limiting in applications where a large dataset is required to
learn a complex function. The mean and variance evaluations
(see Eq. (5)) are ruled by matrix inversions. Even given
a pre-computed inverse it still takes O(n3) due to the
multiplication which limits the amount of data usable in time-
sensitive tasks such as robot control.
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IV. METHODOLOGY

We describe a hierarchical approach to converting station-
ary kernel into its state space form for MISO systems and
present a clear derivation of the state space form for different
kernels useful in robotics.

A. Dual GP representation for stationary kernels

Performing a proper statistical inference often requires
a large number of samples. This clashes with the high
computational complexity required by GP-based inference.
However, for stationary kernels, the Gaussian Process can
be thought of as a solution to an approximate m-th order
Stochastic Differential Equation (SDE) [25]. The Linear
State Space Model (LSSM) representation of the system
allows us to consider the statistical inference problem as a
state estimation task that can be solved with an equivalent
Kalman filter. The computational cost for a single evaluation
depends on the m-order of the system O(m3), and if the
number of the observations n ≫ m, the influence of m3

can be neglected obtaining O(nm3) ∼ O(n). m in this case
is a user-controlled hyperparameter maps to a Taylor Series
approximation order of the Kernel. The approach represents
an advantageous alternative to the classical GP inference
method (with O(n3) cost). Therefore, this framework takes
into account some covariance functions of a stationary pro-
cess (Radial Basis kernel, Matern Kernel, Periodic Kernel),
where the covariance functions are input invariant to trans-
lations (i.e., k(x,x′) = k(∆) where ∆ = x − x′). All
stationary kernels can be directly derived by their spectral
density [26], [27]. Because all stationary kernel functions
are positive definite and stationary by the GP definition, we
can apply Bochner’s theorem as below to form a Fourier dual
with the covariance function and its power spectrum.

Theorem 4.1 (Bochner): A continuous stationary function
is positive definite if and only if k is the Fourier transform
of a finite positive measure

k(∆) =

∫
S(ω)e2πiω∆dω, (6)

where S is a positive finite measure.
If k(∆) has a density S(ω) then S is known as the spectral
density (or power spectrum) corresponding to k. In this case,
the covariance function and spectral density are Fourier duals
[28]

S(ω) =

∫
k(∆)e−2πiω∆d∆. (7)

B. State Space Gaussian Process (SSGP)

A Gaussian Process can be defined by two major com-
ponents described in eqs. (2) and (3) Unfortunately, the
GP Prior equation, eq. (2) is in a large matrix form making
it computationally complex. We turn our attention to an
alternative formulation of GP Prior described solely as a
differential equation driven by a white noise process (zero-
mean Gaussian process with a Dirichlet kernel function of
magnitude qc) [22]. We start by considering a single input

Algorithm 1 State Space Gaussian Process Conversion

1: F [k(τ)] = S(ω) = F (jω)F (−jω) {Bochner}
2:

q2c
S(w) = s(jω)s(−jω) ≈

∑m
i=0 ci(ω

2)i{Taylor Series}
3:

∑m
i=0 ci(ω

2)i =
∏m

i=1(r
2
i + ω2) {Root Factor}

4:
∑m

i=0 ci(ω
2)i =

∏m
i=1(ri − jω)(ri + jω) {Decomp.}

5: s(jω) =
∏m

i=1(ri + jω) {Positive conjugate,}
6: s(jω) =

∑m
i=0 ai(jω)

i {Defactorization,}
7: F−1 [s(jω)] =

∑m
i=0 ai

∂if(x)
∂xi {Inverse Fourier}

single output formulation in terms of a single input variable
x ∈ R as

Q(x) = al
∂lf(x)

∂xl
+ · · ·+ a1

∂f(x)

∂x
+ a0f(x), (8)

where Q(x) represents a white noise process and f(x)
represents the function we would like to fit over our data.
Conceptually, we can see the reformulation of the prior
from matrix form to a differential equation as the difference
in taking the averaged sum of correlations from all points
in the dataset eq. (5) as opposed to the trend of motion
described by the previous points in the dataset in eq. (8).
The additional advantage of seeing the GP in terms of the
trend of the previous input points as opposed to the sum of
all correlations to points is the ability to process information
sequentially. We can derive the transfer function of eq. (8)
as

F (jω) =
qc

an(jω)
l + · · ·+ a1(jω) + a0︸ ︷︷ ︸

s(jω)

, (9)

where qc ∈ R is a constant describing the Fourier transform
of Q(x) of the process. The qc parameter can be obtained
through either optimization in hyperparameter training or
tuned by a user. An important facet to emphasize is that a
stationary kernel function k(∆) is described completely and
solely by its spectral density and eq. (9) also has a spectral
density. We derive the steps needed to convert an arbitrary
stationary kernel function k(∆) into a corresponding differ-
ential equation. The key component is to obtain a differential
equation in the form of eq. (8) from s(jω) components.

The full method to construct this relationship is described
in Algorithm 1. First, in step (1), the left and right side
equivalences are due to the Bochner theorem and the defini-
tion of spectral density respectively. Very few kernels can
be represented perfectly as a linear differential equation.
This necessitates an approximation with a high enough m
order Taylor series polynomial shown in step (2) of our
algorithm. The Taylor series expansion is in terms of ω2 to
allow easy spectral decomposition in positive and negative
conjugate components as in step (4). Only the positive
component from step (5) is required. From step (5), we
can de-factorize the positive conjugate in step (6) to obtain
the coefficients of the polynomial. Finally, step (7) clearly
shows that we obtain the form of eq. (8) after performing
the inverse Fourier transform. Overall, in this process, we
matched the spectral density of eq. (9) with the spectral
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density described by eq. (7). If the two stationary GP match
spectral densities, then they are the same GP. Therefore,
given the linear differential equation in eq. (8) and f(x) =[
f(x) ∂f(x)

∂x . . . ∂mf(x)
∂xm

]⊤
, we can create an equivalent

state space form with the process model as

∂f(x)

∂x
=


0 1

. . . . . .
0 1

−a0 −a1 · · · −am−1


︸ ︷︷ ︸

A

f(x) +


0
...
0
1


︸︷︷︸
L

Q(x),

y =
[
1 0 · · · 0

]︸ ︷︷ ︸
H

f(x) + ε,

(10)
For the output equation recall that eq. (3) is already in
linear form therefore no modification is needed. Once this
state space equation is derived, a Kalman Filter or other
similar technique can be employed to linearly iterate across
the dataset as a sequence to make a prediction. To further
elaborate, given a random input x∗, and an initial state
f(x), the system will iteratively move through the dataset D
performing Kalman predictions and updates till it updates on
xi ∈ D which is the closest data point to x∗. Consequently,
the derivatives such as ∂f(x)

∂x and higher are updated during
this motion allowing the system to observe a data trend. This
facilitates a final prediction between xi and x∗ based on the
previously observed trend. Consequently, our system is no
longer deterministic as the system can either approach from
the right or left of x∗. Extending the formulation to multiple
input single output (MISO), can be obtained by stacking the
eq. (10) diagonally for the A matrix, horizontally H, and
vertically for L

∂f0(x0)
∂t
...

∂fd(xd)
∂t

 =

A0 ... 0
. . .

0 ... Ad


f0(x0)

...
fd(xd)

+

L0

...
Ld

Q(x),

y =
[
H0 ... Hd

] f0(x0)
...

fd(xd)

+ ϵ.

(11)
Consequently, the conversion of kernel functions into linear
state space forms expressed as matrices allows easy ex-
portation to other frameworks. This is because there is no
need to write additional functions simply swapping transition
matrix parameters is sufficient, and consequently dropping
any library dependencies needed to solve for the transition
matrices. Our toolbox has this functionality which allows
exporting python models directly to C++.

C. Kernel Formulation

We give example derivations for our toolbox’s kernel using
Algorithm 1.

1) Radial Basis Function Kernel: The Radial Basis Func-
tion (RBF) kernel is also known as the squared exponential

kernel. No closed-form solution for any arbitrary approxi-
mation order m exists. Fortunately, following algorithm 1,
an appropriate approximation can always be derived for
some order m and hyperparameter z ∈ R>0 known as the
lengthscale. For future reference R>0 is the set of all positive
real numbers excluding zero

k(∆) = e−0.5z2∆2

,

s(jω)s(−jω) = 1 + (zω)2 + ...
1

m!
(zω)2m.

(12)

Considering m = 2 and z = 1 we obtain

s(jω)s(−jω) = 1 + (ω)2 + 0.5(ω)4,

= 0.5(ω2 + (1 + j))(ω2 + (1− j)),

s(jω) =
1√
2
(jω +

√
1 + j)(jω +

√
1− j),

s(jω) ≈ 1√
2
(jω)2 +

2.2√
2
(jω) + 1.

(13)

2) Matern Kernel: Matern is a more complex and gener-
alizable kernel compared to the RBF Kernel and approaches
the RBF Kernel as ν → ∞. This kernel is one of the
few kernels where there is a closed-form solution for any
arbitrary set of hyperparameters

k(∆) = σ2 2
1−ν

Γ(ν)

(√
2ν

∆

z

)ν

Kν

(√
2ν

∆

z

)
,

s(jω)s(−jω) =
(
λ2 + ω2

)(ν+1/2)
,

s(jω) = (λ+ jω)(ν+1/2),

(14)

where λ =
√
2ν
z . σ, ν, z ∈ R>0 are hyperparameters of the

kernel. Γ and Kν are the gamma function and modified
Bessel function of the second kind respectively.

3) Periodic Kernel: The periodic kernel has good expres-
siveness with oscillating features

k(∆) = e−2z2sin2(0.5w0∆
2),

s(jω)s(−jω) =

∞∑
j=0

q2j (δ(ω − jω0) + δ(ω + jω0)).
(15)

Unfortunately, the power spectrum is a summation of impulse
functions, δ. It is possible to obtain a slightly modified state
space approximating the series to the limit J → ∞ [29]

Ak
j =

[
0 −jω0

jω0 0

]
. (16)

The measurement matrix H block row vector is a modified
Hk

j = [1 0], while the noise diffusion is the standard
Lk
j = [0 1]⊤. To acquire a better approximation, the system

k matrices are stacked similarly to the MISO system k times.

V. LEARNING QUADROTOR DYNAMICS

We validate our approach by considering a learning resid-
ual quadrotor dynamics problem. In the following section,
we describe the formulation of our problem for both a Single
input single output (SISO) GP implementation and MISO GP

11311

Authorized licensed use limited to: Technology Innovation Institute. Downloaded on July 22,2023 at 16:07:06 UTC from IEEE Xplore.  Restrictions apply. 



TABLE I
AVERAGE INFERENCE TIME PER DATA POINT [ms]

Points
SISO SSGP SISO GPT MISO SSGP MISO GPT

PER RBF MAT PER RBF MAT PER RBF MAT PER RBF MAT

10 5.77 3.57 3.36 2.01 0.96 0.99 8.11 6.09 5.79 1.68 0.97 1.01
50 5.74 3.51 3.34 1.73 1.01 1.10 30.18 27.85 25.96 1.71 0.97 1.06
200 5.83 3.53 3.37 2.09 1.18 1.33 32.35 30.40 28.29 2.29 1.21 1.33
1000 6.61 4.43 4.27 16.04 3.23 4.16 43.23 41.21 39.44 46.45 3.16 4.95
2500 5.71 3.61 3.48 93.64 34.24 57.71 57.69 55.76 53.77 237.86 33.98 57.32
6000 6.91 4.50 4.43 402.47 167.29 255.39 88.19 86.26 84.26 1040.41 154.40 254.38

formulation. For our SISO GP, we follow a similar modeling
approach to [1]. We consider the following dynamics

ma = RW
B τe3 −mge3, (17)

where e3 = [0 0 1]⊤, a is the acceleration in the world
frame of the quadrotor, g the gravitational value, and RW

B the
rotation converting points from the quadrotor’s body frame to
the world frame. The vehicle’s velocity in the body frame,
vb is used to estimate the acceleration error on the body
of the vehicle δa. This is based on standard fluid dynamic
approximations of the air resistance for a moving body when
evolving at different speeds. In our dataset, we calculate the
term of δa as

δa = RW
B

(
vb − v̂b

δtk

)
, (18)

where v̂b is the predicted velocity from integrating eq. (17)
from the previous time step, and δtk is the length of that time
step. We can then construct our SISO GP using vb as the
input and δa as the output, acceleration error, we would like
to predict. To handle multiple outputs, we consider each body
axis independent and apply an independent GP individually
to each axis component. This makes our augmented GP
dynamic formulation of eq. (17) as

a =
1

m
RW

B (τe3 + fGP (vb)) + ge3. (19)

Fundamentally, the GP term fGP in eq. (19) infers a first
order propeller drag term [1], [30]. However, the vehicle is
generally subject to additional types of disturbances. These
disturbances are a function of motor thrust which is a
function of ωi of the motor’s angular velocity through a kf
coefficient, obtaining the total thrust as

τ = T0 + T1 + T2 + T3, Ti = ω2
i ∗ kf , (20)

where Ti is the motor thrust generated by the motor i.
However, the thrust mapping is only an approximation and
does not account for other external factors or changes in
the propeller over time [31]. Our system augments this term
by using a MISO GP to calculate the disturbances related
to motor thrust from both the fluid resistance from high
body rate changes and inaccuracies in the thrust mapping.
Therefore, our full system augmented model of eq. (17) for
MISO becomes

a =
1

m
RW

B (τe3 + fGP (vb, ω0, ω1, ω2, ω3)) + ge3. (21)

VI. RESULTS

We design our evaluation procedure to address the follow-
ing questions. (i) What is the computational speed gain from
converting to state space versus a traditional matrix inversion
eq. (5)? (ii) Can the SSGP perform robust inference to the
real-world data comparable to the baseline matrix inversion
implementation of eq. (5)? (iii) Can extending the input space
to multiple inputs greatly improve the inference? We perform
several experiments to address these questions. First, we
compare our computational time for solving a full dataset
between our implementation and a traditional method. Next,
we compared the inference RMSE and fitting of our SSGP
approach with a traditional inference approach of matrix
inversion for both SISO and MISO. For our baseline im-
plementation of eq. (5) we leverage GPytorch (GPT), [8] a
library that performs robust and efficient matrix operations
and optimizations by integrating with Pytorch’s ecosystem.
This allows GPT to perform both efficient optimization of
hyperparameters for the objective eq. (4) and inference with
eq. (5) . We evaluated our approach on a real-world dataset
of quadrotor dynamics and flight, [32]. This dataset contains
real-world unfiltered data resulting in much noisier signals
and stressing our models’ ability to perform inference. We
chose three different flight trajectories: Circle (training),
Parabola (validation), and Lemniscate (validation). To vali-
date inference time, we tested our implementation on a 11th
Gen Intel i7 for both SSGP and GPT in Table I with pure
CPU computation. The results were repeated with a Xavier
NX achieving similar timing trends. This table records the
average amount of time taken to complete one inferences
given a dataset of size n. Our time comparison consists of the
following kernels: RBF, Matern, and periodic given different
approximation orders, RBF m = 6, Matern m = 3, and
periodic m = 18 and compared with both GPT in a SISO
format and a MISO (5 independent inputs). Our model for
SISO or m ≤ 10 can perform inference much faster than a
comparable baseline implementation, especially for datasets
> 1000. However, the SSGP formulation slows down in the
MISO formulation. This is because computationally MISO
for the SSGP of order m = 6 and 5 inputs is equivalent to a
m = 30 approximation. This gives even slower computations
than the GPT version until 2500+ points are used. Our infer-
ence task on the dataset is to model the residual accelerations
defined in Section V with body velocity as the input to
prediction acceleration error for SISO, and body velocity
and motor speeds for MISO. For our RMSE evaluation in
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Fig. 2: Predictive performance of the propeller drag term on the y-axis of fGP denoted as fGPy over training and validation
datasets. Data trend between body velocity and residual acceleration error (first row). Visualization of the fitting on the
residuals with respect to time (second to fourth rows).

TABLE II
PREDICTIVE PERFORMANCE RMSE [ms−2]

Trajectory SISO MISO

SSGP GPT SSGP GPT

Circle (training) 0.0938 0.0755 0.0852 0.0666
Transposed Parabola (val) 0.1330 0.1164 0.0889 0.1516

Extended Lemniscate (val) 0.6079 0.4561 0.3176 0.4698

Fig. (2), we focused on estimating the drag term on the y-
axis, fGPy

, choosing the RBF Kernel with an approximation
order m = 6. The residual inference performance of SSGP
is compared to the same kernel implemented in GPT using
the same hyperparameters. As observed, our SSGP method
despite performing similarly to GPT on the training set better
generalizes on the testing dataset with lower RMSEs across
all test sets (see Table II), and can perform faster inference.
We believe the greater generalizability of our system depends
on the prior induced by the SSGP structure where inference
is achieved through observing the data trend rather than a
correlation on the dataset like in GPT. Furthermore scaling
our inputs to include the motor rates allows the MISO SSGP
to better capture high-frequency features than a SISO system.
Similar results are obtained for the other drag components
fGPx

, fGP z
.

VII. CONCLUSION

In this work, we presented GaPT, a scalable and fast toolkit
for state space GPs. This method shows superior compu-
tational performance compared to a classical GP inference
approach on both single and multi-input settings especially
for large datasets. GaPT enables easy exporting of GPs
into C++ functions allowing direct integration in common
robotics libraries enabling real-time inference speed even
on embedded platforms used on SWaP-constrained aerial
robots. GaPT incorporates both single of multiple inputs
solutions. The latter further improves the inference capabil-
ities of the proposed approach. Future works will involve
adding additional kernels into the Toolkit such as spectral
mixture or deep state-space models which can better capture
complex patterns. This process will also be facilitated by the
open source implementation that the robotics community can
leverage to collaborate by adding additional functionalities
that may be helpful for different purposes. Furthermore,
we will show the integration of our method in various
additional robotic use cases such as for control in aggressive
maneuvers [33], calculating safety sets, or exploiting the full
power of model predictive control with online refined learned
dynamics.
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