PHYSICAL REVIEW D 107, 032001 (2023)

0

First search for the weak radiative decays A} — X*y and E? — E%

Y. Li®, C.P. Shen®, I. Adachi®, H. Aihara®, D. M. Asner®, V. Aulchenko®, T. Aushev®, V. Babu®, P. Behera®,
K. Belous®, J. Bennett®, M. Bessner®, V. Bhardwaj®, B. Bhuyan®, T. Bilka®, A. Bobrov®, D. Bodrov®, G. Bonvicini
J. Borah®, A. Bozek®, M. Bracko®, P. Branchini®, T. E. Browder®, A. Budano®, M. Campajola®, D. Cervenkov
M.-C. Chang®, P. Chang®, B. G. Cheon®, K. Chilikin®, H. E. Cho®, K. Cho®, S.-J. Cho®, S.-K. Choi®, Y. Choi
S. Choudhury®, D. Cinabro®, S. Das®, N. Dash®, G. De Pietro®, R. Dhamija®, F. Di Capua®, J. Dingfelder®,

Z. Dolezal®, T. V. Dong®, D. Dossett®, D. Epifanov®, D. Ferlewicz®, B. G. Fulsom®, R. Garg®, V. Gaur®,

A. Garmash®, A. Giri®, P. Goldenzweig®, E. Graziani®, T. Gu®, K. Gudkova®, C. Hadjivasiliou®, K. Hayasaka

H. Hayashii®, W.-S. Hou®, C.-L. Hsu®, T. lijima®, K. Inami®, N. Ipsita®, A. Ishikawa®, R. Itoh®, M. Iwasaki

W. W. Jacobs®, E.-J. Jang®, Q. P. Ji®, S. Jia®, Y. Jin®, K. K. Joo®, K. H. Kang®, C. Kiesling®, C. H. Kim®,
D.Y. Kim®, K.-H. Kim®, Y.-K. Kim®, K. Kinoshita®, P. Kody§®, A. Korobov®, S. Korpar®, E. Kovalenko®,

P. Krizan®, P. Krokovny®, M. Kumar®, R. Kumar®, K. Kumara®, Y.-J. Kwon®, T. Lam®, J. S. Lange®, M. Laurenza
S.C. Lee®, C.H. Li®, J. Li®, L. K. Li®, Y. B. Li®, L. Li Gioi®, J. Libby®, K. Lieret®, D. Liventsev®, M. Masuda
T. Matsuda®, D. Matvienko®, S. K. Maurya®, F. Meier®, M. Merola®, F. Metzner®, K. Miyabayashi®, R. Mizuk

M. Mrvar®, I. Nakamura®, M. Nakao®, Z. Natkaniec®, A. Natochii®, L. Nayak®, M. Nayak®, N. K. Nisar®,

S. Nishida®, S. Ogawa®, H. Ono®, P. Oskin®, P. Pakhlov®, G. Pakhlova®, S. Pardi®, H. Park®, S.-H. Park®, S. Patra
S. Paul®, T. K. Pedlar®, R. Pestotnik®, L. E. Piilonen®, T. Podobnik®, E. Prencipe®, M. T. Prim®, N. Rout®, G. Russo
S. Sandilya®, A. Sangal®, L. Santelj®, V. Savinov®, G. Schnell®, J. Schueler®, C. Schwanda®, Y. Seino®, K. Senyo
M. E. Sevior®, M. Shapkin®, C. Sharma®, J.-G. Shiu®, J. B. Singh®, E. Solovieva®, M. Staric®, Z. S. Stottler®,
M. Sumihama®, T. Sumiyoshi®, M. Takizawa®, U. Tamponi®, K. Tanida®, F. Tenchini®, K. Trabelsi®, T. Tsuboyama
M. Uchida®, Y. Unno®, S. Uno®, R. van Tonder®, G. Varner®, K. E. Varvell®, A. Vinokurova®, E. Waheed®,
E. Wang®, M.-Z. Wang®, M. Watanabe®, S. Watanuki®, O. Werbycka®, E. Won®, B. D. Yabsley®, W. Yan®,
S.B. Yang®, J. Yelton®, J. H. Yin®, C.Z. Yuan®, Y. Yusa®, Y. Zhai®, Z.P. Zhang®, V. Zhilich®, and V. Zhukova

(Belle Collaboration)

® (Received 27 June 2022; accepted 2 August 2022; published 7 February 2023)

We present the first search for the weak radiative decays A} — Z¥y and 22 — 2% using a data sample
of 980 fb~! collected by the Belle detector operating at the KEKB asymmetric-energy e e collider. There

are no evident A} — =ty or B2

— B0 signals. Taking the decays Af — pK~z" and E0 = Z~z" as
normalization channels, the upper limits at 90% credibility level on the ratios of branching fractions
B(AF —» Zy)/B(AF —» pK~n%) < 4.0 x 1073 and B(E2 —» E%)/B(EY - E-72F) < 1.2 x 1072 are de-
termined. We obtain the upper limits at 90% credibility level on the absolute branching fractions B(A] —
Tty) < 2.6 x 107 and B(E? — %) < 1.8 x 107*.
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I. INTRODUCTION

Charm physics has always been a popular topic due
to the fact that the charm system provides a distinctive
laboratory to investigate the interplay of strong and
weak interactions. Weak radiative decays of charmed
hadrons proceed via W exchange, and are dominated by
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long-distance nonperturbative processes; short-distance
contributions from electromagnetic penguin diagrams are
highly suppressed [1,2]. The long-distance contributions to
the Cabibbo-favored (CF) weak radiative decays of
charmed hadrons are predicted to have branching fractions
at the level of 10~ [1-8]. Measurements of the branching
fractions of weak radiative decays of charmed hadrons can
be used to test long-distance dynamics calculations based
on different theoretical models.

In the charmed meson sector, several weak radiative
decays have been reported [9—11]. The Cabibbo-suppressed
(CS) weak radiative decay D° — ¢y was first observed by
the Belle experiment [9]. The BABAR experiment found the
CF weak radiative decay D° — K*(892)% [10]. In 2017, the

Published by the American Physical Society
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@ v (b) ¥ TABLE I. Theoretical estimates of branching fractions in units
¢ R s c 5 s of 1073 for the CF weak radiative decays Al — Xy and
20 — =%, There are two predictions in Ref. [5] depending on
w wr the evaluation of the charmed baryon wave function squared at
Ag R = the origin |y (0)[>. The branching fractions have been rescaled
d N > u d N > u based on the current lifetimes of A} and Z0 by the author of
u u s R > s Ref. [13].
FIG. 1. Examples of W-exchange diagrams accompanied by M
photon emission from the external s quark for (a) A7 — =Ty and Modes Kamal [4] @ I Cheng [6]
=0 =0
(b) Ec — Ey decays. Af =3y 6.0 45 29.1 49
) — 50y R 3.0 19.5 4.8

Belle experiment presented the first observation of the
CS weak radiative decay D° — p%y with a measured branch-
ing fraction B(D° — p%) = (1.77 £ 0.30 4+ 0.07) x 107>
and the improved measurements of branching fractions
B(D° = ¢y) = (2.76 £ 0.19 £ 0.10) x 10~ and B(D° —
K*(892)%) = (4.66 £ 0.21 +0.21) x 107* [11], where the
first and second uncertainties are statistical and systematic,
respectively. However, the weak radiative decays of charmed
baryons have not yet been measured.

The LHCb experiment observed the first weak radia-
tive decay of a bottom baryon Ag — Ay in 2019,
and measured the branching fraction B(A) — Ay) =
(7.1 £1.540.6 £0.7) x 107°, where the quoted uncer-
tainties are statistical, systematic, and from the external
inputs, respectively [12]. The decay Ag — Ay proceeds via
the b — sy flavor-changing neutral-current transition,
which is dominated by short-distance processes. Since
the penguin process ¢ — uy is highly suppressed, it plays
very little role in the weak radiative decays of charmed
baryons. More dominant contributions to the weak radiative
decays of charmed baryons could arise from W-exchange
bremsstrahlung processes such as c¢d — usy. The cd —
usy process induces two CF weak radiative decays of anti-
triplet charmed baryons: A} — Xty and E? — E% [13].
Figure 1 shows the W-exchange diagrams accompanied by
a photon emission from the external s quark for AT — ZTy
and % — 2% decays as examples. The same W-exchange
diagrams, but with a photon radiated from other external
quarks, can also contribute to the weak radiative decays
A} =ty and % — E% [4]. The branching fractions of
the decays A7 — Xty and £ — =% were predicted by the
different theoretical methods, including a modified non-
relativistic quark model [4], the constituent quark model
[5], and the effective Lagrangian approach [6]. Theoretical
branching fraction estimates cover ranges of (4.5 —29.1) x
107> and (3.0 —19.5) x 1075 for Af - Z*y and =) —
E% decays [4-6], respectively, as listed in Table I. There
are two estimates in Ref. [5], and the case (II) naively
considered the flavor dependence of the charmed baryon
wave function squared at the origin |y (0)|?. Very recently,
the authors of Ref. [14] propose a new method of self-
analyzing final states to test the standard model and search
for possible new physics (NP) in the radiative decays of

charmed baryons. Measuring the branching fractions of
weak radiative decays A} — Xty and E? — =% can not
only exclude the parameter space of NP existence but also
yield experimental inputs for the theoretical understanding
of long-distance interactions in the weak radiative decays of
charmed hadrons.

In this paper, we perform the first search for the weak
radiative decays A7 — Xy and Z% — =% using the entire
data sample of 980 fb~! collected by the Belle detector. The
decays Af — pK~z" and B — E= 7+ are taken as nor-
malization channels. Charge-conjugate modes are also
implied unless otherwise stated throughout this paper.

II. THE DATA SAMPLE
AND THE BELLE DETECTOR

This analysis is based on data collected at or near the
Y(nS) (n =1, 2, 3, 4, 5) resonances by the Belle detector
[15,16] at the KEKB asymmetric-energy e*e™ collider
[17,18]. The total data sample corresponds to an integrated
luminosity of 980 fb~! [16]. The Belle detector is a large-
solid-angle magnetic spectrometer consisting of a silicon
vertex detector, a 50-layer central drift chamber (CDC), an
array of aerogel threshold Cherenkov counters (ACC), a
barrel-like arrangement of time-of-flight scintillation coun-
ters (TOF), and an electromagnetic calorimeter comprising
CsI(TD) crystals (ECL) located inside a superconducting
solenoid coil that provides a 1.57 magnetic field. An iron
flux return comprising resistive plate chambers located
outside the coil is instrumented to detect K mesons and to
identify muons. The detector is described in detail else-
where [15,16].

Monte Carlo (MC) simulated signal events are generated
using EVTGEN [19] to optimize the signal selection criteria
and calculate the reconstruction efficiencies. Events for the
eTe™ — ¢¢ production are generated using PYTHIA [20]
with a specific Belle configuration, where one of the two
charm quarks hadronizes into a Af or Z0 baryon. The
decays A —» ¥y, BY - B%, Al - pKnt,B0 - Ext,
AF = Zta% AF - Tty BY - 2920, and 20 — 2% are
generated using a phase space model. The simulated events

032001-2
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are processed with a detector simulation based on GEANT3
[21]. Inclusive MC samples of Y(1S,28,3S) decays,
Y(45) - B*B~/B°B’, Y(55) - B()B;), and e*e” —
qq (g = u, d, s, c) at center-of-mass (c.m.) energies of
9.460, 10.024, 10.355, 10.520, 10.580, and 10.867 GeV
corresponding to 2 times the integrated luminosity of data
are used to check for possible peaking backgrounds and
optimize the signal selection criteria.

III. COMMON EVENT SELECTION CRITERIA

We reconstruct the decays Al — Xty, E0 — 50,

Af - pK=n*, and B - E-zt. The T+, E°, and E-
hyperons are reconstructed via Tt — pz®, Z° — An°,
and 2~ — Az~ decays with the 7z° and A in 7° — yy
and A — pn~ decays, respectively. The event selection
criteria described below are optimized by maximizing the
figure-of-merit €/(3/2 + /Nycg) [22], where ¢ is the
signal reconstruction efficiency of A} — Xty or 20 —
2% decay, and N pkg 18 the number of estimated background
events from the normalized inclusive MC samples in the
Af or EV signal region defined as 2.18 GeV/c? <
M(Zty) <2.34GeV/c®> or 236 GeV/c? < M(E%) <
2.52GeV/c? (>95% signal events are retained according
to signal MC simulations), respectively. Hereinafter, M
represents the measured invariant mass.

For the particle identification (PID) of a well-recon-
structed charged track, information from different detector
subsystems, including specific ionization in the CDC, time
measurement in the TOF, and the response of the ACC, is
combined to form a likelihood ratio, R(h|h') = L(h)/
[L(h) + L(K)], where L£(h")) is the likelihood of the
charged track being a hadron h"), and h") is p, K, or x
as appropriate [23]. To identify the proton used in Tt
reconstruction, we require R(p|K) > 0.6 and R(p|z)>
0.6, which has an efficiency of 97%; we also require a
momentum above 0.9 GeV/c in the laboratory frame. For
the proton used in A reconstruction, we require R(p|K) >
0.2 and R(p|x) > 0.2 with an efficiency of 98%.

An ECL cluster is taken as a photon candidate if it does
not match the extrapolation of any charged track. The 7°
candidates used in =T (E°) reconstruction are formed from
two photons having energy exceeding 50 MeV (30 MeV)
in the barrel (—0.63 < cos @ < 0.85) or 70 MeV (50 MeV)
in the end caps (—0.91 < cosf < —0.63 or 0.85 < cos 0 <
0.98) of the ECL, where 6 is the polar angle relative to the
opposite direction of e* beam. The reconstructed invariant
mass of the z° candidate is required to be within
10.8 MeV/c? of the #° nominal mass [24], corresponding
to approximately twice the mass resolution (o). To reduce
the large combinatorial backgrounds, the momentum of the
7° used in T+ (E®) reconstruction is required to exceed
300 MeV/c (200 MeV/c) in the laboratory frame. The A
candidates are reconstructed in the decay A — pz~ and

selected if |M(px~) —m(A)| <3.5MeV/c? (~2.50).
Here and throughout this paper, m(i) represents the
nominal mass of the particle i [24].

The =+ — pa® and E° — Az reconstructions are com-
plicated by the fact that the parent hyperon decays with a
7%, which has negligible vertex position information, as one
of its daughters. For the =+ — pz° reconstruction, combi-
nations of z° candidates and protons are made using those
protons with a sufficiently large (>1 mm) distance of
closest approach to the interaction point (IP). Then, taking
the IP as the point of origin of the £*, the sum of the
proton and z° momenta is taken as the momentum vector of
the X" candidate. The intersection of this trajectory with
the reconstructed proton trajectory is then found and this
position is taken as the decay location of the X hyperon.
The 7° is then remade from the two photons, using this
location as its point of origin. Only those combinations
with the decay location of the £ indicating a positive X
path length are retained. The Z° — Az® decays are recon-
structed using a similar method, and only those combinations
with the decay location of the Z° indicating a positive Z° path
length of greater than 2 cm but less than the distance between
the A decay vertex and the IP are retained [25].

The following criteria are used to select the radiative
photon candidates. The energy of the photon is required to
exceed 0.65 GeV in the barrel or 0.8 GeV in the end caps of
the ECL. To reduce photon candidates originating from
neutral hadrons, we reject a photon candidate if the ratio of
energy deposited in the central 3 x 3 square of cells to that
deposited in the enclosing 5 x 5 square of cells in its ECL
cluster is less than 0.95. Most background photons origi-
nate from z° — yy and 5 — yy decays. To reduce such
backgrounds, probability functions are employed to dis-
tinguish the radiative photon candidates from z° and 5
decays. We first combine the photon candidate with all
other photons and calculate likelihoods for the recon-
structed photon pair to be z°-like [P(z°)] and #-like
[P(n)], by using the invariant mass of the photon pair
along with the energy of the candidate photon in the
laboratory frame and the angle with respect to the beam
direction in the laboratory frame [26]. The background
photons originating from z° — yy and 5 — yy decays are
suppressed by requiring P(z%) < 0.3 and P(5) < 0.3.

The =¥y and Z% combinations are made to form A} and
29 candidates, respectively. To reduce the combinatorial
backgrounds, especially from B-meson decays, the scaled
momentum X, = p;/pma is required to be larger than

0.55. Here, p? is the momentum of the A} or Z¥ candidate

) 4o LB M
in the e"e” cm. frame, and ppa = ¢/ Epeam — MiC”,
where Ey.,, is the beam energy in the e e~ c.m. frame and
M, represents the invariant mass of the A or Z candidate.

For the normalization channels A7 — pK~z+ and 20 —

=-xT, the selection criteria are similar to those used in
Refs. [27,28] and are described below. Forthe A7 — pK~z™
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reconstruction, tracks having R(p|K) > 0.9 and R(p|r) >
0.9 are identified as proton candidates; charged kaon candi-
dates are required to have R(K|z) > 0.9 and R(K|p) > 0.4;
and charged pion candidates to have R(z|K) > 0.4 and
R(z|p) > 0.4. A likelihood ratio for electron identification,
R (e), is formed from ACC, CDC, and ECL information [29],
and is required to be less than 0.9 for all charged tracks to
suppress electrons. For each charged track, the impact
parameters with respect to the IP are required to be less than
0.1 and 2.0 cm perpendicular to, and along the e™ beam
direction, respectively. The A} candidate is reconstructed by
combining p, K~, and z' candidates. A vertex fit is
performed for the reconstructed A candidate with a require-
ment of y2.e, < 40. The required x,, value of Al — pK~ "
is the same as that of corresponding signal channel.

For the E! — Z~z" reconstruction, tracks having
R(z|K) > 0.6 and R(x|p) > 0.6 are identified as pion
candidates. For the 7 that is the direct daughter of the =,
the impact parameters with respect to the IP are required to
be less than 0.5 and 4.0 cm perpendicular to, and along the
e beam direction, respectively, and the transverse momen-
tum is restricted to be higher than 0.1 GeV/c. The A
candidates are selected using the same procedure as in the
signal channel. The Z~ candidates are reconstructed from
the combinations of selected A and z~ candidates. We
define the E~ signal region as |M(Azn~)—-m(E™)| <
6.5 MeV/c? (~3.00). Finally, the reconstructed Z~ candi-
date is combined with a 7 to form the Z0 candidate. We
perform vertex fits for the A, ==, and E? candidates. To
suppress the combinatorial backgrounds, we require
the flight directions of A and Z~ candidates, which are
reconstructed from their fitted production and decay
vertices, to be within 5° of their momentum directions.
The requirement on x,, value of 29 - =7 is the same as
that of the corresponding signal channel.

x10°
n —e— Data ]
150 — p
. T (a) — Total Fit ]
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> - 11 ... Combinatorial ]
S 100— : : N
— B ]
~
> - i
7 - _
o 50 N
o - i
o - i
0

= 4 :

S
> :52: W

2.25 2.3
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IV. EXTRACTIONS OF A} — X*y
AND E¢ - 2% SIGNAL YIELDS

The M(pK~z") and M(E~z") distributions of events
corresponding to the normalization channels A} —
pK~nt and EY — E-77" in data are shown in Figs. 2(a)
and 2(b), respectively. To extract the A7 — pK~z" and
B — E-xt signal yields, we perform binned extended
maximum-likelihood fits to the M(pK~z") and M(E~z")
distributions. In the fits, double-Gaussian functions are
taken as the signal probability density functions (PDFs) for
the A} and E?, and the combinatorial background PDFs
are parametrized by a second-order polynomial for the
M(pK~zt) distribution and a first-order polynomial for
M(Z~z"). The parameters of the signal and combinatorial
background PDFs are free. The fitted results are dis-
played in Fig. 2 along with the distributions of the
pulls (Ngaa — Niit)/Ogaas Where o4, is the uncertainty
on Ny, and the fitted signal yields of Al — pK~zt and
EY - E=xt decays in data are (1281910 & 2040) and
(45063 == 445), respectively.

For the three-body decay A} — pK~z™, the recon-
struction efficiency can vary across the phase space, as
visualized in a Dalitz distribution [30]. Figure 3 shows
the Dalitz distribution of M?(pK~) versus M*(K~z")
from data in the Al signal region with the normalized
A mass sidebands subtracted. The signal region of A7 is
defined as 2.274 GeV/c?> < M(pK~n") < 2.298 GeV/c?,
and the sideband regions are defined as 2.260 GeV/c? <
M(pK—nt) <2272GeV/c>  or 2300 GeV/c? <
M(pK=n") <2.312GeV/c?. We divide the Dalitz dis-
tribution into 120 x 120 bins, with a bin size of
0.027 GeV?/c* for M*(pK~) and 0.016 GeV?/c* for
M?*(K~z"). The reconstruction efficiency averaged
over the Dalitz distribution is calculated by the formula

i —e— Data ]
~ 6000 (b) — Total Fit  _|
§ : —_— Signal. . :
§ I (] | QTS Combinatorial _|
~ 4000 ]
~
> C _
£ . _
Q@ 20001 _
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= 3
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g 2.4 2.45 25 2.55
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FIG.2. The invariant mass distributions of (a) pK~z*+ and (b) 2~z from the reconstructed A7 — pK~z* and E2 — 2~z candidates
in data. The points with error bars represent the data, the blue solid curves show the best-fit results, the red solid curves denote the fitted
signals, and the black dashed curves represent the fitted combinatorial backgrounds. In (a), the pink solid lines indicate the required
signal region, and the pink dashed lines denote the defined sideband regions.
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FIG. 3. Dalitz distribution of the reconstructed A} - pK~n*

candidates in data.

e =2X;5;/Z;(s;/€;) [27], where i and j run over all bins;
si/j and €; are the number of signal events in data and the
reconstruction efficiency from signal MC simulation for
each bin, respectively. The reconstruction efficiency for
each bin is obtained by dividing the number of signal events
after applying the selection criteria with the normalized
sidebands subtracted by the number of generated events.
The corrected reconstruction efficiency for Af — pK~—z*
is determined to be (12.79 +0.02)%. For the two-body
decay 2 - E-z", we estimate the reconstruction effi-
ciency directly from the simulated events by the ratio
Nge1/ Ngen, Where ng and n,, are the numbers of true signal
events surviving the selection criteria and generated events,
respectively. The signal reconstruction efficiency for 20 —
E~x" is determined to be (16.96 £ 0.05)%.

After applying the event selection criteria mentioned
in Sec. III, the invariant mass distributions of pz°’ and
An® from the reconstructed A} — Xty and EY — =
candidates in data are shown in Figs. 4(a) and 4(b),
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respectively. There are significant =+ and Z° signals
observed in the A and Z¥ signal regions, respectively.
The signal regions of ™ and Z° candidates are defined as
|M(pa°)—m(Zt)|<14MeV/c? (~2.56) and |M(Ax°)—
m(E%)| <9MeV/c? (~2.50). We define the T+ and Z° side-
band regions as 1.140GeV/c? <M (pn°) <1.168GeV/c? or
1.210GeV/c? < M(pn®) <1.238GeV/c?, and 1.284 GeV/
2 <M(An°) <1.302GeV/c? or 1.327GeV /c?><M (An°)<
1.345GeV/c?, respectively, which are twice as wide as the
corresponding signal regions. The blue solid lines indicate
the required =* and Z° signal regions, and the blue dashed
lines represent the defined =+ and Z° sideband regions.

Figures 5(a) and 5(b) display the invariant mass spectra
of ¥y and =% from data, and the cyan shaded histograms
represent events from the normalized X+ and Z° sidebands,
respectively. There are broad peaking backgrounds found
in both M(=*y) and M(Z) distributions in data and
inclusive MC samples. According to a study of inclusive
MC samples using the TopoAna package [31], we found
that these peaking backgrounds in the M(X*y) and M (Z%)
distributions arise from the contributions of A — X*z°(—
yy) and Z¥p(— yy), and 2 — E°72°(— yy) and E°n(— yy)
decays respectively, where one of the two photons has been
missed.

For the Al — X'y mode, the expected peaking
background events from the contributions of Al —
2 72%(— yy) and Af — Ztn(— yy) in the M(Z*y) distri-
bution are estimated according to the formulas

obs
>ty I\JpK’;fr

+ 3,0
sty B(Af —» Ztx)
N2+”0 = gz+ﬂ0 X

ng7ﬂ+
B(E* — pa°)B(z® - yy)B(z° = ry)
B(Af - pK~zt)

150 — : :

1

v b {H

% 100

g L
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o=
1.28

FIG. 4. The invariant mass distributions of (a) pz° and (b) Az from the reconstructed A} — Xty and 20 — =0y candidates in the A}
and ZY signal regions in data, respectively. The points with error bars represent the data, the blue solid lines indicate the required signal

regions, and the blue dashed lines denote the defined sidebands.
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The invariant mass distributions of (a) Z*y and (b) %y from the reconstructed A} — =¥y and 20 — =% candidates in data.

The points with error bars represent the data, and the cyan shaded histograms denote events from the normalized =+ and Z° sidebands.
The blue solid curves show the best-fit results. The red solid and green dashed curves indicate the fitted signal and broken-signal
components. The black dashed curves are the fitted combinatorial backgrounds. The pink and blue dashed curves show the fitted
peaking backgrounds from the contributions of A — XT7%(— yy)/E? - E92%(— yy) and Af — Zty(— yy)/E2 = E%(= yy),

respectively.

and

Nobs

b B(AS — T*n)

>ty Ity
Nz+n - 82+’7 ng_ﬂ+

B(Z" — pa®)B(n — yy)B(z" — yy)
B(Af — pK~z*) ’

where 8;1;020.36% and e?Z:O.%% are the

reconstruction efficiencies of Al — Z*z%(— yy) and
A = Xn(— yy) decays under the Af — Xty selection
criteria obtained by signal MC simulations; €,x-,+ =
(12.79 £ 0.02)% denotes the reconstruction efficiency of
A} - pK~ " decay; N;l}g,ﬂ = (1281910 + 2040) repre-
sents the observed A} — pK~z" signal events in data; the
branching fractions B(Af — Z*7°), B(Af — Z*y),
B(Af = pK=n"), B(Zt — pa°), B(z° = yy), and B(n —
yy) are taken from the Particle Data Group (PDG) [24].
Using the values above, the peaking background events
from the contributions of Ay — X*7%(— yy) and A} —
2tn(— yy) inthe M(X"y) distribution are determined to be
NY7, = (3617 4344) and Ny." = (649 & 297), respec-
tively, where the uncertainties are mainly from the input
branching fractions.

For the 2 — E% mode, the corresponding backgrounds
cannot be estimated using this method, because the
branching fractions of Z0 — E%2° and EY — =% decays
have not yet been measured. To estimate the numbers of
peaking background events from the contributions of 20 —
E9729%(— yy) and 22 — E%(- yy) in the M(E) distribu-
tion, we study the background channels 20 — Z°7° and
2% in data. The Z° candidates are selected using the same

C

criteria used for the signal mode E? — Z%. The #° (i)
candidates are reconstructed from two photons having
energy exceeding 110 MeV (230 MeV) in both barrel
and end caps of the ECL, and are required to have
momentum exceeding 800 MeV/c (900 MeV/c) in the
laboratory frame. Mass-constrained fits are performed
for 7° and # candidates with a requirement of y> < 5. For
1 — yy reconstruction, P(z") < 0.6 is required. The Z°7°
and E%; combinations are then made to form ZY candidates,
and the scaled momentum x,, > 0.55 is required.

After applying the event selection criteria above, the
invariant mass spectra of 2°7° and 2% in data are shown in
Figs. 6(a) and 6(b), respectively. The cyan shaded histo-
grams represent events from the normalized Z° sidebands,
where the defined sideband regions of Z° are the same as
those of the signal channel. We observe significant £ —
E97%(— yy) and 2 — E%(— yy) signals in data, and no
evident peaking backgrounds are found in the normalized
=0 sidebands or in the inclusive MC samples. To extract the
=0 signal yields from the 0 — Z929(— yy) and 20 —
E%(— yy) decays, we perform unbinned extended maxi-
mum-likelihood fits to the M(E°2°) and M(E%) distribu-
tions. The likelihood function includes the following
components: (1) The signal PDF of E? candidates.
(2) The broken-signal PDF from true ) — E%2°(— yy)
or 22 — E%(— yy) signal decays, where at least one of the
final state particle candidates is wrongly assigned in
reconstruction. (3) The combinatorial background PDF.
A Crystal-Ball (CB) function [32] is taken as the Z¥ signal
PDF, the broken signal is represented by a nonpara-
metric (multidimensional) kernel estimation PDF [33]
based on the signal MC simulation, and the combinatorial
background PDF is described by a first-order polynomial.

032001-6



FIRST SEARCH FOR THE WEAK RADIATIVE DECAYS ...

PHYS. REV. D 107, 032001 (2023)

500 - : : -
r (a) ——Data = o Broken-signal ]
o, 400~ =—TotalFit e Combinatoria—|
S C = Signal =° Sideband ]
o, F ]
= 300~ -
w ]
S - -
L8 200 i
C - -
o ]
> ]
W 100 & 3
oF
= 2
>
a s E ey
23 25 26

M(”O %) GeV/c?

FIG. 6. The invariant mass distributions of (a) Z°z° and (b) =°
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n from reconstructed E0 — E%2°(— yy) and E2 — E%(-= yy)

candidates in data. The points with error bars represent the data, and the cyan shaded histograms denote events from the normalized =°
sidebands. The blue solid curves show the best-fit results. The red solid and green dashed curves indicate the fitted signal and broken-
signal components. The black dashed curves are the fitted combinatorial backgrounds.

The parameters of signal and background PDFs are free.
The ratios of signal to broken-signal components are
fixed to (83.0%:17.0%) and (81.2%:18.8%) for 20 —
E972%(— yy) and B0 — E%(— yy), respectively, according
to the signal MC simulations. Hereinafter, the broken-
signal component is regarded as part of the signal. Figure 6
displays the fit results along with the pull distributions. The
fited E) —» E°2%(—> yy) and E? - E% (- yy) signal
yields in data are (1940 + 78) and (288 =+ 33), respectively.
The peaking background events from the contributions
of B —» 592%(— yy) and E? — E% (- yy) in the M(E%)
distribution are estimated from the following formulas

| T 14
N 0,0 — X =040
€=0,0 =
and
=0 NEO =0
N:O}' — n X €_OV
= €50 =

Here, Nzoo = (1940 4 78) and Nz, = (288 + 33) are the

observed E — E%2°(— yy) and EY — E%(— yy) signal
=0 0.0 =0 =0

events under E} - E’z°(- yy) and E! — E%(- yy)

selection criteria in data with reconstruction efficiencies

of ez = (2.14:I:001)% and ez, = (2.61 £ 0.01)%,
respectively; € _0 = (0.35+0.01)% and 6:0;/ (0.56 +

0.01)% are the reconstructlon efflclen01es of 20—

070(= yy) and B2 — E%(— yy) under 20 — =% selec-
tion criteria, respectlvely Using the values above, the
peaking background events from the contributions of
20 - 2%°(— yy) and =0 — 5017(—:0 yy) in the M(E%)
distribution are determined to be N/, = (3174 13) and
N;ﬁ; = (62 4 7), respectively, where the uncertainties are
statistical only.

To extract the signal yields of A} — Xy and ) — E%

decays, we perform unbinned extended maximum-
likelihood fits to M(X*y) and M(ZE"y) distributions in
Fig. 5, and the following components are included in the
fits: (1) The signal PDF (Fg) of A7 or Z% candidates.
(2) The broken-signal PDF (Fgg) from the true Aj — Xty

or 2% — 2% signal decay, where at least one of the final
state particle candidates is wrongly assigned in recon-
struction. (3) The peaking background PDFs (F 0 and F )
from the contributions of A — Zta%(— yy)/E0 —
E'7'(=yy) and AL = (- yy)/EL - E(= ).
(4) Other combinatorial background PDF (Fpg). The like-
lihood function is defined as

e—("s+”31+”32) N
L= TH{”s[fsfs(Mi)
+ (1= fs)Fps(M;)]
+ ng, [f5, F 0 (M;) +

+ ng, Fg(M;)},

(1= f3,)F,(M;)]

where N is the total number of observed events; ng, ng '
and ng, are the total numbers of signal events (the broken-
signal is regarded as part of the signal), the peaking
background events, and other combinatorial background
events, respectively; fs and fj, indicate the fractions of the
correctly reconstructed signal events in the total number of
signal events and the peaking background events from
AF = Z2%(= yy) or B2 —» E%%(= yy) in the total num-
ber of peaking background events, respectively; M repre-
sents the £ty or 2 invariant mass; i denotes the event
index. The signal PDF is parameterized by a CB function
[32], and the parameters of the signal PDF are fixed to those
obtained from signal MC simulation. The broken-signal
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and the peaking background are represented by nonpara-
metric (multidimensional) kernel estimation PDFs [33]
based on signal MC simulations. The other combinatorial
background PDF is a second-order polynomial. The values
of ng, ng,, and ng, are free in the fit. The ratios of signal to
broken-signal components are fixed to (91.3%:8.7%) and
(84.7%:15.3%) for A} — Xty and £ — =%, respectively,
according to the signal MC simulations. Since the shapes of
the two peaking background components cannot be sep-
arated well, the ratios of peaking background events
from Al — Zt7°(— yy) relative to those from A} —
T*n(— yy) and peaking background events from =0 —
E9729%(— yy) relative to those from Z0 — =% (— yy) are
fixed to (84.8%:15.2%) and (83.6%:16.4%), respectively,
based on the expected events in the M(Z"y) and M(E%)
distributions in data. The fitted results are displayed in
Fig. 5 along with the pull distributions, and the fitted signal
yields of A} — Xty and E? — E% decays in data are
(340 £ 110) and (—18 £=48), respectively. The fitted
numbers of peaking background events are consistent
with the corresponding expected numbers of events with-
in the ranges of uncertainties. The statistical significance
of the A} — Xty decay is 3.20 calculated using

—21In(Ly/Lyax), Where Ly and L, are the likelihoods
of the fits without and with signal and broken-signal
components, respectively. To estimate the signal signifi-
cance of AJ — X'y decay after considering the systematic
uncertainties, several alternative fits discussed in the
section of systematic uncertainty to the M(Z"y) spectrum
are performed. The signal significance of A — Z*y decay
is larger than 2.2¢ in all cases. We take 2.2¢ as the signal
significance with systematic uncertainties included.

V. SYSTEMATIC UNCERTAINTIES

The systematic uncertainties on the measurements of
branching fraction ratios can be divided into two categories
as discussed below.

The sources of multiplicative systematic uncertainties
include detection-efficiency-related uncertainties, the mod-
eling of MC event generation, and branching fractions of
intermediate states. Note that the uncertainties from detec-
tion-efficiency-related sources partially cancel in the ratio
to the normalization channel.

The detection-efficiency-related uncertainties include
those from tracking efficiency, PID efficiency, z° recon-
struction efficiency, and photon reconstruction efficiency.
Based on a study of D** — 727 D%(— Kz z~) decay, the
tracking efficiency uncertainty is evaluated to be 0.35%
per track. Using D** — D%z, D - K=z, and A — pz~
control samples, the PID efficiency uncertainties are
estimated to be 0.95% per kaon and 0.96% per pion for
the normalization channel A7 — pK~z™". For the normali-
zation channel E — Z~(— Az~)z™, the PID efficiency
uncertainties of 7z from the Z0 decay and 7~ from the Z~

TABLE II. Relative systematic uncertainties (%) on the mea-
surements of branching fraction ratios B(Al — Zty)/B(Af —
pK~n") and B(EY - E%)/B(E) - E-77).

Sources B(A =Xy) B(22—E")
B(Af—=pK-n") B(EV-E zt)
Detection efficiency 3.7 3.7
Branching fraction 0.6 0.1
The modeling of MC events 6.9 2.3
Additive uncertainty 1.9 3.1
Sum 8.1 54

decay are considered separately, because the ™ has a
higher momentum. The PID efficiency ratio between the
data and MC simulation of =z is found to be
€daa/ €nmc = (95.4 +£0.7)%, so we take 95.4% and 0.7%
as the efficiency correction factor and PID uncertainty for
x*; the PID efficiency ratio between the data and MC
simulation of z~ is found to be e,/ €mc = (99.5 £ 0.8)%,
and 1.3% is taken as the PID uncertainty of z~. The
uncertainties from proton PID efficiency and A
reconstruction mostly cancel in the ratio with the normali-
zation channel. The PID uncertainties of K and z are added
linearly to obtain the final PID uncertainties, which are
1.9% and 2.0% for the measurements of B(A; — XTy)/
B(Af —» pK=z") and B(E? - E%)/B(E) - E-xt), res-
pectively. The uncertainties associated with z° and radiative
photon reconstruction efficiencies are treated as indepen-
dent, and are estimated to be 2.3% [34] and 2.0% [35],
respectively. Assuming these uncertainties are indepen-
dent and adding them in quadrature, the final detection-
efficiency-related uncertainties are obtained, as listed in
Table II.

We assume that both A} — XFy and 0 — 2% decays
are isotropic in the rest frame of the parent particle, and a
phase space model is used to generate signal events by
default. Alternative angular distributions (1 =+ cos®6,) are
also generated, where 6, is the angle between the y
momentum vector and the boost direction from the labo-
ratory frame in the A} or ZY c.m. frame. The maximum
differences in the reconstruction efficiencies between the
alternatives and default signal MC samples are taken as
systematic uncertainties, which are 6.9% and 2.3% for
A} = Tty and 0 - 2%, respectively.

For the measurement of B(Af —>X"y)/B(Af - pK~z"),
the uncertainties from B(X" — pz°) and B(z° — yy) are
0.6% and 0.035% [24], which are added in quadrature
as the total uncertainty from branching fractions of inter-
mediate states. For the measurement of B(Z) — =)/
B(E? - E-zt), the uncertainties from B(E~ — Az~),
B(E® —» Az°), and B(z" - yy) are 0.035%, 0.012%, and
0.035% [24], which are added in quadrature as the total
uncertainty from branching fractions of intermediate states.

Additive systematic uncertainties associated with the
combinatorial background PDF, fit range, A} or Z mass
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resolution, the ratio of the signal component to the broken-
signal component, and the peaking backgrounds from the
contributions of A} — t2%(— yy)/E? - E%°(= yy)
and A - Ztp(— yy)/E2 —» E%(- yy) are considered
as follows: (1) The combinatorial background PDF is
replaced by a higher- or lower-order polynomial. (2) The
fit range is changed by +30 MeV/c% (3) To consider
the uncertainty associated with A} or Z2 mass resolution,
the signal PDF of A} or 0 is replaced by a Gaussian
function with free resolution convolved with the fixed
signal shape from signal MC simulation. (4) Since the
ratio of the signal component to the broken-signal compo-
nent in signal MC simulation may not be consistent with
that in data, we add an extra broken-signal component
described by the same PDF as original broken-signal with
free yield to fit the data. (5) The number of peaking
background events from the contributions of A} —
Ha%/80 - 2929 and A} - Xty/E0 - 2% is con-
strained with a Gaussian function whose mean value and
width are equal to the number of expected events in
M(Z*y) or M(Z%) distribution and the corresponding
uncertainty. For the normalization channels A7 — pK~z"
and EY — E-z", the additive systematic uncertainties
associated with the background PDF and fit range are
estimated using the same method as above, and then
summed in quadrature to obtain the total additive system-
atic uncertainties, which are 1.9% and 3.1% for Al —
pK~nt and B — Z 7, respectively.

Since no evident A} — X%y or Z% — E% signals are
found, the upper limits on the numbers of signal events
(VYY) at 90% credibility level (CL) are determined by
solving the equation

NYE +0o0
/ L(N)dN/ / L(N)AN = 0.9,
0 0

where N represents the assumed A7 — Tty or EY

signal events and the £(N) is the corresponding maximized
likelihood of the fit to the assumption, and the systematic
uncertainties are taken into account in two steps. First,
when we study the additive systematic uncertainties
described above, we calculate the upper limit for each
possible case, and take the most conservative upper limit at
90% CL on the number of signal events. For the AT — XTy
decay, when the combinatorial background PDF is replaced
by a third-order polynomial, the fit range is reduced by
30 MeV/c?, and the signal PDF of A} is replaced by a
Gaussian function with free resolution convolved with the
fixed signal shape, the obtained upper limit is the most
conservative. For the EY — =% decay, when the fit range is
reduced by 30 MeV/c?, the signal PDF of E? is replaced by
a Gaussian function with free resolution convolved with
the fixed signal shape, and the number of peaking back-
ground events is constrained with a Gaussian function, the
obtained upper limit is the most conservative. Then, the

— 20

multiplicative systematic uncertainties from the signal and
normalization channels and the additive systematic uncer-
tainty from the normalization channel are summed in
quadrature to give the total systematic uncertainty, and
the likelihood with the most conservative upper limit is
convolved with a Gaussian function whose width is
equal to the corresponding total systematic uncertainty.
Furthermore, to obtain the upper limits on the absolute
branching fractions B(Al — *y) and B(E) - E%) at
90% CL, the multiplicative systematic uncertainties from
the signal and normalization channels, the additive sys-
tematic uncertainty from the normalization channel, and
the uncertainty from branching fraction B(A; — pK~z™")
or B(E? - E=z") are added in quadrature as total sys-
tematic uncertainty, and then the likelihood with the most
conservative upper limit is convolved with a Gaussian
function whose width equals to the corresponding total
systematic uncertainty.

Assuming all the sources are independent and adding the
multiplicative systematic uncertainties and additive sys-
tematic uncertainties from normalization channel in quad-
rature, the total systematic uncertainties are obtained. All
the systematic uncertainties are summarized in Table II.

VI. CALCULATIONS OF THE RATIOS OF
BRANCHING FRACTIONS

The most conservative upper limits on the numbers of
A - Tty and E? — 2% signal events at 90% CL are
determined to be 608 and 91, respectively, and then the
upper limits at 90% CL on the ratios of the branching
fractions are determined from the following formulas

B(Af - =ty)  Ngbepkr

l’j’(/\:‘r - pK_ﬂ”L) N;l}?—,ﬁe?fy
y 1
B(E* - pa®)B(z" = yy)
=4.0x 1073
and
BE -E%) Nafsw  BE - Ar)
B(Eg g E_ﬂ+) N%‘Ziz+€:0y B('EO - A”O)B(ﬂo - 77)
=12x1072

Here Ng}y and Ngg‘y represent the upper limits on the

numbers of Af — Xy and E? — 2% signal events at

90% CL; N‘;‘}?-ﬂ+ and N2 . denote the observed signal

events of A7 — pK~zt and 0 — E 7" decays in data;

€xty, €m0, €pg—n+, and ez-;+ are the corresponding
reconstruction efficiencies, which are obtained from the
signal MC simulations and are listed in Table III; the
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TABLE III. Summary of the fitted signal events (N°P), the
upper limits at 90% CL on the numbers of signal events (NUT),
and the reconstruction efficiencies (¢). All the uncertainties here
are statistical only.

Modes Nobs NUE €(%)

A > Tty 340 + 110 608  2.98+ 001
B0 - 20y —18 48 91 3.03 +£0.01
Al - pK~z* 1281910 +£ 2040 12.79 £ 0.02
B0 5t 45063 £ 445 16.96 £+ 0.05

branching fractions B(X* — pz®) = (51.57 +0.03)%,
B(n° = yy) = (98.823 +0.034)%, B(E - Arn7) =
(99.887 +0.035)%, and B(E° — Ar®) = (99.524 +
0.012)% are taken from the PDG [24]. Since the statistical
significance of A} — X7y is 3.26, we also give the ratio of
branching fractions with N%Esy = (340 £110) replacing
Ngfy in above formula, B(AF - Xy)/B(Af - pK 7)==
(2.2340.7240.63) x 1073, where the first uncertainty is

statistical, and the second one arises from the multiplicative
and additive systematic uncertainties discussed in Sec. V.

VII. SUMMARY

In summary, using the entire data sample of 980 fb~!
integrated luminosity collected by the Belle detector, we
perform the first search for the weak radiative decays A —
Tty and E? — E%. No evidences for A} — Xy or 50 —
=% signals are found. The upper limits at 90% CL on the
ratios of the branching fractions

B(Af = Zty)

4.0x 1073
B(Af — pK=n") =AU

and

B(E? - E%

——¢ — ' <12x1072
B = & z+)

are measured. Taking B(A; — pK~z") = (6.28 £0.32)%
and B(EY - Z=7") = (1.43 £ 0.32)%, we determine the
upper limits at 90% CL on the absolute branching fractions
B(Af = EFy) <2.6x 107 and B(E? - E%) < 1.8 x 1074
The measured upper limits on the absolute branching
fractions of A7 — X¥y and £ — E% are slightly smaller
than the theoretical predictions of case (II) in Ref. [5], which
naively considered the flavor dependence of the charmed
baryon wave function squared at the origin |y(0)]>.
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