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We present a study of the X(3872) lineshape in the decay B — X(3872)K — D°D*°K using a data
sample of 772 x 10° BB pairs collected at the Y (4S) resonance with the Belle detector at the KEKB
asymmetric-energy e*e~ collider. The peak near the threshold in the D°D** invariant mass spectrum is
fitted using a relativistic Breit-Wigner lineshape. We determine the mass and width parameters
to be mpyw = 3873.717038 (stat) & 0.13(syst) MeV/c? and T'gyy = 5.2772(stat) £ 0.4(syst) MeV, respec-
tively. The branching fraction is found to be B(B™ — X(3872)K*) x B(X(3872) —» D°D*0) =
(0.97192 (stat) + 0.10(syst)) x 107*. The signal from B’ decays is observed for the first time with
5.20 significance, and the ratio of branching fractions between charged and neutral B decays is measured to
be B(B® — X(3872)K°)/B(B" — X(3872)K™) = 1.3410:] (stat)*0{9 (syst). The peak is also studied
using a Flatté lineshape. We determine the lower limit on the DD* coupling constant g to be 0.075 at 95%
credibility in the parameter region where the ratio of g to the mass difference from the D°D*? threshold is
equal to —15.11 GeV~!, as measured by LHCb.
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I. INTRODUCTION

The charmoniumlike X(3872) state, also known as
x01(3872) [1], was discovered by the Belle experiment
as a narrow peak in the vicinity of the D°D*° threshold in
the J/wn'n~ invariant mass distribution in exclusive
Bt - J/wyrta~ K+ decays [2]. Its existence has been
confirmed by multiple experiments: DO [3], BABAR [4],
CDF [5], LHCb [6], and BESIII [7]. In addition to the
J/wnTx~ decay, other decays such as J/yw [8], J/y7,
w(2S)y [9], D°D*° [10,11], D°D°z° [12], and 7% [13]
have been observed. The X(3872) quantum numbers J*¢
have been determined to be 17 [14,15]. Various inter-
pretations such as a loosely bound state [16-19], an
admixture of a molecular state and a pure charmonium
resonance [20], a tetraquark [21], and a cusp at the D°D*°
threshold [22-24] have been proposed, and the structure of
the state remains uncertain. Measurement of the lineshape
in various decay modes can help to discriminate among
different choices for the structure. In this paper, we examine
two models for the lineshape in the decay to D°D*: a
Breit-Wigner, and a Flatté-inspired parametrization.

The X(3872) peak has already been analyzed with the
Breit-Wigner lineshape commonly used for resonance
states. Based on the analyses of the decays including
J/w, the mass is 3871.65 £ 0.06 MeV/c? and the width
is 1.19 £0.21 MeV [1], with two measurements at the
LHCb experiment [25,26] contributing significantly to these
averages. Analyses of the decay to D’D*? based on the
Breit-Wigner lineshape tend to yield a higher mass and a
larger width, with the width measurement subject to large
uncertainties [10,11]. Discrepancies in the lineshape
between the decays to the J /w7~ and D°D** final states
can arise near the threshold due to coupled-channel effects
[22]. This may be significant for the X(3872), as the
observed mass coincides with the D°D*° threshold of
3871.69 4+ 0.10 MeV/c?, and a 17+ state can couple to
the D°D* channel in S-wave. One model to account for
coupled-channel effects is the Flatté-inspired parametriza-
tion [22,27], a Breit-Wigner model with an explicit expres-
sion for the energy-dependent partial width. At LHCb, an
analysis of the J/wz 2~ invariant mass distribution was
performed using this Flatté-inspired model [26]. It is
difficult to determine all of the parameters using only this
distribution, due to a scaling behavior in which the lineshape
near the threshold does not change under a linear trans-
formation of four of the five parameters [26,28]. To
determine all the parameters, it is important to analyze
not only the J /w7~ decay but also the D°D*° decay, as
proposed in the theoretical analysis [27]. By analyzing the
D°D*0 decay, we aim to provide more information on the
lineshape, and in particular on the coupling strength
of X(3872) — D°D*.

In this paper, we present a study of the X(3872)
lineshape using a sample of X(3872) — D°D*? candidates

produced in the exclusive decay B — D°D*°K using the
full Belle dataset. There have been three previous studies
[10-12]. Reference [12] is an analysis of the B —
D°DP7°K decay at Belle, and Refs. [10,11] are analyses
of the B — D°D*'K decays at BABAR and Belle, respec-
tively. The latter two analyses apply a D*? selection and a
mass-constrained fit to the D* candidates. While this has
the advantage of improving the signal-to-noise ratio, it has
the disadvantage of disallowing entries below the D°D*°
threshold, which is important for studying the structure.
Given the limited size of our data sample, we adopt a
similar technique to the latter analyses, i.e. subtracting the
reconstructed D** mass and adding the nominal mass. The
disadvantage of requiring the D*? is partially compensated
for by analyzing the Flatté model, in which we can obtain a
lineshape reflecting poles of the scattering amplitude.
Compared to Refs. [10,11], additional DY decay modes
are included, increasing the efficiency to reconstruct D°D*0
decays. Throughout this paper, charge conjugation is
always included. We do not distinguish D°D** from
D°D** unless otherwise indicated.

The paper is organized as follows. In Sec. Il, the Belle
detector and dataset are described. In Secs. III and IV, the
event selection and the fitted model are presented. In
Sec. V, the results of fitting the data with the relativistic
Breit-Wigner model and the Flatté model are presented.
Section VI contains a discussion of the results, and the
conclusions of the paper.

II. DETECTOR AND DATASET

We use a data sample of 772 x 10° BB pairs, collected at a
center-of-mass energy of /s = 10.58 GeV, corresponding
to the Y'(4S) resonance, with the Belle detector at the KEKB
asymmetric-energy et e~ collider [29,30]. The Belle detec-
tor is a large-solid-angle magnetic spectrometer that consists
of a silicon vertex detector (SVD), a 50-layer central drift
chamber (CDC), an array of aerogel threshold Cherenkov
counters (ACC), a barrel-like arrangement of time-of-flight
scintillation counters (TOF), and an electromagnetic calo-
rimeter comprised of CsI(TI) crystals (ECL) located inside a
super-conducting solenoid coil that provides a 1.5 T mag-
netic field. An iron flux-return located outside of the coil is
installed to detect K (L) mesons and to identify muons (KLM).
The detector is described in detail elsewhere [31,32].

To determine the event selection and the detector
response, we use a sample of Monte Carlo (MC) simulated
events generated using the EvtGen event generator [33].
The detector response is simulated using the GEANT3
package [34].

III. EVENT SELECTION

The event selection is determined using the MC samples
in two steps. First, the selection criteria for the final-state
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particles are determined based on our previous studies
[11,12]. Second, the selection criteria for the intermediate-
state particles are optimized by maximizing the figure-of-
merit S/+/S + B, where S and B are the estimated numbers
of signal and background events, respectively. The result-
ing selection is described below.

Tracks are selected using vertex information measured
by the tracking system. A track candidate is accepted if its
distance along the detector axis from the point of closest
approach to the interaction point is less than 4.0 cm,
and its distance transverse to the detector axis is less than
1.0 cm. These requirements are not imposed for tracks in
K% — "z~ candidates. In addition, pion and kaon candi-
dates are selected using likelihoods £, and L based on the
time-of-flight measured by the TOF, the number of
Cherenkov photons detected by the ACC, and the ioniza-
tion loss in the CDC. Tracks with a likelihood ratio
L./(L;+ Lg) > 0.1 are used as charged pion candidates,
and tracks with £,/(L, + L) < 0.9 are used as charged
kaon candidates. The hadron identification efficiency is
approximately 97% for both pions and kaons. Tracks
satisfying £,/ (L, + L;) > 0.95 are identified as electrons
and eliminated. Here, £, and £; are distinct likelihoods for
the electron and nonelectron hypotheses, based on ECL,
tracking, and other information. The particle identification
is described in detail elsewhere [35].

K candidates are reconstructed from charged pion pairs
with opposite charges. The zz~ invariant mass is required
to agree with the known K9 mass [1] within 7 MeV/c?
(~3.60 of the resolution). Candidates are selected using a
neural network classifier [36] with various Kkinematic
variables as input. To improve the four-momentum reso-
lution, a mass- and vertex-constrained fit is applied.

Photon candidates are reconstructed from ECL clusters
with no matching charged tracks. Candidates are selected
based on the ratio, Eq/E>s, of the energy deposited in the
3 x 3 array of crystals centered on the crystal with the
highest energy deposition to that in the 5 x 5 array: we
require Eq/E,5 > 0.8.

Neutral pions are reconstructed from photon pairs. The
photons are required to have energy greater than 30 MeV in
the barrel region or 50 MeV in the endcaps. The yy invariant
mass is required to agree with the z° nominal mass [1]
within 12 MeV/c?. This mass window corresponds to
92% signal efficiency. A mass-constrained fit is applied
to improve the momentum resolution.

D candidates are reconstructed in six decay modes:
K nt, Knt2% K-ntn =t Kg71‘+777_, Kgﬂ+ﬂ'_ﬂ'0, and
K*TK~. The n° candidates used in this reconstruction are
required to have momentum in the center-of-mass system
greater than 100 MeV/c, and energy in the laboratory
system greater than 150 MeV. If a z° is included, the

reconstructed D° invariant mass is required to be within
16 MeV/c? of the nominal mass [1] corresponding to 85%
signal efficiency; otherwise, it is required to be within
8.5 MeV/c? corresponding to 91% efficiency. To improve
the momentum resolution, a mass- and vertex-constrained
fit is applied. Candidates where the y> probability of the fit
is less than 0.0001 are eliminated.

D*Y candidates are reconstructed in two decay modes:
D% and D°z°. For the D%y mode, only y candidates with an
energy greater than 90 MeV in the laboratory system are
used. For the Dz mode, only #° candidates with a
momentum in the center-of-mass system of less than
100 MeV/c and an energy in the laboratory system of
less than 200 MeV are used. The difference in the
reconstructed mass between D** and D is required to
agree with the nominal value [1] within 9.0 MeV/c? and
2.0 MeV/c? for D% and D°z°, respectively, corresponding
to 90% signal efficiency in each case.

B meson candidates are then reconstructed in the
decay modes D°D*°K* and D°D*°K§. To reduce wrong
combinations, the daughter K* is required to have
Lx/(L;+ Lg) > 0.6, corresponding to an identifi-
cation efficiency of 89%. The B candidates are selected
based on the beam-energy constrained mass, M, =

V(EZ™ )2 — (pS™)? and the difference of the energy in
the center-of-mass system between the B candidate and the
beam, AE = EF™ — EPT° | where EYTS is the beam energy
in the center-of-mass system corresponding to half of /s,
and p3"™ and EQ™ are the energy and momentum of B
candidates in the center-of-mass system, respectively. We
retain events with My, > 5.2 GeV/c? and |AE| < 50 MeV
for later analysis. The M. signal region is defined
as | My, —mpg| < 4.5 MeV/c? (%20) for D** — D% and
|My. —mp| < 6.0 MeV/c*> (x2.56) for D** — D
where mp denotes the nominal B mass [1]. The AE signal
region is defined as |AE| < 12 MeV (~20). For suppres-
sion of continuum events, we use a FastBDT classifier [37]
trained on the simulation sample with the following
event-shape information as input: modified Fox-Wolfram
moments [38], the momentum flow in concentric cones
around the thrust axis [39], and thrust-related quantities.
Events for which the classifier output is less than 0.15 are
eliminated. This requirement retains 96% of the signal
candidates and rejects 49% of the candidates of continuum
events.

After this selection, the average number of B candidates
per event is 1.8, because D°D*® and D*°DP are often
indistinguishable and double-counted. To avoid multiple
counting of signal events, we select the candidate that has
the highest value of the product of the following likelihood
L and prior probability P
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Distributions of (My., AE) for B* (left) and B° (right) candidates in the M(D°D*?) < 3.88 GeV/c? region, where the signal-

to-background ratio for X(3872) in data is relatively high. The red solid and blue dashed rectangles show the (M., AE) signal regions

for D' — D% and D°z°, respectively.

L= ‘CM(DO) X EM(DO) X LM(D*O)—M(DO)EAE[XEM(HO)]’

P =0k B(DO = i) x B(D® = j) x B(D™ = k), (1)

ijk

where L is the product of the likelihoods of the measured
D, D%, and D*° masses, and AE; and, for the D*0 — D979
mode, the likelihood of the measured 7z° mass. Each
likelihood is obtained using probability density functions
(PDFs) determined using the MC samples. The probability
‘P is obtained from the probability that a signal event can be
reconstructed ¢;;;, the average number of B candidates per
event ¢, ;, and the decay branching fraction, when D°, D,
and D*Y are reconstructed in the i, Jj, and k modes,
respectively. The values of ¢;; and (;;; are determined
using the MC samples. The (M., AE) distribution of the
selected B candidates is shown in Fig. 1. The red solid (blue
dashed) rectangle shows the (M., AE) signal region for
D* — D% (D°2%: B candidates used in the lineshape
study are selected from this region.

For all events remaining in the selection, the following
D°D*Y invariant mass is calculated instead of applying a
mass-constrained fit to improve the mass resolution,

M(DOD*O)
{ M(D°D%) —M(D%) +mp.o  for D** — DY,
I M(D°D°7%) — M(D°7°) + mpo  for D* — DOz,

(2)

where the reconstructed D** invariant mass, M(D%) or
M(D°z), is subtracted, and the D** nominal mass, .0, is
added. The lineshape and signal yield are determined by
fitting the distribution in the region below 4.0 GeV/c?.

IV. FIT STRATEGY AND DETECTOR RESPONSE

In this work, the obtained M(D°D*?) distributions are
fitted with two lineshape models: the relativistic Breit-
Wigner, and a Flatté-inspired model. The fits with these two
models, shown in the next section, are performed with the
following procedure.

When signal events are reconstructed correctly, the
invariant mass distribution has a peak consisting of the
natural lineshape convolved with the mass-dependent
detector response. This response, i.e. the mass dependence
of the signal efficiency and the mass resolution, is studied
and parametrized using a set of X(3872) — D°D*® MC
samples generated with zero width, and a range of mass
values from the D°D*? threshold to 4.0 GeV/c?. Here, the
X(3872) — D°D*® decays are generated using a uniform
phase space model; the D*? width is assumed to be around
60 keV [23]. Since the signal-to-noise ratio depends on the
D*° decay mode, fits are performed separately for D*0 —
D% and D*® — D°z°. In addition, fits are performed
separately for B and B* candidates to determine the ratio
of branching fractions between B’ — X(3872)K° and
Bt — X(3872)K*.

The fit function for correctly reconstructed X(3872) —
D°D*Y decays, which we refer to as “signal”, is constructed
as follows. The signal efficiency varies depending on the
mass by a few tens of percent, especially around the
threshold, as shown in Fig. 2(a). It is parametrized by
the threshold function po{1 — pjeP>(M=mpo=mpo) 4
p3(M —mpo —mpo)} with parameters po—p3; in the
low-mass region, which is continuously connected to a
constant value in the high-mass region. The mass resolution
for the signal is modeled as the sum of a Gaussian and a
reversed Crystal Ball function [40] with a common mean.
Figure 2(b) shows the M(D°D*®) spread due to the
resolution, and the resolution function used in this work,
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FIG. 2. The detector response for the signal component. (a) The sum of products of the signal efficiency and the branching fraction of
the intermediate states B0 ) €;; X B;; as a function of the X (3872) mass generated in the MC samples for B — X(3872)K*; the blue
circles and the red squares are for D** — D%z° and D** — D%, respectively. The lines represent the parametrized efficiency functions.
For B® — X(3872)K", similar structures are obtained with a ratio of B — X(3872)K™ to B® — X(3872)K" of almost 4: 1. (b) The
M(D°D*) spread due to the detector response for the X(3872) lineshape generated with zero width and masses of 3871.9 MeV/c?,
3879.0 MeV/c?, 3884.0 MeV/c?, and 3950.0 MeV/c? for the D' — D%z° decay mode. The circles show normalized distributions
obtained from the MC sample. The curves show the parametrized resolution functions. Similar results are obtained for D** — DO%.

for several choices of the X(3872) mass. As noted in
the previous Belle study, the resolution degrades with the
square root of the difference between the mass and the
threshold [11]. The convolution with the mass-dependent
resolution function entails longer computation times. The
effect of smearing due to the resolution is small at masses
away from the peak, since the natural lineshape is broad
[10,11]. For example, the full width at half maximum
(FWHM) of the natural lineshape is a few MeV, while the
FWHM of the mass resolution near the peak is only about
220 keV. Therefore, instead of convolution with the mass-
dependent resolution function, convolution with the spe-
cific resolution function at the mass of 3871.9 MeV/c?
(near the peak) is adopted as an approximation. To
reproduce the behavior near threshold, the signal function
is multiplied by a soft threshold function that rises from
zero to one at the threshold using an error function. The
procedure is validated on X(3872) — D°D*® MC samples
generated with a broad lineshape. The effect of the
approximation is negligible.

The ratios of signal yields among the decay modes are
fixed in the fit using the product of the expected total signal
efficiency and the branching fraction of each decay mode.
Here the expected signal efficiency depends on the line-
shape because of the mass dependence of the signal
efficiency. The total signal efficiency is obtained by
averaging the signal efficiencies as a function of mass
weighted by the values of the lineshape function. It is then
corrected by taking account of the signal which may leak
out of the fit range, depending on the lineshape, and by
taking the ratio of the area of the signal function in the
fit range to that from the threshold to mp — mg. Here, a

mass-dependent resolution function is convolved with the
signal function, because smearing due to the resolution is
important at higher masses. The calculation of the total
signal efficiency is validated on MC samples for a broad
range of lineshape parameters.

A separate fit function is used for “broken signal”: cases
where the D is reconstructed incorrectly, a wrong z° or y is
combined in the D*° reconstruction, or a D**D° signal
event is misinterpreted as D’ D*° by combining z° or y from
D*0 incorrectly with the D° to make a fake D*. For the
D™ — D°z° mode, such events produce a broad peak in
the M(D°D*) signal region and possibly distort the
lineshape of the signal. The fit function for the broken
signal therefore takes account of the mass dependencies of
the resolution and the efficiency as in the case of correctly
reconstructed signal events. The mass dependence of the
efficiency is parametrized using the same threshold
function used for the signal. The resolution is reproduced
by a triple Gaussian multiplied by a soft threshold function
at the D°D*" threshold, and its mass dependence is
studied and parametrized using zero-width MC samples.
Since the resolution for the broken signal is several times
worse than that for the signal, we do not use approximated
convolution: we instead use a discrete convolution with the
mass-dependent resolution function. In the fit, the yield of
the broken signal relative to the signal is fixed to the value
expected from the lineshape and the ratio of the total
efficiency of the broken signal to that of the signal.

The broken signal peak due to the D*® — D% mode has
little sensitivity to the natural lineshape. To reduce the
systematic uncertainty due to the shape, we use a histogram
PDF depending on the lineshape. This PDF is obtained by
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plotting the broken-signal histogram for each of the zero-
width MC samples, scaling it by the value of the assumed
lineshape at the generated mass, and summing up all of
the scaled histograms. Here, the bin widths are adjusted
to increase as the mass increases to suppress statistical
fluctuations.

The background from eTe™ — qg (¢ = u, d, s, c) con-
tinuum events, and e* e~ — Y (4S) — BB events other than
signal, is studied using the background MC sample. The
shape of the invariant mass distribution is reproduced using a

threshold function, \/M — (mpo + mp«), where mp and
m o are the nominal masses of D° and D*° [1], respectively.

V. FIT TO DATA
A. Relativistic Breit-Wigner model

The relativistic Breit-Wigner lineshape function is
defined as [1]

mpwMT'(M)

T ) =g 2+ i T

N E)

where M is the observed invariant mass, and mgy is the
mass of the resonance. The mass-dependent width T'(M) is
defined as

00T ()

where I'gyw and L are the width of the resonance and the
orbital angular momentum, respectively. Taking account of
the closeness to the threshold, the decay is assumed to be
pure S-wave (L = 0) with no D-wave (L = 2) admixture.
The momentum of one of the daughters in the rest frame of
X(3872), p(M), can be calculated as

— ﬁ \/(M2 — (mDo =+ mD*o)z)

X \/ (M2 = (mpp = mppo)?). (5)

Figure 3 presents the M(D°D*?) distributions obtained
from the data. Here, unbinned maximum likelihood fits are
performed simultaneously to the distributions for the D*°
decay modes, D*® — Dz° and Dy, and for the B* and B°
samples, with common fit parameters m and I'. The PDFs
are convolved with the detector response as described in the
previous section. Table I summarizes the parameters
obtained from the fit. The significance is determined from
the log-likelihood ratio —21n(L,/L) accounting for the
difference in the number of degrees of freedom, where L,
and £ are the fit likelihood without and with the peak
component; i.e., the yield is constrained to be zero for the
significance of each B mode, and the parameters m and [
are additionally dropped for the combined significance.

p(M)

Here the likelihood is smeared to take account of the
systematic uncertainties on the signal yields as described
below. The significance is found to be 5.9c for
B - X(3872)K*, and 5.2¢ for B — X(3872)K". The
absence of peaks in the M(D°D*°) distribution in the
(M., AE) sideband region confirms that any contribution
from peaking background is small; here the sideband
region is defined as 12 MeV/c? < |My, —mg| <
20 MeV/c? or 30 MeV < |AE| < 50 MeV.
The lineshape parameters are determined to be

mpw = 3873.711038 (stat) £ 0.13(syst) MeV/c?,
Tpw = 5.2772(stat) & 0.4(syst) MeV.

The difference between mpgy and the D°D*0 threshold is
found to be

mpw — (mDO + mD*O)

= 2.027030 (stat) & 0.08(syst) MeV/c?.

The systematic uncertainties are listed in Table II. We
consider the following nine sources of uncertainty on the
mass, the width, and the signal yield: (i) The uncertainty
due to the assumed shape of the generic background is
estimated by performing a fit after changing the PDF from
the threshold function with a square root to an inverted
ARGUS function [41]. (i1) The mass resolution is validated
by comparing the data and MC AE resolution in the BT —
Dzt z~z" control sample, which has a similar decay
topology to B — X(3872)(— D°D**)K. The ratios of the
mass resolution obtained for MC and data are 1.01 £ 0.10
for D* — D% and 1.08 £0.13 for D*® — D%2°. This
resolution is consistent in data and MC, so no correction is
applied, and the associated uncertainty is assigned by
performing fits with the resolution varied by the precision,
+16 = £13%. (iii, iv) The uncertainties arising from the
mass dependence of the efficiency and the ratio of the
broken-signal to the signal are evaluated by summing in
quadrature the changes induced by +1¢ variations of the
relevant parameters. (v) The uncertainty due to possible
bias in the fit is evaluated by performing pseudoexperi-
ments. The input value of a parameter subtracted from the
median of the parameter distribution is regarded as the
corresponding uncertainty. (vi) For the mgy measurement
only, the uncertainty arising from the finite precision of the
D mass and the A (m .0 — my) mass difference is taken as
the +lo uncertainty of 2mpo + A(mpo —mpy) =
3871.69 4= 0.10 MeV/c? following Ref. [1]. (vii) The non-
zero D* width (T'p-0) leads to three potential sources of
bias: a bias arising from the mass difference technique, a
bias arising from the consideration of the D*° width in the
lineshape model, and a bias due to the interference between
X(3872) — D°D*0 and D°D*°. Biases from these three
sources are evaluated as follows. For the first bias, two
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FIG. 3. The M(D°D*?) distributions with the fit result with the relativistic Breit-Wigner lineshape for B — X(3872)K™* (top) and

B — X(3872)K" (bottom). The left and right rows are for D*® — D% and D** — D°z°, respectively. The points with error bars
represent data. The blue solid line shows the total fit result. The blue and green dashed lines show the signal contributions and broken
signal contributions, respectively. The red dashed line shows the contribution of generic background.

M(D°D*?) distributions are formed in MC with a broad
lineshape: one where mp-0 in Eq. (2) is fixed to the nominal
value (as in our analysis), and the other where m0 is
replaced by the true D* mass generated by EvtGen,
where I'j.0 = 65.5 keV [23] is assumed. Each distribution
is fitted with the PDF of the signal component, and the
largest difference is regarded as the associated uncertainty.
For the second bias, the distribution for data is fitted after

TABLE L.
signal efficiency, and the significance.

smearing the assumed lineshape with a Breit-Wigner
function of I'po = 65.5 keV, and the change from the
original result is regarded as the associated uncertainty. The
third bias is ignored since the interference effect is
negligible above the threshold [42]. The uncertainties
associated with the first and second biases are added in
quadrature. (viii) Limited MC statistics lead to uncertainty
on the shape of the broken-signal for D*® — D%. This is

Results using the relativistic Breit-Wigner lineshape: the fitted mass, width and signal yield, the total

Mode m (MeV/c?) Iy (MeV) Ngig Bpo > € x By Significance
Combined 3873.71103% 52173 70.517¢ 8.70 x 10~ 150
X(3872)K* - : 53.205%° 6.92 x 107* 590
X(3872)K° 1733 1.78 x 10~ 526
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TABLEII.
Wigner lineshape.

Summary of systematic uncertainty for the mass, width, and branching fractions measurements using the relativistic Breit-

Source m (MeV/c?) o (MeV) X (3872)K* (%) X (3872)K° (%) Ratio (K°/K*) (%)
(i) Generic BG PDF +0.07 +0.38 +8.2 +1.4 +6.7
(ii) Mass resolution +0.02 —0.11/+0.13 -0.2/4+0.4 -0.3/404 —-0.1/40.0
(iii) Mass dependence of efficiency +0.02 —0.08/ + 0.07 =2.7/42.0 -2.3/+1.7 -0.5/ +0.6
(iv) Ratio of broken-signal BG to signal +0.01 +0.02 +2.1 +0.6 +2.1

(v) Fit bias -0.02/4-0.00 —0.02/+0.00 -1.3/40.0 -7.3/40.0 -4.5/40.0
(vi) D** and D° masses +0.10 . - . -

(vii) D** width —-0.01/4-0.02 +0.02 +0.0 +0.0 +0.0
(viii) Broken-signal shape for D*0 — DO +0.00 +0.01 +0.1 +0.1 +0.1
(ix) Signal ratio of D** — D% to D%z° +0.01 +0.05 +0.8 +0.2 +0.6
(x) Tracking efficiency +2.1 +2.4 +0.3
(xi) PID efficiency +2.9 +2.4 +0.4
(xii) K(S) efficiency +0.2 +1.0 +0.8
(xiii) 7 reconstruction +1.9 +1.9 e
(xiv) y reconstruction +1.5 +1.5 e

(xv) > € x Bj; +14 -3.1/4+2.3 -1.7/40.9
(xvi) Ngp +14 +1.4
(xvii) B(Y(4S) — BB) e +1.2 +1.2 +2.4
Total +0.13 +0.4 +10 -9.6/ +5.7 -9.0/ +7.6

evaluated by repeating the fit while varying each bin entry
of the MC PDF histogram assuming Poisson distributions.
The 68% interval of the distributions of the resulting fit
values is used to assign the uncertainty. (ix) The uncertainty
arising from the fixed ratio of the signal yields for D*0 —
D% to D°z° is evaluated by performing new fits, and
varying the ratio of branching fractions between D*0 —
D% and D** — D°z° by £16 [1]. The difference from the
original result is treated as the uncertainty.

The product branching fraction is calculated as follows:

B(B — X(3872)K) x B(X(3872) — D°D*0)

N.
- . (©)
2NBBB(T(4S) g BB)BD*O Zeij X Bij

where Bp. is the appropriate D*” branching fraction, and
> €;; x B;; is the sum of efficiencies multiplied by the
product of branching fractions for the various D° — i and
DY - j decay modes used. For B(Y(4S) — BB), 0.514
and 0.486 are assigned for the B¥B~ and B°B° modes,
respectively [1]. The results are

B(BT — X(3872)K*) x B(X(3872) — D°D*?)
= (0.9775-% (stat) £ 0.10(syst)) x 1074,
B(B® — X(3872)K°) x B(X(3872) — D°D*?)
= (1307935 (stat) 003 (syst)) x 1074,
Here we consider the following eight sources of system-

atic uncertainties in addition to those previously described
for the lineshape parameters; (x) The uncertainty of the

tracking efficiency is estimated using a D** — 7+ D(—
ntn~KY%) sample for tracks with high momentum.
The efficiency is consistent in data and MC; the precision
of the test, 0.35% per track, is taken as a systematic
uncertainty. For tracks with low momentum, the sample
of soft z~ in D*~ — D%z~ in the B® — D*~z* decay is
used. The ratio of tracking efficiency obtained for MC and
data is applied as a correction factor. The uncertainty in the
correction factor is regarded as a systematic uncertainty. (xi,
xii, xiii) Efficiencies for hadron identification, K' g selection,
and 7° detection are evaluated using control samples:
D*" - D= K~z")z*, D" - D°(— K%z%)z", and
7~ — 7~ 7%, respectively. In each case a correction factor
is applied to the signal efficiency based on the ratio of
efficiencies obtained for MC and data, and the uncertainty on
the correction factor is taken as the associated systematic
uncertainty. (xiv) The uncertainty of the efficiency of y
detection is evaluated using a BT — y. (= J/wy)K* sam-
ple: 3.0% is assigned for the D** — D% decay mode. (xv)
The uncertainty on ) e;; x B;; mainly arises from the
uncertainties on the D° branching fractions, and the limited
size of the signal MC sample. In addition, validation of the
calculation method for the total signal efficiency shows
input-output differences in the B® decay mode larger than
expected from statistical fluctuations: the largest of these is
assigned as a systematic uncertainty. The uncertainties from
these sources are added. (xvi) The number of BB pairs in the
dataset is measured to be (772 & 11) x 10°: the associated
uncertainty is set to 1.4%. (xvii) The uncertainties on the
branching fractions B(Y(4S) —» B*B~) = (51.4 £0.6)%
and B(Y(4S) - B°BY) = (48.6 £0.6)% [1] are also
included.
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The ratio of branching fractions between B? —
X(3872)K° and B — X(3872)K" is found to be

B(B® - X(3872)K")

— +0.47 +0.10
B(BT — X(3872)K*) 1.34% 5750 (stat) 2515 (syst).

with the same sources of systematic uncertainty as for the
branching fractions; some sources cancel, or partially
cancel, in the ratio (see Table II).

|

D(E) {E — E; —Ygkpip- +4gkpopo + T(E)] for 0 < E <4,
~ LE=E; +ilglkpopeo + kpp-) + T(E)]

where E; = mg — (mpo + mp) is the mass difference of
this state (mg) from the threshold, and g is the coupling
constant for the DD* channels; we assume the coupling
constants for the D°D*® and D* D*~ channels are the same
due to isospin symmetry. The momenta k, and k, for the
channel a are measured in the rest frame of the X(3872).
They are expressed using the reduced mass u as

kDOD*O = \/ZﬂDOD*OE,
kptp- =/ 2pp+p-(E = 5),

Kp+p— = \/2Up+p—(6 — E),

8= (mp+ +mp-) = (mpo + mpa). )
The energy-dependent width T'(E) is defined by
(E) =Ty, (E) + Tjjyu(E) + o, (10)

where I', is the partial width for the channel a. For the
J/wp and J/ww channels, the dependence on E is defined
as follows using the phase space and effective coupling
constants, f, and f,, [27]:

M(E)-my, dm’ q(m',E)T,
r E) = —_— - . (11
.//l//p( ) fplmﬂ o (m/_mp)z +1—~/27/4 ( )
M(E)=myp, dm’  gq(m',E)T,,
r E)= — , (12
el =t | i

where I, and I',, are total widths for the p and
resonances, respectively. The upper bound of the integral

is set by the difference between

w

M(E) :E—I—(mDo—f—mD*o) (13)

and m,,,. In each case, g(m’, E) is the momentum of the
two- or three-pion system in the rest frame of the X(3872),

B. Flatté model

The Flatté-inspired parametrization is defined as follows
using the energy from the D°D*° threshold, E = M —
(mDo + me) [22,27,43]:

ngoD*o

fFlatte(E) = ‘D(E) 7 (7)

for E > 6, (8)
[
q(m' E) = #(E) \/MZ(E) —(m' + mj/l',,)2
X \[M2(E) = (m' = my, ). (14)

The parameter I’ is the sum of the partial widths of other
channels, such as radiative decays. In total, this model has
five free parameters, Ey, g, f,, [, and I'y.

To obtain stable results in the fit, we apply two con-
straints, which were also used in the previous study at
LHCb [26]. The first is to fix f, so that the branching
fraction of the J/wztz~ mode and that of the J/yw
mode are equal, consistent with experimental results to
date [44—46]. Based on the feature that the area under the
lineshape for a channel is proportional to the branching
fraction, f, can be uniquely determined by calculating the
ratio of the lineshape area in the J/wzn "z~ channel to that
in J/ww. The second is a soft constraint on the ratio of
branching fractions between the J/wztz~ and D°D*°
decay modes: for each of the B* and BY modes, the
J/wrtr~ product branching fraction is calculated as
follows, and a Gaussian constraint to the measured value
[47] is included in the fit,

B(B — X(3872)K) x B(X(3872) = J/yxtz")
= Rpp X B(B — X(3872)K) x B(X(3872) — D°D*?)
(8.61 £0.32) x 1076
{ (414 1.1) x 107

for the B mode

for the B’mode

(15)

where Rpp- is the ratio of the lineshape area in the
J/wrtz~ channel to that in D°D*0, and the D°D*° product
branching fraction is given by Eq. (6).

There are too few events in our X(3872) — D°D*0
sample to simultaneously determine the four remaining
parameters. Therefore, we focus on the parameter regions
where scaling behavior was observed at LHCb [26]. We
search for the best lineshape fitted to the M(D°D*)
distribution when the following ratios of parameters are
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FIG. 4. The M(D°D*Y) distributions with the fit result with the Flatté lineshape for B* — X(3872)K™* (top) and B® — X(3872)K°
(bottom). The left and right rows are for D* — D% and D* — D°z°, respectively. The points with error bars represent data. The blue
solid line shows the total fit result. The blue and green dashed lines show the signal contributions and broken-signal contributions,
respectively. The red dashed line shows the contribution of generic background.

fixed to the values measured at LHCb: dg/dE is fixed to
—15.11 GeV™', and f,/E; and T'y/E are fixed based on
the measurements f, = 1.8 x 1073 and Ty = 1.4 MeV,
and the assumption E; = —7.2 MeV. Thus, only g is
floated as a free parameter.

We perform a simultaneous unbinned maximum like-
lihood fit under the above fit conditions. The fit results for
the data are shown in Fig. 4 and Table III. The fitted g is
O.29J_r§jf’§ , where the uncertainty is statistical. Systematic

TABLE III. Results using the Flatté lineshape: the fitted
coupling constant ¢, and the signal yield.

Mode g Nig

Combined 0291262 90.9153
X(3872)K* o 719105
X(3872)K° 13.0139

uncertainties are summarized in Table IV. The method to
evaluate the uncertainties due to the sources (i) to (ix) is the
same as in the measurement of the relativistic Breit-Wigner

TABLE IV. Summary of systematic uncertainties for the
coupling constant g of the Flatté lineshape.

Source g

(i) Generic BG PDF < 0(0.001)
(i1) Mass resolution —0.011/4-0.003
(iii) Mass dependence of efficiency —-0.012/4-0.024
(iv) Ratio of broken-signal BG to signal —0.007/+40.020
(v) Fit bias —0.000/+0

(vi) D* and D° masses

(vii) D* width

(viii) Broken-signal shape for D*0 — D%
(ix) Signal ratio of D*® — D% to D°z°
(x)—(xvii) Branching fraction

Total

—0.006/ +0.001
—0.001/ 40.002
—0.000/ +0.004
—0.021/ +0.042

—0.029/ +o0
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FIG.5. The median of output values of the coupling constant g,
as a function of the input g, evaluated using pseudo-
experiments. The dotted black line represents perfect linearity
Jout = Jin- The solid blue curve represents the threshold function

Jour = 0.14(1 — exp(—9¢in))-

lineshape. Sources (x) to (xvii) also contribute through the
constraint on the branching fraction applied in the fit.
They are evaluated by performing fits after varying each
parameter by +1o, and adding the resulting changes in
quadrature. Regarding the fitter bias (v), the relationship
between input values and medians of output values
is evaluated using pseudoexperiments, as shown in Fig. 5.
This study shows that for this sample size, g is likely to be
underestimated as ¢ increases, with the median of the
output values converging to around 0.14. The main reason
is that the lineshape converges to a fixed form for large g
(given the assumed ratios for the other parameters), and
fits fail, especially in determining an upper statistical
uncertainty.

Since there is no input value for g for which the median
of output values is 0.29, we cannot determine a central
value for g. We can however set a lower limit. The
likelihood including the systematic uncertainties listed in
Table IV, L(g), is shown as the black solid line in Fig. 6.
Noting that the curve is asymmetric, with a larger integral
above than below the best fit value, we conservatively set
the lower limit gy, from

/ Gres Lg)d { 0.8 [ L(g)dg for90% credibility,
Glower DI == 0.9 [** L(g)dg for95% credibility,
(16)

where gy denotes the coupling constant at the maximum
likelihood. The effect of fixing dg/dEy, f,, and I'; to the
values measured by LHCD is studied by varying each
parameter by *+1e. Separate curves of the relative like-
lihood L/L for each case are also shown in Fig. 6, where
L = L(g) is the likelihood of the fit and L, is the likelihood
of the best fit for each parameter set. The corresponding fit

E, [MeV]
0 -5 10 -5 20 -25 30
L L I I B
1|
0.8
006’
=
=
-
04
02
0,—" L
0 0.5

FIG. 6. For each of seven parameter sets, the likelihood ratio
L/Ly is shown, as a function of the coupling constant g, where
L = L(g) is the fitted likelihood and L, is the likelihood of the
best fit for that parameter set. The solid black line shows the
parameter set (1). The red and blue dotted lines show parameter
sets (2) and (3), respectively. The red and blue dashed lines show
sets (4) and (5), and the red and blue dot-dashed lines show sets
(6) and (7), respectively. The parameter sets are described in
Table V. Circles on the lines show the best fit g.

results and lower limits are summarized in Table V. The L,
values for the different parameter sets vary in a small range
around the value for set (1): the best is favored by only 1.2¢
relative to set (1), and the worst is disfavored by 3.4¢. The
loosest lower limit is obtained for the parameter set (6), one
of the disfavored scenarios, where f, is changed by +1o.
We conservatively choose these as the final lower limits for
this study:

g > 0.094 at 90% credibility,
g > 0.075 at 95% credibility.

These correspond to upper limits of £, < —6.2 MeV at
90% credibility and E; < —5.0 MeV at 95% credibility,
which are derived from dg/dE; = —15.11 GeV~'.

We investigate which lineshape model fits the
M(D°D*) distribution better using the test statistic
t = =2In(Lpw/ Lenae)- Here, Ly is the best fit likelihood
for the Breit-Wigner lineshape, and Lg,, iS the best
likelihood without the Rpp- constraint term, for the
Flatté lineshape with parameter set (1). For data, we obtain
t = —8.5; i.e. the Breit-Wigner lineshape is favored.
Based on the ¢ distribution obtained from pseudoexperi-
ments, the exclusion level for the Flatté lineshape is only
2.20; this level decreases when the systematic uncertainties
are taken into account. Thus, neither lineshape can be
excluded.

Additionally, the consistency of the two lineshape
measurements is confirmed using pseudoexperiments.
The Breit-Wigner parameters measured for the data are
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TABLE V. Summary of the seven parameter sets used in the evaluation of lower limits on the coupling constant g, showing the g of the
best fit, the g lower limits, and corresponding E; upper limits. The parameter sets are the center values of dg/dE, Iy, and f, measured
at LHCb [26] (1), changing dg/dE, by +16 (2), changing dg/dE, by —10c (3), changing I'y by +10c (4), changing T'y by —10o (5),
changing f, by +16 (6), and changing f, by —1¢ (7). For the parameter set (7), no lower limit is determined, because no best fit is found
in the range g < 50.

Parameter set (1) 2) 3) ) ’) (6) @)
dg/dE, (GeV™) —15.11 —-14.95(+16) —-15.27(—10) —15.11 —15.11 —15.11 —-15.11
y/E; -0.19 -0.19 -0.19 —0.29(+16) —0.09(—10) -0.19 -0.19
fo/Es (GeV) -0.25 -0.25 -0.25 -0.25 -0.25 —0.38(+16) —0.12(—10)
g of best fit 0.29 0.27 0.31 0.21 0.46 0.17 >50

g lower limit at 90% CL >0.143 >0.136 >0.151 >0.105 >0.212 >0.094 e

at 95% CL >0.113 >0.108 >0.119 >0.082 >0.167 >0.075

E, upper limit at 90% CL (MeV) <-9.5 <-9.0 <-10.0 <-6.9 <-14.0 <-6.2

at 95% CL (MeV) <-17.6 <72 <-7.9 <-55 < -11.1 <-5.0

consistent with those obtained from pseudoexperiments
generated with the observed Flatté lineshape.

VI. DISCUSSION AND CONCLUSION

In this paper, we examine the X(3872) — D°D** line-
shape using the full Belle dataset. When fitting with a
relativistic Breit-Wigner lineshape, the mass and width
parameters are measured to be

mpw = 3873.7170:38(stat) & 0.13(syst) MeV/c?,
Ty = 5.2772(stat) £ 0.4(syst) MeV.
The difference between mpgy and the D°D*0 threshold is
found to be 2.02703%(stat) 4 0.08(syst) MeV/c?. These
values are in good agreement with those measured in
previous studies of the D°D*? decay [10,11], and the
precision of the measurement is improved by at least
22%. The measured branching fractions are as follows:
B(B* — X(3872)K") x B(X(3872) — D°D*0)
= (0.97703 (stat) £ 0.10(syst)) x 1074,
B(B® — X(3872)K") x B(X(3872) — D"D*?)
= (1.307035(stat) 7002 (syst)) x 1074,
This is the first measurement of X(3872) production in B°

decays with more than 5¢ significance. The ratio of the
branching fractions is determined to be

B(B° - X(3872)K?)
B(B* — X(3872)K™")

= 1347075 (stat) 5515 (syst).

These results are in good agreement with those of previous
studies [10-12].

We compare these results with the analysis of the
Breit-Wigner lineshape using the J/wa™z~ decay mode.

The measured Breit-Wigner mass is significantly higher
than the D°D*° threshold, while the world-average mass
with the J/wa ™z~ decay is consistent with the threshold.
The measured width and ratio B(B° — X(3872)K°)/
B(B* — X(3872)K*) are shifted from the average with
the J/wn*z~ decay by 2.66 and 2.0c, respectively [50].
In previous studies of the D°D*° decay, it has also been
seen that these properties in the X(3872) — D°D* decay
mode differ from those in J/yz"x~.

We also fit the lineshape using a Flatté-inspired para-
metrization. With sufficient data, such a model could be
used to simultaneously describe the lineshapes of the
decays to the J/wztz~ and D°D*0 final states. Given
the limited size of the D°D*" data sample at Belle, and the
scaling behavior observed in the LHCb study of J /wa ™z~
we set various ratios of parameters to their LHCb values,
and fit with the coupling constant to the DD* channel, g, as
the undetermined parameter. We find that the fitted value of
g1s in aregion that is relatively insensitive to the underlying
value. We determine its lower limits to be

g > 0.094 at 90% credibility,
g > 0.075 at 95% credibility.

These correspond to upper limits of £, < —6.2 MeV at
90% credibility and E; < —=5.0 MeV at 95% credibility,
which are slightly more stringent than the LHCb meas-
urement, —270 MeV < E; < =2.0 MeV [26]. This sug-
gests that analysis using D°D*° can indeed complement the
study of the J/wz"z~ mode in this framework. The limit
includes the solution Ey = —7.2 MeV assumed in the
scattering amplitude analysis at LHCb. There is still
uncertainty in the pole positions of the scattering ampli-
tude, because the limit is not especially stringent.

Both Breit-Wigner and Flatté lineshapes fit the invariant
mass distribution obtained from the data. Finally, we

112011-12



STUDY OF THE LINESHAPE OF X(3872) USING B ...

PHYS. REV. D 107, 112011 (2023)

examine which lineshape model best fits the invariant mass
distribution. Based on the likelihood ratio from the fits, the
Breit-Wigner lineshape is favored, but the Flatté lineshape
is not excluded.

Analysis of the large dataset expected from Belle II will
be important, because the statistical uncertainty dominates
in both of the lineshape measurements. In the Flatté study,
it is essential to reduce systematic uncertainty due to the
fit bias and the measurement of parameters f, and I,.
Increasing the size of the data sample will also reduce
these uncertainties. In addition, a simultaneous fit of
the J/wr*x~ and D°D*® decay modes will also be
useful, because the ratio of branching fractions can
further constrain the parameters. In such a fit, the most
adequate samples would be an exclusive B — X(3872)
(= J/yrtn")K sample at LHCb and a B — X(3872)
(= D°D*%)K sample at Belle II. Such an analysis could
fully determine the lineshape in the coupled-channel
framework, and greatly contribute to determining the
internal structure.
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