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T O R I C  D O M A I N S

DUS A  M C D U F F  AND  K Y L E R  S I E G E L

A b s t r a c t .  We use explicit pseudoholomorphic curve techniques (without virtual pertur-
bations) to define a sequence of symplectic capacities analogous to those defined recently by
the second named author using symplectic field theory. We then compute these capacities
for all four-dimensional convex toric domains. This gives various new obstructions to
stabilized symplectic embedding problems which are sometimes sharp.
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1. Introduction
1.1. Overview. Symplectic capacities have long played an important role in symplectic
geometry, providing a systematic tool for studying nonsqueezing phenomena. Let us mention
here just two prominent sequences of symplectic capacities: the Ekeland–Hofer capacities
[EH1, EH2] and the embedded contact homology (ECH) capacities [Hut2]. The former are
defined in any dimension and they provide obstructions which can be viewed as refinements of
Gromov’s celebrated nonsqueezing theorem [Gro1]. The latter are defined only in dimension
four, but they often give very strong obstructions, e.g. they give sharp obstructions for
symplectic embeddings between four-dimensional ellipsoids.

Higher dimensional symplectic embeddings remain rather poorly understood, but there
has been considerable recent interest [HK1, CGH, CGHM, McD, Sie2, Sie3, Irv] in so-called
“stabilized symplectic embedding problems”, in which one studies symplectic embeddings
of the form X   C N  , !  X 0  C N  for four-dimensional Liouville domains X ; X 0  and N  2  Z1 . In
order to systematize and generalize these results, the second named author introduced in
[Sie2] a sequence of symplectic capacities g1; g2; g3; : : : which are “stable” in the sense that
g k ( X   C  )  =  g k (X )  for any Liouville domain X  and k; N 2  Z1 . These capacities are
defined using symplectic field theory (SFT),  more specifically the (chain level) filtered L 1
structure on linearized contact homology, and their definition also involves curves satisfying
local tangency constraints. As a proof of concept, [Sie2] shows that these capacities perform
quite well in toy problems, for instance they recover the sharp obstructions from [McD] and
they often outperform the Ekeland–Hofer capacities. In fact, the capacities g1; g2; g3; : : :
are a specialization of a more general family of capacities fgbg which are expected to give
sharp obstructions to the stabilized ellipsoid embedding problem.

However, two broad questions naturally become apparent:
(1) What is the role of symplectic field theory? Namely, it is known that S F T  typically

requires virtually perturbing moduli spaces of pseudoholomorphic curves, and yet
ultimately all of the data of g k (X )  should be carried by honest pseudoholomorphic
curves in X  and R  @X, so does one really need the full S F T  package?1

(2) How does one actually compute g1; g2; g3; : : : for Liouville domains of interest? Note
that even computing gk for a four-dimensional ellipsoid is a nontrivial problem.

Note that these questions are coupled, since a concrete answer to (1) could open up new
direct avenues for computations as in (2).

The primary purpose of this paper is to address both of these questions. In short:
(1) We give an ersatz definition of gk, denoted by gk, which is simple and explicit and

does not require any virtual perturbations.

1As outlined in [Sie2, §1], we also expect an alternative definition of gk using (S 1-equivariant) Floer
theory instead of symplectic field theory. Since this involves Hamiltonian perturbations and many associated
choices, it is also quite difficult to compute directly from the definition.
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(2) We compute (or at least reduce to elementary combinatorics) gk for all four-
dimensional convex toric domains. This gives a large family of examples which
includes ellipsoids and polydisks as special cases.

Combining these, one can directly extract many new symplectic embedding obstructions. As
an illustration, the recent work [CGHS] applies our computations for ellipsoids and polydisks
in order to obstruct various stabilized symplectic embeddings between these. Remarkably,
these obstructions are often sharp, at least when certain aspect ratios are integral; see
Example 1.3.3 and Remark 1.3.5.

1.2. Statement of main results. We now describe our results in more detail. In §3,
we define the capacity ~k (M ) for all symplectic manifolds M and k 2  Z1 . Roughly, if X  is
a Liouville domain with nondegenerate contact boundary, then g k (X )  is the maximum over
all suitable almost complex structures J  of the minimum energy of any asymptotically
cylindrical rational J -holomorphic curve in X  which satisfies a local tangency constraint
< T  ( k ) p> .  The latter means that the curve has contact order k (or equivalently tangency
order k 1) to a chosen local divisor D  defined near a point p 2  X .  Note that we do not
require the curves entering into the definition of g k (X )  to be regular or even index zero.
This definition of g k (X )  is extended to gk (M ) for M an arbitrary symplectic manifold by
taking a supremum over all Liouville domains which symplectically embed into M.
Remark 1.2.1. In the special case of the first capacity g1, our definition essentially coincides
with Gromov’s original definition of “symplectic width” via a maxi-min procedure - see
[Gro2, §4.1].

The following summarizes some of the key properties of gk:

Theorem 1.2.2. For each k 2  Z1 , gk is independent of the choice of local divisor and is a
symplectomorphism invariant. It satisfies the following properties:

 Scaling: it scales like area, i.e. gk (M ; ! ) =  gk (M ; !) for any symplectic manifold
(M ; ! )  and  2  R>0 .

 Nondecreasing: we have g1(M )  g2(M )  g3(M )   for any symplectic manifold
M.

 Subadditivity: we have g i + j (M )  gi (M ) +  gj (M ) for any i ; j  2  Z1 .
 Symplect ic  emb edding monotonicity: It is monotone under equidimensional

symplectic embeddings, i.e. M , !  M0 implies gk (M )  gk(M 0) for any symplectic
manifolds M; M .

 Closed curve upper bound: If (M ; ! )  is a closed semipositive symplectic manifold
satisfying NM ; A <T ( k ) p >  =  0 for some A  2  H2 (M ), then we have gk (M )  [ ! ]   A.

 Stabil ization: For any Liouvil le domain X  we have g k ( X   B  (c)) =  g k (X )  for any c
gk (X ) ,  provided that the hypotheses of Proposition 3.7.1 are satisfied (this holds e.g.
for X  any four-dimensional convex toric domain).

In the penultimate point, NM ; A <T ( k ) p >  denotes the Gromov–Witten type invariant which
counts closed rational pseudoholomorphic curves in M in homology class A  satisfying the
local tangency constraint < T  ( k ) p> ,  as defined in [MSie]. Also, B 2 (c) denotes the closed

2After a first draft of this paper was completed, the authors learned from G. Mikhalkin about independent
work defining a similar capacity directly for all symplectic manifolds using an even broader class of almost
complex structures and pseudoholomorphic curves. It seems likely that these two definitions are equivalent, but
they may have slightly different realms of utility.
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c=) ,  equipped with its standard symplectic form. For more
detailed explanations and proofs, see §2 and §3.
R e m a r k  1.2.3 (Stabilization hypotheses). The hypotheses of Proposition 3.7.1 roughly
amount to the assumption that g k (X )  is represented by a moduli space of curves which is
sufficiently robust that it cannot degenerate in generic 1-parameter families. When this
holds, we can iteratively stabilize to obtain g k (X   B 2 (c)    B 2 (c)) =  g k (X )  for c  gk (X ),  and in
particular we have g k ( X   C  )  =  g k (X )  for N  2  Z1 . Compared with gk, the extra hypotheses
in the stabilization property is one place where we “pay the price” for such a simple definition
of ~k, although we do not know whether the extra hypotheses is truly essential.

Remark 1.2.4 (Relationship with gk ). As we explain in §3.4, we must have g k (X )  =  g k (X )
whenever X  is a Liouville domain satisfying the hypotheses of Proposition 3.7.1. In particular,
this is the case for all four-dimensional convex toric domains, and we are not aware of any
examples with g k (X )  =  gk (X ).
Remark 1.2.5 (Relationship with Gutt–Hutchings capacities). In §3.1, we define (following
[Sie2]) a refined family of capacities ~ ‘  for k; ‘ 2  Z1 , using the same prescription as for g
except that we now only allow curves having at most ‘  positive ends. Note that the case ‘
=  1  recovers gk =  g 1 .  The capacities fg ‘g satisfy most of the properties in Theorem
1.2.2, except that the closed curve upper bound no longer holds, and monotonicity for g ‘  only
holds for generalized L iouvi l le  embeddings, i.e. smooth embeddings  : ( X ; )  , !
(X 0; 0) of equidimensional Liouville domains such that the closed 1-form ((0) )j

is exact (c.f. [GH, §1.4]). In §5.6, we show that, at least for four-dimensional
convex toric domains, the ‘  =  1 specialization g1 coincides with the kth Gutt–Hutchings
capacity cG H  [GH]. The latter is in turn known to agree with the kth Ekeland–Hofer capacity
cE H  in all examples where both are computed, e.g. ellipsoids and polydisks.
Remark 1.2.6 (Nondecreasing property). Curiously, for the analogous S F T  capacities the

nondecreasing property g1  g2  g3   is not at all obvious from the definition.
Remark 1.2.7 (Generalizations). The approach taken in this paper to define fgk g naturally
generalizes to define various other families of capacities, e.g. by replacing the local tangency
constraint < T  ( k ) p >  with k generic point constraints, and/or by allowing curves of higher
genus. In this spirit, the very recent preprint [Hut5] adapts our approach to define (without
relying on Seiberg–Witten theory) a sequence of four-dimensional capacities which agree in
many cases with the E CH capacities.

With the capacities g ; g ; g ; : : : at hand, we turn to computations. Given a compact
convex domain
  Rn, put X
 : =   1(
), where  : C n  !  Rn 

0 is given by

(z1; : : : ; zn) =  (jz1j2; : : : ; jznj2):

Define jj   jj : Rn !  R by jj~vjj : =  maxh~v; w~ i, where h ;  i  denotes the standard dot

product. Note that if @
 is smooth, then the maximizer w~ lies in @
 and is such that the hyperplane through w~ normal to ~v is tangent to @
. If
 contains the origin in its interior, then jj   jj is a (non-symmetric) norm, dual to the
norm having
 as its unit ball. Otherwise, jj   jj is not generally nondegenerate or even nonnegative,
although it is still convenient to treat it like a norm. Recall that X
 is a “convex toric domain” if the symmetrization of
 about the axes is itself convex (see §4.1 for more details).
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Theorem 1.2.8. Let X
 be a four-dimensional convex toric domain. For k 2  Z1 , we have

g k (X

) =  min
X

j j ( i s ; j s ) j j
; (1.2.1)
s = 1

where the minimization is over all (i1; j1); : : : ; (iq ; jq ) 2  Z0  n f(0; 0)g such that
q ( i s  +  j s )  +  q 1 =  k

 if q  2, then (i1; : : : ; iq ) =  (0; : : : ; 0) and (j1; : : : ; jq ) =  (0; : : : ; 0).

Using results from §4, we have the following appealing reformulation, which we prove
at the end of §4.3. If P   R2 is a convex lattice polygon, i.e. a convex polygon such that
each vertex lies at an integer lattice point, let ‘  (@P ) denote the length of its boundary
as measured by jj   jj , and let j@P \  Z2 j denote the number of lattice points along the
boundary. Here we allow the degenerate case where P  is a line segment, in which case by
definition @P =  P . Note that ‘
(@P) is unaffected if we translate
 so that it contains the origin in its interior, after which jj jj
 becomes nondegenerate.

Corol lary 1.2.9. For X

 a four-dimensional convex toric domain and k 2  Z1 , we have: g k (X

) =  min     ‘

(@P)  
P   R

Z
convex lattice polygon;       :                (1.2.2)

Remark 1.2.10. (i) The kth ECH capacity c E C H ( X
) is given by the exact same formula except that we replace j@P \  Z2 j with jP \  Z2j, i.e. the
number of lattice points in both the interior and boundary of P  (see [Hut2]). Under the
correspondence between lattice polygons and generators, j@P \  Z2 j corresponds to the
(half ) Fredholm index, whereas jP \  Z2 j corresponds to the (half ) ECH index. It is
interesting to ask whether Corollary 1.2.9 holds for more general domains
  R2. One can also ask about extensions to higher dimensions, with lattice polygons in R2

replaced by lattice paths in Rn.

(ii) Note that Corollary 1.2.9 involves arbitrary lattice points, whereas Theorem 1.2.8 involves
only nonnegative ones. Conceptually this mirrors the fact that X has the same values
for gk as its associated “free toric domain” T2

, thanks to the “Traynor trick” (see e.g. [LMT]).

(iii) Closely related formulas appear in the recent work [CW]. In particular, [CW, Cor. 1]
computes g ( X  ) under the additional assumption that the lengths of
 along the x  and y axes agree, which holds e.g. if X  is the round ball B 4 (c) or the cube
B 2 (c) B 2 (c). Whereas our upper bounds come from curves constructed via the ECH
cobordism map and iterated obstruction bundle gluing (see §5), the upper bounds in [CW]
come from cocharacter curves in (possibly singular) closed toric surfaces.

(iv) The work [Sie3] offers another combinatorial computation of g k ( X
)  for any four-dimensional convex toric domain X

, and in fact it also computes the full family of capacities fg b (X
)g. However, since that framework involves a nontrivial recursive algorithm, it is not clear

how to use it to extract the above formulas.

1.3. Examples and applications. In §4.3 we significantly simplify the combinatorial



optimization problem involved in Theorem 1.2.8 by showing that there are only a few
possibilities for the minimizers. Indeed, Corollary 4.3.9 implies the following simplification of
Theorem 1.2.8:
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Corollary 1.3.1. Let X
 be a four-dimensional convex toric domain as in Theorem 1.2.8, and assume that
 has sides of length a; b along the x  and y axes respectively, with a  b. Then there is a
minimizer (i1 ; j1 ); : : : ; (iq ; jq ) taking one of the following forms:

(i) (0; 1)i  (1; 1)j for i   0, j   1 (ii)
(0; 1)i  (1; s) for i   0 and s  2

(iii) (0; 1)i  (1; 0) for i   1 (iv)
(0; s) for s  1.

This formulation is particularly useful for extracting closed-form expressions for gk in various
families of examples, as in the following results.

Let
E(a1; a2) : =  f(z1; z2) 2  C2 j a1 

jz1j2 +  a2 
jz2j2  1g

denote the ellipsoid with area factors a1; a2. Up to scaling and symplectomorphism, we can
assume that a2 =  1 and a1  1.

Theorem 1.3.2.

(i) For 1  a  3=2, we have 
8

< 1  +  ia
gk (E (a; 1)) = a +  ia

2 +  ia

for k =  1 +  3i with i   0
for k =  2 +  3i with i   0 (1.3.1)
for k =  3 +  3i with i   0:

(ii) For a >  3=2, we have 
8
< k

gk (E (a; 1)) = a +  i
dae +  i

for 1  k  bac
for k =  dae +  2i with i   0 (1.3.2)
for k =  dae +  2i +  1 with i   0:

Example 1.3.3. We illustrate Theorem 1.3.2 with a simple embedding example which is a
special case of [CGHS, Thm. 1.1]. The first few gk capacities are:

k 1 2 3 4 5 6 7 8 9 10 11 12
gk (E (1; 7)) 1 2 3 4 5 6 7 7 8 8 9 9
gk (E (1; 2)) 1 2 2 3 3 4 4 5 5 6 6 7

This gives a lower bound for stabilized embeddings E (1; 7)  C N  , !    E (1; 2)  C N  (with N   1) of
7=4. By [CGHS, Cor. 3.4] this is optimal, i.e. there exists a stabilized symplectic
embedding realizing this lower bound. In particular, this outperforms the Gutt–
Hutchings (or Ekeland–Hofer) capacities, the first few of which are:

k 1 2 3 4 5 6 7 8 9 10 11 12
cGH (E (1; 7)) 1 2 3 4 5 6 7 7 8 9 10 11 ;
cGH (E (1; 2)) 1 2 2 3 4 4 5 6 6 7 8 8

and in fact the best bound obtained by the full infinite sequence is   3=2. By contrast, the
E CH capacities give a stronger lower bound, which evidently cannot stabilize. Indeed,

we have:
k 1 2 3 4 5 6 7 8 9 10 11 12
cE C H (E (1; 7)) 1 2 3 4 5 6 7 7 8 8 9 9 ;
cE C H (E (1; 2)) 1 2 2 3 3 4 4 4 5 5 5 6

6
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giving the lower bound   9=5 >  7=4 for the unstabilized problem E (1; 7) , !    E (1; 2). Note
that the volume bound is        7=2  1:87 >  9=5, and this is necessarily recovered by the full
sequence of E C H  capacities since these are known to give sharp obstructions for four-

dimensional ellipsoid embeddings (and also their asymptotics recover the volume).
Now let P (a1; a2) : =  B 2 (a1 ) B 2 (a2 ) denote the polydisk with area factors a1; a2. Again,

without loss of generality we can assume a2 =  1 and a1  1.

Theorem 1.3.4. For k 2  Z1  and a  1 we have

gk (P (a; 1)) =  min(k; a +  d k 1 e): (1.3.3)

Remark 1.3.5 (Sharp obstructions). Example 1.3.3 generalizes as follows. By complement-
ing Theorem 1.3.2 with explicit embedding constructions, [CGHS, Thm. 1.1] shows that
the capacities fgk g are sharp for embeddings of the form E (a; 1)  C N  , !    E (b; 1)  C N  with a  b
+  1  3 integers of the opposite parity, and  2  R>0 ; N 2  Z1 , and such an embedding exists if
and only if  . Similarly, [CGHS, Thm. 1.3] shows that the
capacities fgk g are sharp for embeddings of the form

E (a; 1)  C N  , !    P (b; 1)  C N

with b 2  R1 (not necessarily an integer), a  2b  1 any odd integer, and  2  R>0 ; N 2  Z1 , and
such an embedding exists if and only if   a+2b 1 .

For embeddings of the form E (a; 1) CN , !  B 4 (b) CN  with N  2  Z1 , it was observed in [Sie2]
that the capacities fgk g (and hence also fgk g by the results of this paper) give sharp
obstructions when a 2  3Z1 1. On the other hand, for all other a 2  R>1  we do not
expect optimal obstructions from the capacities fgk g, but rather from the full family fgbg
(see the discussion at the end of [Sie2, §6.3]). It is natural to ask whether a “naive”
analogue fgbg could be defined and computed in the spirit of this paper.
R e m a r k  1.3.6. The formulas (1.3.3) also appeared for gk in [Sie2] in the case of odd k,
based on a slightly different computational framework.

Next, we consider a more complicated family of examples. Given c  1 and (a; b) 2  R>0 ,
let Q(a; b; c)  R0 denote the quadrilateral with vertices (0; 0); (0; 1); (c; 0); (a; b). We note that
XQ(a;b;c)  C  is a convex toric domain if and only if we have a  c, b  1, and a +  bc  c.
The next result gives the formula for gk when max(a +  b; c)  2; the case max(a +  b; c) >  2
is similar to case (ii) below (see Remark 6.0.1).

Theorem 1.3.7. Let X  : =  XQ(a;b;c) be a convex toric domain for some c  1 and (a; b) 2
R>0 , and put M : =  max(a +  b; c).

(i) For M  3=2, we have:

g1 (X )  =  1; g2 (X )  =  M; g3 (X )  =  min max(2; a +  2b); 1 +  c ;
g4 =  1 +  M; g5 =  2M; g6 =  2 +  M; (1.3.4)
g k + 3 (X )  =  g k (X )  +  M;      k  4:

(ii) For 3=2  M  2, then g k (X )  is as above for k  4, and g5 (X )  =

min max(3; 1 +  a +  2b); 2M; 2 +  c ;

g k + 2 (X )  =  1 +  gk (X ); k  4: 7
(1.3.5)
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For our last family of examples, take p 2  R1 [  f 1 g ,  and consider the L p  norm jj jjp

defined by jj(x; y)jjp : =  (xp +  yp)1=p, and put

p : =  f(x; y ) 2  R0 j jj(x; y)jjp  1g:

Note that
1 is the right triangle with vertices (0; 0); (1; 0); (0; 1) and
1  is the square with vertices (0; 0); (1; 0); (0; 1); (1; 1), i.e. the corresponding family of
convex toric domains f X
 g interpolates between the round ball and the cube. Also, note that for (x; y) 2  R2 , we
have

jj(x; y)jj
p  =  jj(x; y)jjq ;

where q 2  R1 [  f 1 g  is such that p +  q =  1.

Theorem 1.3.8.
(i) For p  l

n
(
4=3) we have

> 1  +  i  q 2
g k (X
p) = ( i  +  1) q 2

2 +  i  q 2

for k =  1 +  3i with i   0
for k =  2 +  3i with i   0 (1.3.6)
for k =  3 +  3i with i   0:

(ii) For p >  l
n(4=3) we have 

( 1 +  i for k =  1 +  2i with i   0 k

p q 2 +  i for k =  2 +  2i with i   0:
R e m a r k  1.3.9. Incidentally, note that we have g k ( X

 )  =  gk (E (1; 
p

2)) .  Moreover, one can show using Corollary 1.3.1 that the capacities g k (X
) of any four-dimensional convex toric domain normalized as in Corollary 1.3.1 are eventually
either 2-periodic or 3-periodic in k, depending on which of 3jj(0; 1)jj ; 2jj(1; 1)jj is smaller.
Intuitively, domains which are “rounder” have 3-periodic capacities while domains which are
“skinnier” have 2-periodic ones.
Example 1.3.10. For concreteness let us flesh out a simple implication of Theorem 1.3.8
for e.g. the symplectic embedding problem E (1; 5)  C N  , !    X
  C N  with N  2  Z0 . Using [GH, Thm. 1.6] (see also [KL]),  it is easy to check that we have

c G H ( X ) =  
<

q 2 k 2 k even

2 (k2 +  1) k odd;

i.e.
k 1 2 3 4 5 6 7 8 9 10 11 12
cGH (E (1; 5)) 1 2 3 4 5 5 6 7 8 9 10 10 ;
c G H ( X
2) 1        2        5 2 2        13 3 2 5 4 2        41 5 2        61 6 2

and the capacities fcG H g give the lower bound   2= 2  1:414. Meanwhile, we have:

k 1 2 3 4 5 6 7 8 9
gk (E (1; 5)) 1 2 3 4 5 5 6 6 7 g k (X
2) 1        2 2 1 +      2 2 2 2 +      2 1 +  2 2 3 2 2 +  2 2

and the fgk g capacities give the lower bound   5=(2 2)  1:768. 8

10 11
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We end this introduction with a brief outline of the proof of Theorem 1.2.8, deferring the
reader to the body of the paper for the details. Firstly, as in [Sie3, Sie4], we “fully round”
our convex toric domain. This is a small perturbation and so leaves gk essentially unaffected,
while it standardizes the Reeb dynamics on the boundary. Next, we obtain a lower bound
on gk by mostly action and index considerations, with the second condition in Theorem
1.2.8 coming from the relative adjunction formula and writhe bounds. To  obtain a
corresponding upper bound, we first study the combinatorial optimization problem in
Theorem 1.2.8 more carefully and arrive at the simplifications described in §4.3. We then
inductively construct a curve for each minimizer. The base cases are cylinders or pairs of
pants which we produce using the ECH cobordism map, while the inductive step is based on
an iterated application of obstruction bundle gluing based on the work of Hutchings–
Taubes.

2. Preliminaries on pseudoholomorphic curves
The main purpose of this section is to briefly recall some requisite background on

pseudoholomorphic curves and to establish notation, conventions, and terminology for the
rest of the paper. In §2.1 we discuss moduli spaces of punctured pseudoholomorphic curves in
symplectic cobordisms. In §2.2 we recall the notion of local tangency constraints and the
equivalence with skinny ellipsoidal constraints as in [MSie]. In §2.3 we introduce the notion
of formal curves, which provides a convenient language and bookkeeping tool in S F T
compactness arguments. Lastly, in §2.4 we discuss the extent to which our moduli spaces
persist in 1-parameter families, and we introduce the notion of “formal perturbation
invariance” which will be particularly relevant for us.

2.1. Asymptotical ly  cyl indrical  curves and their  moduli. Our exposition in
this subsection will be somewhat brief; we refer the reader to e.g. [Wen2, BEH + ]  for more
details.

2.1.1. Symplectic and contact manifolds. Recall that a Liouville cobordism (X ; )  is a
compact manifold-with-boundary X ,  equipped with a one-form  whose exterior derivative !  : =
d is symplectic, and whose restriction to @X is a contact form. We have a natural
decomposition @X =  @ +X t  @ X ,  where j@ + X is a positive contact form and j@     X  is a
negative contact form. When no confusion should arise, we will typically suppress  from the
notation and denote such a Liouville cobordism simply by X  (a similar convention will apply
to most other mathematical objects). We view @ + X and @ X  as strict (i.e. equipped with a
preferred contact form) contact manifolds.

Quite often we will have @ X  =  ? ,  in which case X  is a L iouvi l le  domain. We say
that a Liouville domain X  has nondegenerate contact b oundary if the contact form
: =  j@X has nondegenerate Reeb orbits. The action of a Reeb orbit  in @X is its period, i.e. the
integral A@ X () : = , assuming  is parametrized so that its velocity always
agrees with the Reeb vector field R  on @X.

More generally, a compact symplectic cobordism is a compact manifold-with-boundary
X  equipped with a symplectic form !  and a primitive one-form  defined on Op(@X)
whose restriction to @X is a contact form. As before we have a natural
decomposition @X =  @ +X t  @ X .  We will refer to the case @ X  =  ?  as a symplect ic
fi l l ing  and the case @ + X =  ?  as a symplectic cap. Note that the case with @X =  ?  is
simply a closed symplectic manifold.
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Convention: if X  and X 0 are Liouville domains and  : X  , !  X 0 is a symplectic embedding,
we will by slight abuse of notation write X 0 n X  to denote the compact symplectic cobordism
X 0 n Int (X ), after attaching a small collar [0; )@X0 to X 0 if necessary (i.e. if (X ) \ @ X 0 =  ? ) .

2.1.2. Admissible almost complex structures. Let Y be a strict contact manifold with
contact form . Recall that the symplectization of Y is the symplectic manifold R  Y ,
with symplectic form given by d(er ). We denote by J  (Y ) the space of admissible almost
complex structures on the symplectization R  Y . That is, J Y  2  J  (Y ) is a compatible
almost complex structure on R  Y which is r-translation invariant, maps @r to the Reeb
vector field R,  and restricts to a compatible almost complex structure on each contact
hyperplane.

Given a compact symplectic cobordism X  with Y  : =  @X, its symplectic completion
b is given attaching a positive half-symplectization R0  Y +  to its positive boundary and a

negative half-symplectization R0  Y to its negative boundary. There is a natural
symplectic form on X  which extends that of X  and looks like the restriction of the
symplectic form on a symplectization on the cylindrical ends. We denote by J  ( X )  the space of
admissible almost complex structures on the symplectic completion of X .  That is,
J X  2  J  ( X )  is a compatible almost complex structure on X  which is symplectization-
admissible on the cylindrical ends, i.e. we have J X j R 0 Y  +       =  J Y  + jR 0 Y  +      for some J Y  +  2
J  (Y ) and J X j R 0 Y        =  J Y       jR0 Y       for some J Y        2  J  (Y ). In particular, J X  is
translation-invariant on each cylindrical end. Given fixed J Y  +  2  J  (Y ) and J Y        2  J  (Y )
as above, we denote by

J  J Y  +  ( X )   J  ( X )
Y

the subspace consisting of almost complex structures J  which satisfy J jR 0 Y  +  =  J Y  + jR 0 Y  +  and

J jR 0 Y        =  J Y       jR0 Y      . By slight abuse of notation, for J  2  J  J Y  +  we also use the notation J j Y
: =  J Y   to denote the “restriction” of J  to Y .

2.1.3. Moduli spaces of pseudoholomorphic curves. Let X  be a compact symplectic
cobordism, and consider J  2  J  (X ) .  A  J -holomorphic curve C  in X  consists of a Riemann
surface , with almost complex structure j ,  and a map u :  !  X  satisfying du j =  J  du. We
will often refer to C  as a “pseudoholomorphic curve” (or simply “curve”) if J  is implicit or
unspecified. Such a curve C  is asymptotically cylindrical if  is a closed Riemann surface
minus a finite set of puncture points, such that u is positively or negatively asymptotic to a
Reeb orbit in the ideal boundary at each puncture (see e.g. [Wen2, §6.4] for a more precise
formulation). All pseudoholomorphic curves considered in this paper will be asymptotically
cylindrical in either the symplectic completion of a compact symplectic cobordisms (closed
symplectic manifolds being a special case), or in the symplectization of a contact manifold.
Strictly speaking the latter is a special case of the former, but it is helpful to distinguish
between these two cases since in the latter case we work with almost complex structures
having an additional translation symmetry.

Convention: Al l  pseudoholomorphic curves in this paper are asymptotically cylindrical,
and for brevity we often refer to curves in X  as simply “curves in X ”,  with the process of
symplectically completing tacitly understood.
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Consider tuples of nondegenerate Reeb orbits  +  =  (+ ; : : : ; + ) in @ + X and    =  (1

; : : : ; b )  in @ X .  Given J  2  J  ( X ) ,  we denote by M J  (  + ;   )  the moduli space of
asymptotically cylindrical rational J -holomorphic curves in X  with positive asymptotics
 +  and negative asymptotics   , equipped with the Gromov topology. Here the conformal
structure on the domain varies over the moduli space of genus zero Riemann surfaces with a
(resp. b) ordered positive (resp. negative) punctures. If @ X  =  ?  we write M J  (  + )  as a
shorthand for M J  (  + ; ? ) ,  and similarly in the case @ +X =  ?  we write M J  (   )  in place of
M J  ( ? ;   ). We will sometimes suppress J  from the notation and write simply M (  + ;
)  if the almost complex structure is implicit or unspecified.

Convention: by default all curves in this paper have genus zero unless otherwise stated.

Similarly, given a strict contact manifold Y , J  2  J  (Y ), and Reeb orbits  +  =  (+ ; : : : ; + )
and    =  (  ; : : : ;  ) in Y , we denote by M J  ( + ;   ) the moduli space of asymptotically
cylindrical curves in R  Y with positive asymptotics  +  and negative asymptotics   .
There is a natural R-action on M J  (  + ;       )  induced by translations in the first factor
of R  Y , and this is free away from the tr iv ial  cylinders, i.e. cylinders of the form R
with  a Reeb orbit in Y . We denote the quotient by M J  (  + ;       )=R.

We will consider moduli spaces associated to 1-parameter families of almost complex
structures. For instance, given a 1-parameter family fJtgt2[0;1] in J  ( X ) ,  we denote by
M f J t g (  + ;   )  the corresponding parametrized moduli space consisting of pairs (t; C )
with t 2  [0; 1] and C  2  M J t (  + ;       ).

We will assume throughout that suitable choices have been made so that every regular
moduli space of curves is oriented. In particular, any curve C  which is regular and isolated in
M X (  + ;   ) or M Y  ( + ;   )=R has an associated sign "(C ) 2  f  1; 1g. We briefly recall the
procedure for orienting moduli spaces in §5.2.

2.1.4. S F T  compactifications. The above moduli spaces admit S F T  compactifications
as in [BEH+ ], which we denote by replacing M  with M .  For example, let X  be a compact
symplectic cobordism with J  2  J  (@X) and J X  2  J J  

+ ( X ) .  Elements of M X  (  + ;   )

are stable pseudoholomorphic buildings in X ,  which consist of the following data:
 some number (possibly zero) of J+-holomorphic levels in the symplectization R@ +X  a
“main” JX -holomorphic level in X
 some number (possibly zero) of J  -holomorphic levels in the symplectization R@ X

such that for each pair of adjacent levels the positive asymptotic Reeb orbits of the lower level
are paired with the negative asymptotic Reeb orbits of the upper level. The symplectization
levels are always defined modulo target translations. Note that each level consists of one or
more connected components, each of which is a nodal punctured Riemann surface. The
stability condition states that each component of the domain on which the map is constant
must have negative Euler characteristic after removing all special points; also there are no
symplectization levels consisting entirely of trivial cylinders. See [BEH+ ]  for details.

We will use the following language in this paper. (Note that the slightly different notion
of matched component employed in [MSie] serves a similar purpose.)

Definition 2.1.1. We say that a (rational) curve in a given level is “connected” if its domain
is connected but possibly nodal, “smooth” if its domain is without nodes, and “irreducible” if
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it is both connected and smooth. By curve component we mean a (rational) curve which
is irreducible.

Note that each level of a pseudoholomorphic building can be decomposed into its constituent
(irreducible) components.

We will also frequently make use of neck stretching. If X +  and X   are compact
symplectic cobordisms with a common contact boundary @ X +  =  @ +X   =  Y , we denote the
glued compact symplectic cobordism by X  } X + .  Given almost complex structures J Y  2
J  (Y ), J X +  2  J J  ( X + )  and J X       2  J  J Y  ( X  ), we can consider the corresponding neck-
stretching family of almost complex structures J t  2  J  (X ) ,  t 2  [0; 1). The limit t !  1
corresponds to the broken cobordism which we denote by X  }j  X  . The compactification
M f J t g (  + ;   )  consists of pairs (t; C ) for t 2  [0; 1) and C  2  M J t (  + ;   ), as well as limiting
configurations for t =  1, which are pseudoholomorphic buildings with:

 some number (possibly zero) of J@ + X + -holomorphic levels in the symplectization
R  @ X

 a JX + -holomorphic level in X +

 some number (possibly zero) of J Y  -holomorphic levels in the symplectization R  Y
 a J X      -holomorphic level in X
 some number (possibly zero) of J@     X      -holomorphic levels in the symplectization

R  @ X  ,
subject to suitable matching and stability conditions. Here we put J @ + X +  : =  J X + j @ + X +

and J@     X       : =  J X      j@     X      .

2.1.5. Homology classes and energy. Given a compact symplectic cobordism X  and
Reeb orbits  +  =  (+ ; : : : ; + ) in @ + X and    =  (  ; : : : ;  )  in @ X ,  we let H 2 (X ;  +  [
  )  denote the group of potential homology classes of curves in M X (  + ;   ). Namely,
H 2 ( X ;  [    )  is the abelian group freely generated by 2-chains  in X  with @ =

i = 1  i         j = 1  j  , modulo boundaries of 3-chains in X  (see also [Wen2, §6.4] for a slightly more
homological perspective). Given A  2  H 2 ( X ;   [   ), we denote by M X ; A (   ;   )

M  (  ;   )  the subspace of curves lying in homology class A.
Similarly, given a strict contact manifold Y and Reeb orbits  +  =  (+ ; : : : ; + ) and

   =  (  ; : : : ;  )  in Y , we denote by H2 (Y ;  +  [    )  the homology group of 2-chains  in Y
with @ = a +   b  , modulo boundaries of 3 chains in Y . Given A
2  H2 (Y ;  +  [    ), we denote by M Y ; A (  + ;   )   M Y  (  + ;   )  the subspace of curves in R  Y
lying in homology class A.

There are also natural subspaces M X ; A (  + ;   )   M X (  + ;   )  and M Y ; A (  + ;   )   M Y
(  ;   )  and so on. These are defined by required the total homology class of a building,
which is defined in a natural way by concatenating the levels, to be A.

If (Y; ) is strict contact manifold, we define the energy of a curve C  2  M Y ; A (  + ;   )
to be E Y  (C )  : =  C  d:3 By Stokes’ theorem, we have

E Y  (C )  =  
X

A Y  ( i  )  
X

A Y  ( j  ):
i = 1 j = 1

3Note that this is called the ! - e n e r g y  i n  [ B E H + ] ,  their full energy having this as one of its two
summands.
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Note that this depends only the homology class A  2  H2 (Y ;  +  [    ), so we can also
put E Y  ( C )  =  E Y  (A )  : = d. Similarly, if X  is a compact symplectic cobordism with
symplectic form !  and locally defined Liouville one-form , the energy E  ( C )  of a curve C  2
M Y ; A (  + ;   )  is defined to be the integral over C  of the piecewise smooth two-form which
agrees with !  on X  and with d on the cylindrical ends X r X .  If X  is further a Liouville
cobordism (i.e.  is globally defined), then Stokes’ theorem gives

E X ( C )  =  
X

A @ + X ( i  )  
X

A @      X ( j  ):
i = 1 j = 1

This again depends only on A  2  H 2 (X ;  +  [    ), and we have E X ( C )  =  E X ( A )  : =  A  ! .

2.2. Local  tangency and sk inny ellipsoidal constraints. Let X  be a compact
symplectic cobordism. Recall that the local tangency constraint < T  ( m ) p> with m 2  Z1  is
imposed by choosing a point p 2  Int X  and a smooth symplectic divisor D   Op(p) and
considering curves with an additional marked point required to pass through p with contact
order (at least) m to D  (see e.g. [CM1, CM2, MSie]). We will also denote this constraint by
< T  m 1 p> ,  with m 1 representing the tangency order (in particular < p >  corresponds
simply to a marked point passing through p).

Let J  ( X ; D )   J  ( X )  denote the space of admissible almost complex structures on X
which are integrable near p and preserve the germ of D  near p. Given tuples of Reeb
orbits  +  and    in @ + X and @ X  respectively and J  2  J  (X ; D ) ,  we define the moduli space
M J  ( + ;   ) < T  ( m ) p> as before, but now the local tangency constraint < T  ( m ) p> is imposed
on each curve.

Some care is needed when compactifying M J  (  + ;   ) < T  (m) p>,  due to the possibility
of a ghost (i.e. constant) component inheriting the marked point. Indeed, strictly speaking
a constant component is tangent to D  to infinite order, and hence ghost configurations
always appear with much higher than expected dimension. To  get around this, first note, as
in the proof of Proposition 2.2.2 in [MSie], that there is a natural inclusion

M J  (  + ;   ) < T  ( m ) p>  M X (  + ;   ) < p > ;

where the codomain is the usual S F T  compactification of M J  ( + ;   ) < p >  by stable pseudo-
holomorphic buildings. Let M J  ( + ;   )<T ( m ) p >  denote the closure of M J  ( + ;   ) < T  ( m ) p>
in this compact ambient space. To  understand what this amounts to, consider a pseudoholo-
morphic building C  in M J  ( + ;   )<T ( m ) p >  such that the marked point z0 mapping to p
lies on a ghost component C0 . Let N1; : : : ; Na denote those nodes connecting a nonconstant
component of C  to C0 , or more generally connecting a nonconstant component of C  to
some ghost component which is nodally connected through ghost components to C0 . Let
z1; : : : ; za denote the corresponding special points in the domain of C  which are “near z0”, i.e.
participate in the nodes N1; : : : ; Na and lie on nonconstant components of C .  Let C1; : : : ; Ca
denote the respective nonconstant components of C  on which z1; : : : ; za lie. According
to [CM1, Lem. 7.2], in this situation the marked points z1; : : : ; za satisfy local tangency
constraints < T  (m1 ) p>; : : : ; <T ( m a ) p> respectively such that we have

m1 +  : : : ma  m:

In this way, elements of M X (  + ;   ) < T  ( m ) p> “remember” the constraint < T  (m) p> .
13
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F i g u r e 1. A configuration which could potentially arise in
M J  (  + ;   ) < T  (m) p>. Here the marked point z0 mapping to p lies
on a ghost component, and z1; z2; z3     are the special points near z0
lying on nonconstant components.     These satisfy respective constraints
< T  ( m 1 ) p> ; <T ( m 2 ) p> ; <T (m 3 ) p> such that m1 +  m2 +  m3  m. Such a

configuration is also included in M  (  + ;   ) < T  ( m ) p> even if it does not
arise as a limit of curves in M J  (  + ;   ) < T  (m) p> .

We will also need to consider a potentially larger compactification of M J  ( + ;   )<T ( m ) p >
which allows all ghost configurations as described above, even if they do not arise as a limit
of smooth curves:

Definition 2.2.1. Let M
J  

( + ;   ) < T  ( m ) p> denote the subset of M J  ( + ;   ) < p >  given
by the union of M J  < T  ( m ) p> with the set of all buildings C  such that the marked point z0
mapping to p lies on a ghost component and the special points z1; : : : ; za near z0 (as above)
satisfy respective constraints < T  (m1 ) p>; : : : ; <T ( m a ) p> such that m1 +   +  ma  m. See Figure
1.

R e m a r k  2.2.2. It is worth emphasizing that the extra buildings C  involving ghost com-
ponents which appear in Definition 2.2.1 have virtual codimension at least two (c.f. the
proof of [MSie, Prop. 2.2.2]), and hence are not expected to appear whenever sufficient
transversality holds. This is essentially why such configurations do not contribute to the
local tangency constraint counts NM ; A <T ( m ) p> defined in [MSie] for semipositive closed

symplectic manifolds M.

For m 2  Z1 , let < ( m ) > E  denote the skinny ellipsoidal constraint of order m, defined
as follows. Let E s k  denote a sk inny ellipsoid, i.e. a symplectic ellipsoid whose first area
factor is sufficiently small compared to the others. After possibly shrinking (i.e. replacing
E s k  by "Esk  for 0 <  " < <  1) we can assume that E s k  symplectically embeds into X  in an
essentially unique way, and we typically denote this embedding by an inclusion E s k   X .
Let m denote the m-fold cover of the simple Reeb orbit of least action in @Esk. For curves
in X ,  the constraint < ( m ) >  is imposed by replacing X  with X  n Esk ,  and considering curves
with one additional negative puncture which is asymptotic to  . We define the moduli

space M J  (  + ;   ) < ( m ) > E  by analogy with M J  (  + ;   ) < T  (m) p>,  replacing the local
tangency constraint < T  ( m ) p> with the skinny ellipsoidal constraint < ( m ) > E .  Note that
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both of these moduli spaces have the same index, namely

a b

ind =  (n 3)(2 a b) +  2c (A)  + C Z  ( i  )   C Z  ( j  )  2n 2m +  4; (2.2.1)
i = 1                                  j = 1

where 2n =  dim (X ) .  Here  is a choice of trivialization (up to homotopy) of the symplectic
vector bundle over each Reeb orbit, c (A )  is the corresponding relative first Chern class
evaluated on A, and C Z  denotes the Conley–Zehnder index measured with respect to .
Recall that the index does not depend on the choice of , even though the individual terms do.

If M is a closed symplectic four-manifold with homology class A  2  H2 (M ), [MSie, §4.1]
establishes an equivalence of signed counts

# M M ; A < T  ( m ) p> =  # M M ; A < ( m ) > E :

The basic idea is to place the tangency constraint in E s k  and stretch the neck along @Esk,
and then to argue that only degenerations of the expected type can arise. Although [MSie]
only proves this in dimension four in order to invoke an argument which sidesteps any
technicalities about gluing curves with tangency constraints, this is expected to hold for
closed manifolds of all dimensions. In the context of a symplectic cobordism X ,  it is not
quite reasonable to expect in general an equality of signed curve counts

# M J  
;A ( + ;   ) < ( m ) > E  =  # M J  

;A ( + ;   ) < T  (m) p>:

Indeed, these counts might not be particularly robust, e.g. they could depend on J  and
the embedding E s k  , !  X .  However, the argument in [MSie, Thm.4.1.1] does extend to this
setting to prove:

Proposition 2.2.3. If dim X =  4, we have

# M J  
;A ( + ;   ) < ( m ) > E  =  # M J  

;A ( + ;   ) < T  (m) p>;

provided that the following conditions hold:
(i) the moduli space # M J  

;A ( + ;   ) < T  ( m ) p> is formally perturbation invariant (see
§2.4 below)

(ii) each Reeb orbit in  +  [    is nondegenerate and either elliptic or negative hyperbolic.

Indeed, the first condition guarantees that curve counts remain constant over a generic
1-parameter family of almost complex structures (c.f. Proposition 2.4.2), and the sec-
ond condition ensures that the relevant curves count positively (c.f. Theorem 5.2 and
Remark 5.2.3 (ii)).

2.3. Formal curves. In this subsection we introduce the notion of a “formal curve”,
which is a convenient device for storing combinatorial curve data, but without requiring that
this data be represented by any actual solution to the pseudoholomorphic curve equation.
We also define “formal buildings”, which are analogous to pseudoholomorphic buildings
but with each pseudoholomorphic curve component replaced by a formal curve component.
This will allow us to discuss “formal perturbation invariance” of moduli spaces in the next
subsection.
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2.3.1. Formal curve components. To  begin, we define:

Definit ion 2.3.1. A  formal curve component C  in a compact symplectic cobordism
( X ; ! )  is a triple (  + ;   ; A), where

  +  =  (+ ; : : : ; + ) is a tuple of Reeb orbits in @ + X
=  (  ; : : : ;  )  is a tuple of Reeb orbits in @ X   A  2
H 2 ( X ;  +  [    )  is a homology class
 we require the energy E X ( C )  : =  E X ( A )  =  A  !  to be nonnegative.

Similarly, a formal curve component C  in a strict contact manifold (Y; ) is a triple (
+ ;   ; A), where  + ;    are tuples of Reeb orbits in Y and A  2  H2 (Y ;  +  [    )  is a
homology class, and we require the energy E Y  (C )  : =  E ( A )  =  A  d to be nonnegative.

We view C  as representing a hypothetical genus zero4 irreducible asymptotically cylindrical
curve in X  or R  Y . Note that a formal curve component also has a well-defined index
ind(C ), defined by the same formula (2.2.1). We will say that a formal curve component in Y
is a “trivial cylinder” (or just “trivial”) if a =  b =  1 and  +  =     =  ( )  for some Reeb orbit  in
Y . A  formal curve component C  is “closed” if  +  =     =  ? ,  and it is moreover “constant”
if E X ( C )  =  0.

It will also be convenient to speak about formal curve components in X  carrying a
constraint < T  ( m ) p> for some m 2  Z1 . Here the constraint < T  ( m ) p> is an extra piece of
formal data which has the effect of decreasing the index by 2n 4 + 2m (here 2n =  dim (X ) ) .

Given a formal curve C  =  ( + ;   ; A) in X  and J 2  J  (X ) ,  we introduce the shorthand
notation M J X  (C )  : =  M J X      (  + ;   )  for the corresponding space of JX -holomorphic curves
representing C .  As before, we will often omit the almost complex structure from the
notation. Similarly, if C  =  (  + ;   ; A) is a formal curve in Y and J Y  2  J  (Y ), we put
M Y

Y  ( C )  : =  M Y ; A (  + ;   ). This shorthand also applies when C  carries a local tangency
constraint, which is then implicit e.g. in the notation M X ( C ) .

2.3.2. Formal  nodal curves and bui ldings.  We now extend the above definition in
order to model elements of the S F T  compactification. Firstly, a connected formal nodal
curve C  in X  or Y is roughly the same as a pseudoholomorphic nodal curve, but with each
pseudoholomorphic curve component replaced by a formal curve component. More precisely:

Definition 2.3.2. A  connected formal nodal curve C  in X  (resp. Y )  consists of:
 a tree T
 for each vertex v of T , a formal curve component Cv  in X  (resp. Y ).

More generally, we drop the “connected” condition by allowing T to be a forest (i.e. disjoint
union of trees).

We view the edges as representing nodes. We will say that C  is stable if, for each nonconstant
component Cv , the number of punctures plus the number of edges connected to v is at least
three.

Definition 2.3.3. A  formal building in X  consists of:
 formal nodal curves C1; : : : ; Ca in @ + X for some a 2  Z0   a
formal nodal curve C0  in X
 formal nodal curves C  1; : : : ; C b in @ X  for some b 2  Z0 ,

4One could of course extend the definition to allow for higher genus curves, but we will not need this.
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such that the tuple of positive Reeb orbits for C i  coincides with the tuple of negative Reeb
orbits for C i + 1  for i  =   b; : : : ; a   1. We also assume that the graph given naturally by
concatenating the forest of each level is acyclic.

Similarly, a formal building in Y consists of formal nodal curves C1; : : : ; Ca in Y for some
a 2  Z1 , that the tuple of positive Reeb orbits for C i  coincides with the tuple of negative
Reeb orbits for C i + 1  for i  =  1; : : : ; a 1, and such that the underlying graph is acyclic.

We view a formal building as modeling a rational pseudoholomorphic building in X  or RY
, with each constituent formal nodal curve representing a level. Note that the acyclicity
condition ensures total genus zero and could be relaxed, but for our purposes we will keep it.
Such a building has a total homology class in H 2 ( X ;  +  [    )  or H2 (Y ;  +  [    ), where

(resp.   )  is the tuple of positive Reeb orbits of the top (resp. bottom) level. We
will say that a formal building is stable if each constituent formal nodal curve is stable,
and no level is a union of trivial cylinders. We denote the set of stable formal buildings in X
whose top (resp. bottom) level has positive (resp. negative) Reeb orbits  +  (resp.   )  by
F X ; A (  + ;   ). The set F Y ; A (  + ;   )  of stable formal buildings in Y is defined similarly.

We denote the formal analogue of M X ; A (  + ;   ) < T  ( m ) p> by F X ; A (  + ;   ) < T  (m) p>.
This consists of two types of stable formal buildings, modeling curves where the marked
point z0 mapping to p lies on a nonconstant component or constant component respectively.
In the first case, we have all stable formal buildings such that one of the components in
X  is formally endowed with a constraint < T  (m) p>.  In the second case, we have all
stable formal buildings such that some constant component C0  in X  is formally endowed
with a constraint < p > ,  and the nearby nonconstant components C1; : : : ; Ca (i.e. those
nonconstant components which are nodally connected through constant components to C0 )
are formally endowed with constraints < T  (m

1
) p>; : : : ; <T ( m

a
) p> respectively such that

m1 + + m a   m (c.f. §2.2). Note that the extra constraint < p >  is taken into account as a
marked point when formulating stability, whereas the constraints < T  (m

1
) p>; : : : ; <T ( m

a
) p>

do not affect stability since they lie on nonconstant components.

2.3.3. Formal covers. Next, we define the formal analogue of multiple covers of pseudoholo-
morphic curves. Let X  be a symplectic filling, and let   =  (1; : : : ; a) and   =  (1; : : : ; a) be
tuples of Reeb orbits in Y : =  @X. Let C  =  ( ; ? ; A)  and C  =  ( ; ? ; A)  be formal curve
components in X ,  satisfying constraints < T  ( m ) p> and < T  ( m ) p> respectively. We say that
C  is a -fold formal cover of C  if there exists

 a sphere  with marked points (z0; : : : ; za)  a
sphere  with marked points (z0; : : : ; za)  a -
fold branched cover  :  !

such that
  1(fz1; : : : ; zag) =  fz1; : : : ; zag
(z0) =  z0
 for each i  =  1; : : : ; a, i  is the i-fold cover of  , where j  is such that (zi ) =  z j  and i

is the ramification order of  at zi
 we have m  m, where  is the ramification order of  at z0.

A  formal curve component is simple if it cannot be written as a nontrivial (i.e. with   2)
formal cover of any other formal curve component.
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2.4. Formal perturbation invariance. The following is our main criterion for estab-
lishing upper bounds and proving stabilization for the capacities defined in §3.

Definit ion 2.4.1. Let X  be a Liouvil le domain with nondegenerate contact boundary Y ,
and let C  be an index zero simple formal curve component in X  with positive asymptotics

  =  (1; : : : ; a), homology class A  2  H 2 ( X ;  ), and carrying a constraint < T  ( m ) p> for
some m 2  Z1 . We say that C  is formally perturbation invariant if there exists a

generic J Y  2  J  (Y )  such that the following holds. Suppose that C0
 2  F X ; A (  ) < T  ( m ) p> is

any stable formal building satisfying:
(A1) Each nonconstant component of C0 in X  is a formal cover of some formal curve

component C0 with ind(C 0)   1.
(A2) Each nonconstant component of C0

 in Y is a formal cover of some formal curve
component C0 which is either trivial or else satisfies ind(C 0)  1.

Then either:
(B1) C0

 consists of a single component, i.e. C0
 =  C ,  or else

(B2) C0
 is a two-level building, with bottom level in X  consisting of a single component

C X  which is simple with index  1, and with top level in Y represented by a union
of some trivial cylinders with a simple index 1 component C in R  Y ; moreover
we require that M J Y  (C Y  )  is regular and satisfies # M J Y  (C Y  )=R =  0.

More generally, if C  is any formal curve component in X ,  we say that it is formally
perturbation invariant if it is a formal cover of an index zero simple formal curve component C
which is formally perturbation invariant as above.

We will also say that the associated moduli space M X ( C )  is formally perturbation
invariant if the formal curve component C  is. Roughly, this means that for “purely formal
reasons” the moduli space M X ( C )  cannot degenerate in a generic 1-parameter family.
More precisely, the condition is “formal in X  but not in Y ”, i.e. it takes into account
pseudoholomorphic curves in RY (via the last condition about M J Y  (C Y  )) but only formal
curves in X .  5 We will also say that C  is “formally perturbation invariant with respect to
J Y  ” when we wish to emphasize the role of J Y  in Definition 2.4.1.

The following is a consequence of structure transversality and gluing techniques for simple
curves:

Proposition 2.4.2. Let X  be a Liouvil le domain with nondegenerate contact boundary Y ,
and let C  be a simple index zero formal curve component X  which carries a local tangency
constraint < T  (m) p>.  Assume that C  is formally perturbation invariant with respect to some
generic J Y  2  J  (Y ). Then the associated moduli space M J X  ( C )  is regular and finite for
generic J X  2  J  J Y  ( X ; D ) ,  and moreover the signed count # M J X  (C )  is independent of J X

provided that M J X
 (C )  is regular.

Proof. If J Y  2  J  (Y ) and J X  2  J  J Y  ( X ; D )  are generic, it follows by standard transversality
techniques (c.f. [Wen2, §8]) that:

 every simple J Y  -holomorphic curve component in R  Y is either trivial or else has
index at least one

 every simple JX -holomorphic curve component in X  has nonnegative index.

5In our application, C Y      will occur as a low energy cylinder between an elliptic orbit e i ; j  and the
corresponding hyperbolic orbit h i ; j  in @X
 (c.f. Lemma 5.1.3 below).
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In particular, since C  is simple, M J X  (C )  is regular and hence a zero-dimensional smooth
oriented manifold. It also follows by formal perturbation invariance of C  and the S F T

compactness theorem (plus the discussion in §2.2) that we must have M
J X  

(C )  =  M X  (C ),
whence M X   ( C )  is finite. Indeed, any element C0

 of M X  ( C )  defines a stable formal
building in F X ; A (  ) < T  ( m ) p> satisfying (A1) and (A2), and since (B2) is impossible when J X

is regular we must have C0
 2  M J X  (C ).

Now assume that J0 ; J1  2  J  J Y  ( X ; D )  are chosen such that M J i ( C )  is regular for i  =  0; 1,
and let fJtgt2[0;1] be a generic 1-parameter family in J  J Y  ( X ; D )  interpolating between
them. Standard transversality techniques imply that M f J t g ( C )  is regular and hence a
smooth oriented 1-dimensional manifold. By formal perturbation invariance and the S F T

compactness theorem, the compactification M
f J t g

( C )  (defined similarly to Definition 2.2.1)
is a smooth cobordism between M J 0 ( C )  and M J 1 ( C ) ,  with possibly some additional
boundary configurations as in (B2). Our goal is to prove # M J 0 ( C )  =  # M J 1 ( C ) .  Note that
this would be immediate if there were none of these additional boundary configurations.

Each of these additional boundary configurations occurs at some time tb 2  (0; 1) and
consists of a two-level building, with:

 a top level J Y  -holomorphic curve in R  Y having a single nontrivial component C Y
which satisfies ind(CY ) =  1 and such that M Y

Y  (C Y  ) is regular with # M Y
Y  (C Y  )=R =

 bottom level having a single component C X  which has index  1 and is simple.
By standard transversality techniques we can assume that C X  is regular in the parametrized
sense.

We now invoke S F T  gluing, using e.g. the general formulation given in [Par, Thm. 2.54]
(see also [Sch, §2.5.3] for the simpler Morse homology analogue of our setting). For ease of
discussion let us make the following simplifying assumptions:

 all of the additional boundary configurations occur at the same time tb 2  (0; 1)
all of these configurations involve the same  1 component C X

 M Y
Y  (C Y  )=R consists of just two elements CY ;1 ; CY ;2 that have opposite signs.

For i  =  1; 2, gluing realizes the configuration (C Y ; i ; C X )  as an end of the moduli space
M f J t g ( C ) ,  with gluing applying for jt tbj sufficiently small and either t <  tb or t >  tb (but
not both). That is, an end of the moduli space M f J t g ( C )  with (t tb) >  0 is compactified
by the point (C Y ; i ; C X )  at t =  tb, and it does not extend to (t      tb) <  0.

We assume orientation choices have been made as in §5.2. Together with the canonical
orientation on [0; 1] this induces an orientation on the 1-dimensional manifold M f J t g ( C ) ,

and hence also its compactification M
f J t g

( C ) ,  such that M J 0 ( C )  appears as a negative
boundary component (i.e. its sign as a boundary point is the opposite of its sign coming
from the orientation on M J 0 ( C ) )  and similarly M J 1 ( C )  appears as a positive boundary
component. The curves C Y ; i ; C X  also inherit signs (C Y ; i ) ; (C X )  2  f  1; 1g, and by gluing

compatibility the sign of each configuration (C Y ; i ; C X )  as a boundary point of M
f J t g

( C )
matches the product sign (C Y ; i ) (C X ) .  Concretely, the sign associated with the boundary
orientation of a boundary point on an oriented 1-manifold is positive or negative according
to whether the orientation points in the outgoing or incoming direction respectively. Since
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CY ;1 and CY ;2 have opposite signs, we have also (C Y ; 1 ) (C X )  =  (C Y ; 2 ) (CX ) ,  and hence as
boundary points the configurations (CY ; 1 ; CX )  and (CY ; 2 ; CX )  have opposite orientations.
We then have four possibilities:

(i) one gluing applies for t <  tb with the corresponding boundary point outgoing, while
the other gluing applies for t >  tb with the corresponding boundary point incoming

(ii) one gluing applies for t <  tb with the corresponding boundary point incoming, while
the other gluing applies for t >  tb with the corresponding boundary point outgoing

(iii) both gluings apply for t <  tb, with one corresponding boundary point incoming and
the other outgoing

(iv) both gluings apply for t >  tb, with one corresponding boundary point incoming and
the other outgoing.

In case (i), by following the cobordism we get a sign-preserving identification of M X  ( C )
with M  0 (C ); case (ii) is similar. In case (iii), we get a sign-preserving identification of
M J 0 ( C )  with M J 1 ( C ) ,  plus two extra points of opposite signs; case (iv) is similar. In any
case we have # M X  (C )  =  # M X  (C ).

Remark 2.4.3. One could imagine defining a weaker condition than Definition 2.4.1 which is
neither formal in X  nor in Y . However, this would not suffice for our proof of stabilization (see
§3.7), since a priori there could be certain bad degenerations which are ruled out in
dimension four for reasons which do not carry over to higher dimensions.

One could also imagine defining a stronger condition which is formal in both X  and
Y . However, this would be insufficient for our study of convex toric domains, since “low
energy cylinders” joining an elliptic to a corresponding hyperbolic orbit always occur in the
perturbed full rounding R  @X
 (c.f. Lemma 5.1.3).

3. The capacity gk

In this section we define the main object of study in this paper and establish some of its
fundamental properties, in particular proving Theorem 1.2.2. In §3.1 we give the precise
definition of gk and point out its invariance properties. We then briefly compare gk with
its S F T  analogue in §3.4. §3.2 and §3.5 cover the symplectic embedding monotonicity and
closed curve upper bound properties, while the proof of the stabilization property occupies
§3.6 and §3.7.

3.1. Definition and basic properties. Given a Liouville domain ( X ; )  and a positive
constant c 2  R>0 , we use the shorthand c  X  to denote the Liouville domain (X; c).

Definition 3.1.1. Let X  be a Liouvil le domain with nondegenerate contact boundary, and
let D  be a smooth local symplectic divisor passing through p 2  Int X . We put

g k (X )  : = sup inf A@ X ( );
J 2 J  ( X ; D )

where the infimum is over all tuples   =  (1; : : : ; b) of Reeb orbits such that

M
J  

(  ) < T  ( k ) p >  =  ? :

Here we put A@ X ( )  : =  
P

i = 1  A@ X (i ), which is equivalently the energy of any curve

with positive ends  . Recall that M X (  ) < T  ( k ) p >  and J  ( X ; D )  are defined in §2.2. We
20
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emphasize that the moduli spaces M J  (  i ) < T  ( k
i
) p>  are not required to be regular or to

have index zero.

Remark 3.1.2. In Definition 3.1.1, we could alternatively put
g k (X )  : = sup inf (A@ X ( 1) +   +  A@ X ( a)) ;

J 2 J  ( X ; D )  1             a

where the infimum is over all tuples  1 =  (1 ; : : : ; b ); : : : ;  a =  (1 ; : : : ; b ) of Reeb orbits in
@X for which the moduli spaces M J  ( 1 )<T ( k

1
) p> ; : : : ; MJ  ( a )<T ( k

a
) p >  are nonempty

and k1; : : : ; ka 2  Z0  satisfy k1 + + k a   k. This definition is equivalent and conceptually (if not

notationally) cleaner. Indeed, consider some C  2  M
J  

(  ) < T  ( k ) p> .  If the marked
point z mapping to p lies on a nonconstant component C  , then we simply note that C
lies in M J  (  0 )<T ( k ) p>  for some tuple of Reeb orbits  0

 satisfying A@ X ( 0)  A@ X ( ).
On the other hand, if z lies on a ghost component C  , then as in Definition 2.2.1 we can
consider the nearby nonconstant components C i  2  M J  (  i ) < T  ( k

i
) p >  for i  =  1; : : : ; a, and

we necessarily have A@ X ( i )   A@ X ( )  and ki  k.
Conversely, any tuple of curves as above can viewed as an element of the compactified

moduli space considered in Definition 3.1.1.
The quantity g k (X )  is manifestly independent of any choice of almost complex structure,

and the scaling property g k ( X ; ! )  =  g k ( X ; ! )  is immediate from the corresponding
property for symplectic action. The nondecreasing property g1  g2  g3   also follows directly,
since by definition any curve satisfying the constraint < T p >  for k 2  Z2  also
satisfies the constraint < T  (k  1) p> .  Note that the subadditivity property in Theorem 1.2.2
is also immediate from Definition 3.1.1.

A  priori gk does depend on the choice of local divisor D ,  but we have:

Lemma 3.1.3. Let X  be a Liouvil le domain with nondegenerate contact boundary. Then
g k (X )  is independent of the choice of point p 2  Int X  and the local divisor D .

Proof. If p; D are fixed, then there is a contractible family of choices for J  . Further,
given two local symplectic divisors D; D0 near p; p0 2  Int X  respectively, using Moser’s
trick we can find a symplectomorphism  : X  !  X  which is the identity near @X and

which maps the germ of D  near p to the germ of D0  near p0. This induces a bijection
J  ( X ; D )  !  J  (X ; D 0 ) sending J  to  J  : =  (d)  J   (d) 1, and we get a corresponding

bijection M
J  

< T  ( k ) p> (  )  !  M
J

< T  ( k ) p> (  )  sending C  to   C .

In the next subsection we prove that g k (X )   gk (X 0 ) whenever X ; X 0  are Liouville
domains of the same dimension with nondegenerate contact boundaries for which there is a
symplectic embedding X  , !  X 0. Taking this on faith for the moment, we extend the
definition of gk to all symplectic manifolds:

Definition 3.1.4. If M is any symplectic manifold, we put

gk (M ) : =  sup gk (X );

where the supremum is over all Liouvil le domains X  with nondegenerate contact boundary
for which there exists a symplectic embedding X  , !  M.

Evidently the above definition is consistent with Definition 3.1.1 when X  is a Liouville
domain with nondegenerate contact boundary (assuming Proposition 3.2.1 below). It is also
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immediate that gk (M ) is a symplectomorphism invariant (in particular, in the case of a
Liouville domain (X ; ) ,  g k (X )  depends on the symplectic form d but not on its primitive ).

Remark 3.1.5 (Local tangency versus skinny ellipsoidal constraints). In light of §2.2, to
first approximation we can trade (at least in dimension four) the local tangency constraint
< T  ( m ) p> in Definition 3.1.1 with a skinny ellipsoidal constraint < ( m ) > E .  However, the
resulting invariant is not immediately equivalent without additional assumptions, and in fact
our proof of monotonicity in §3.2 does not a priori apply to skinny ellipsoidal constraints
due to the possibility of extra negative ends which bound pseudoholomorphic planes in
lower levels. Nevertheless, it will be fruitful to utilize skinny ellipsoidal constraints in §5
when computing gk for convex toric domains, and in that setting the relevant moduli spaces
are sufficiently nice so that Proposition 2.2.3 applies.

3.2. Monotonicity under symplectic embeddings.
Prop osition 3.2.1. Let X  and X 0 be Liouvil le domains of the same dimension with
nondegenerate contact boundaries, and suppose there is a symplectic embedding X  , !  Int X 0.
Then for k 2  Z1  we have g k (X )   gk (X 0 ).

Proof. Let  : X  , !  Int X 0 be a symplectic embedding, let D  be a local symplectic divisor
near p 2  Int X , and put p0 : =  (p) and D0  : =  (D ).  Given J  2  J  (X ; D ) ,  let J 0 2  J  (X 0; D0)

be an admissible almost complex structure on X 0 which restricts to  J  on ( X ) .  Let
fJ 0gt2[0;1) be a family of almost complex structures in J  (X 0; D0 ) which realizes neck
stretching along @(X), with J  =  J  . By definition of g ( X  ), for each t 2  [0; 1) there is
some collection of Reeb orbits  t =  (t ; : : : ; t )  in @X0

 satisfying A@ X 0 ( t )  gk (X 0 ) and

M
J 0

0 (  t )<T (k ) p0 > =  ? .  Since @X0 has nondegenerate Reeb orbits, there are only finitely
many Reeb orbits of action less than any given value, and hence we can find an increasing
sequence t1; t2; t3;  2  [0; 1) with lim ti =  1 such that  ti  =   t1 is independent of i. By
the S F T  compactness theorem there is some element in the compactified moduli space

f J t g
(  t 1 )<T (k ) p0 > corresponding to t =  1. This is a pseudoholomorphic building in the

broken cobordism X }j  (X 0 n X ) ,  and in particular by looking at the components mapping to

X  we get an element in M
J  

(  t 1 )<T ( k ) p >  with energy at most g (X 0 ). Since J  was
arbitrary, we then have g k (X )   gk (X 0 ).

Remark 3.2.2. Fix any J@ X 0 2  J  (@X0), and put

gk@X 0 (X 0 ) : = sup inf A@ X 0 ( );
J X 0 2 J  @X0 (X 0 )

where the infimum is over all tuples   =  (1; : : : ; a) of Reeb orbits in @X0 for which

M  X 0  (  ) < T  ( k ) p>  =  ? .  In other words, gJ@ X 0 ( X )  is defined just like gk (X 0 ) except that
we take the supremum over almost complex structures having fixed form on the cylindrical

end. Then the above proof actually shows that we have g k (X )   gJ@ X 0 (X 0 ).
As a consequence of the above remark, by considering symplectic embeddings of X  into a

slight enlargement of itself we have:

Corol lary 3.2.3. For any Liouville domain X  with nondegenerate contact boundary, and
any J@ X 2  J  (@X), we have gk@ X ( X )  =  gk (X ).
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The symplectic embedding monotonicity property of Theorem 1.2.2 is now an immediate
consequence of Proposition 3.2.1 and Definition 3.1.4:

Corol lary  3.2.4. If M and M0 are symplectic manifolds of the same dimension with a
symplectic embedding M , !  M0, then we have gk (M )  gk(M 0) for any k 2  Z1 .

Remark 3.2.5. By a standard observation, it also follows that gk is continuous with respect
to C 0  deformations of X  within X .

Remark 3.2.6. One could also in principle directly extend Definition 3.1.1 to include all
(not necessarily exact) symplectic fillings with nondegenerate contact boundary. However,
a priori our proof of Proposition 3.2.1 does not extend, since in principle there could be

infinitely many homology classes with bounded energy.

3.3. Wo r d  length fi ltration. As in [Sie2], we can also define a refinement g ‘  of gk for
any k; ‘ 2  Z1  by restricting the allowed number of positive ends. This gives a more general
framework which includes, at least for four-dimensional convex toric domains, both fgk g and
fcG H g as special cases (see §5.6 for more details).

Definition 3.3.1. Let X  be a Liouvil le domain with nondegenerate contact boundary, and
let D  be a smooth local symplectic divisor passing through p 2  Int X . We put

g ‘ ( X )  : = sup inf A@ X ( );
J 2 J  ( X ; D )

where the infimum is over all tuples   =  (1; : : : ; a) of Reeb orbits in @X for which

M X (  ) < T  ( k ) p >  =  ? ,  and such that a  ‘.

With only minor modifications, our proof Theorem 1.2.2 also gives the following:

Theorem 3.3.2. For each k; ‘ 2  Z1 , g ‘  is independent of the choice of local divisor and is
a symplectomorphism invariant. It satisfies the following properties:

 Scal ing:  it scales like area, i.e. g ‘ (M ; ! )  =  g ‘ (M ; ! )  for any symplectic
manifold (M ; ! )  and  2  R>0 .

 Nondecreasing: we have g ‘ (M )  g ‘ (M )  g ‘ (M )   for any symplectic manifold M.
 Generalized L iouvi l le  emb edding monotonicity: Given equidimensional Li-

ouvil le domains X ; X 0  and a generalized Liouvil le embedding of X  into X 0 (see
Remark 1.2.5), we have g ‘ ( X )   g ‘ (X 0 ).

 Stabil ization: For any Liouvil le domain X  we have g k ( X   B 2 (c)) =  g k (X )  for
any c  g ( X ) ,  provided that the hypotheses of Proposition 3.7.1 (substituting g
with g ‘ ) are satisfied.

Compared with Theorem 1.2.2, for a general symplectic embedding X  , !  X 0 there may
be curves in X 0 n X  having no positive ends, and a curve with ‘  positive ends in X 0 may
produce a curve in X  with a greater number of positive ends after neck stretching since the top
of the limiting building might contain a component with no positive ends. Generalized
Liouville embeddings carry an additional an exactness condition which precisely rules out
curves in X 0 n X  without positive ends via Stokes’ theorem.

Note that if X 2 n 4  is a star-shaped domain then a symplectic embedding X  , !  X 0 is
automatically a generalized Liouville embedding, but this does not necessarily extend to cases
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with H 1(@X; R) nontrivial. Moreover, if @X has no contractible Reeb orbits then we have
g1 (X )  =  c G H ( X )  =  1 ,  and hence these capacities contain no quantitative information;
g ‘ ( X )  is more often finite for l sufficiently large.

3.4. Comparison with S F T  counterpart. At first glance the definitions of gk and gk
look rather different, despite involving the same types of curves. Recall that g k (X )  is
defined in [Sie2] using the L 1  algebra structure on the linearized contact homology chain
complex CHl i n (X )  of a Liouville domain X ,  along with the induced L 1  homomorphism
"lin <T ( k ) p >  : CHl i n (X )  !  K defined by counting rational curves with a local tangency
constraint < T  ( k ) p> .  In brief, g k (X )  is the minimal action of an element of the bar complex
BCHlin (X ) which is closed under the bar differential and whose image under the chain map
BCHl in (X ) !  K induced by "l in <T ( k ) p >  is nonzero. Here BCHl in (X ) as a vector space is
the (appropriately graded) symmetric tensor algebra on the vector space CHl i n (X )  spanned
by good Reeb orbits in @X, and the bar differential is built out of the L structure maps
‘1 ; ‘2 ; ‘3 which count pseudoholomorphic buildings in R  @X, anchored in X ,  with one
negative and several positive ends. In particular, this definition of g k (X )  typically requires
virtual perturbations in order to set up the chain complex CHl i n (X )  along with its L 1
structure, and its basic invariance and structural properties follow naturally from S F T
functoriality.

The precise virtual perturbation framework is not important for our present discussion,
but we mention two important axioms: (a) a structure coefficient can only be nonzero
if the corresponding S F T  compactified moduli space is nonempty, and (b) if the naive
pseudoholomorphic curve count for a given structure coefficient is already regular and there
are other representatives in its corresponding S F T  compactified moduli space, then this
count remains valid after turning on virtual perturbations. It is then easy to deduce that
g k (X )   g k (X )  for any Liouville domain X .  Indeed, for any J ,  by (a) and the definition
of g k (X )  there must be a pseudoholomorphic building C  2  M  (  ) < T  ( k ) p>  having total
energy at most gk (X ).  Since J  is arbitrary, we therefore have g k (X )   gk (X ).

In principle we could have g k (X )  <  gk (X ),  if all curves in X  with energy g k (X )  are
undetected by gk (X ).  However, this cannot occur if g k (X )  is carried by a suitably nice
moduli space, e.g. as in Proposition 3.7.1. In particular, it follows from the results of this
paper that g k (X )  =  g k (X )  whenever X  is a four-dimensional convex toric domain; we are
not currently aware of any Liouville domain X  for which g k (X )  =  gk (X ).

3.5. Upp er  bounds from closed curves. Here we prove the closed curve upper
bound part of Theorem 1.2.2. Recall from the introduction that NM ; A <T ( k ) p>  =  0 counted
the number of curves in class A  that are tangent to the local divisor D  at p to order k.

Prop osition 3.5.1. If (M ; ! )  is a closed semipositive symplectic manifold satisfying
NM ; A <T ( k ) p >  =  0 for some A  2  H2 (M ), then we have gk (M )  [ ! ]   A.

Proof. This is quite similar to the proof of Proposition 3.2.1. It suffices to show that for
any Liouville domain X  with nondegenerate contact boundary which admits a symplectic

embedding  : X  , !  M, we have g ( X )   [ ! ]   A. Given J  2  J  (X ; D ) ,  we extend  J  to a
compatible almost complex structure J 0 on M. Let fJtgt2[0;1) be a family of compatible
almost complex structures on M realizing neck stretching along @(X), with J 0  =  J  . Note
that M M ; A < T  ( k ) p >  is nonempty for all t 2  [0; 1), since otherwise this moduli space would
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be empty and in particular regular, contradicting the invariance of N M ; A <T ( k ) p >  (see
[MSie, §2.2]). Then, as in the proof of Proposition 3.2.1, the S F T  compactness theorem
implies that there must be a limiting building corresponding to t =  1, and in particular in the

bottom level we can find C  2  M
J  

( ) < T  ( k ) p >  for some tuple of Reeb orbits satisfying A@ X (
)  [ ! ]   A.

3.6. Stabilization lower bounds.

Proposition 3.6.1. For any Liouvil le domain X ,  we have g k (X   B 2 (c))  g k (X )  for all k  1
provided that c  gk (X ).

As a preliminary step, the next lemma allows us to identify the Reeb orbits after stabilizing
(and suitably smoothing the corners) with those before stabilizing, plus additional orbits of
large action. We denote by std =  1 (xdy  ydx) the standard Liouville form on B 2 (c). Given a
Liouville form , recall that the Liouville vector field V is characterized by d(V;  ) =  .

Suppose that (Y; ) is a strict contact manifold and Z   Y is a submanifold of codimension 2
such that jZ  is a contact form on Z  and the Reeb vector field R  is tangent to Z .  Let Y
: =  ker  and Z  : =  ker jZ denote the contact hyperplane distributions of Y and Z
respectively. Since Z  is a subbundle of Y  , we can consider its orthogonal complement  with
respect to the symplectic form dj . Let  be a nondegenerate Reeb orbit of Y which lies in
Z ,  and let  be a trivialization of the symplectic vector bundle  which splits as
=  Z  +  ?  with respect to the direct sum decomposition Y  =  Z   ? .  Since the latter
decomposition is also preserved by the linearized Reeb flow of Y along , the trivialization ?
in the normal direction identifies the linearized Reeb flow along ?  with a loop of 2  2
symplectic matrices which starts at the identity and ends at a matrix without 1 as an
eigenvalue. Such a loop has a well-defined Conley–Zehnder index which is called the
normal Conley–Zehnder index of , denoted by C Z ? ( ) .

In the following we show that Reeb orbits of @X can be viewed as Reeb orbits in a
suitable smoothing of @(X  B 2 (c)), and we apply the above discussion with Y given by
the smoothing of @(X  B 2 (c)) and Z  given by @X. In this situation, there is a canonical
trivialization of ? ,  coming from its identification with the normal bundle of Z   Y , which in
turn is naturally identified with the restriction to Z  of f0g  T B 2 (c)  T X   T B 2 (c). By
default we will always measure normal Conley–Zehnder indices by working with a split
trivialization  =  Z  +  ?  of Y  , where ?  comes from this canonical trivialization of ? .

Lemma 3.6.2. Let (X ; )  be a Liouvil le domain. For any c; " 2  R>0 , there is a subdomain
with smooth boundary X   X   B 2 (c) such that

 the Liouvil le vector field V +  Vstd is outwardly transverse along @X  X
f0g  X  and the Reeb vector field of @X is tangent to @X  f0g
 any Reeb orbit of the contact form (+ std )j e with action less than c  " is entirely

contained in @X  f0g and has normal Conley–Zehnder index equal to 1.

Proof. For notational convenience put X 1  : =  X  and X 2  : =  B 2 (c). We denote the associated
Liouville forms by i , the associated contact forms by i  : =  ij@X , and the associated
Liouville vector fields by V     for i  =  1; 2. Note that every closed Reeb orbit of @X2 has
action at least c.

Recall that we can use the Liouville flow to identify a collar neighborhood Ui of @Xi with
( ; 0] @Xi for some small  >  0, and under this identification we have i  =  e i i ,  where r i
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denotes the coordinate on the first factor. Given a smooth function H  : ( ; 0]  @X !  R of the
form H (r i ; y i )  =  h(eri ) for some hi : (e ; 1] !  R, the Hamiltonian vector field takes the form
X H  =  h (e i ) R  , where R      is the Reeb vector field of i . Note that for such a Hamiltonian we
have V (H i )  =  i ( X H  )  =  e i h (e i ).

By considering functions which depend only on the Liouville flow coordinate r i  near the
boundary and are otherwise sufficiently small, we can find smooth functions H i  : X i  !  [0; 1] for
i  =  1; 2 such that:

(a) @Xi =  H i  
1(1) is a regular level set

(b) H (0) =  fp  g is a nondegenerate minimum, where we assume p =  0 2  B  (c)
(c) on Ui  (  ; 0]  @Xi we have Hi (r i ; y i )  =  hi (er i ) for some hi : (e ; 1] !  [0; 1] with

h >  0
(d) on X i  n Ui we have jVi(Hi )j <  "=2
(e) we have H ([; 1])  Ui for some small  >  0, and on H ([; 1]) we have V (H i )  >  c

+  ".

We can further arrange:
(f ) V (H2 )  >  0 on B 2 (c) n f0g
(g) for every T -periodic 2 orbit of X H 2  with T  1, we have 

2 2 >  c "=2
(h) using standard symplectic coordinates x; y, on a small neighborhood of 0 2  B  (c)

we have

H2 (x; y) =  2 (x2 +  y2);

with  <  .

Put X  : =  f(x1 ; x2 ) 2  X 1   X 2  j H1 (x1 )  +  H2 (x2 )   1g. It follows from the above
properties that X  has smooth boundary, and we have

(V1 +  V2 )(H1 +  H2 )  >  0

along @X. Indeed, consider (x1 ; x2 ) 2  @X, and suppose first that x1 2  U1. Then we have
(V ) x  (H1 )  =  e 1 h (e 1 ) >  0 by (c) and (V ) x  (H2 )   0 by (f ). On the other hand, if x1
2  X 1  n U1, then we must have H1 (x1 ) 2  [0; ] by (e) and j(V ) x  (H1 )j <  "=2 by (d). In this
case we have H2 (x2 ) =  1   H1 (x1 )  2  [1   ; 1], whence (V ) x  (H2 )  >  c +  " and therefore
(V1)x

1(H1 ) +  (V2)x
2(H2 ) >  0.

It follows from the above discussion that  +  std is a Liouville form on X ,  and in
particular it restricts to a positive contact form on @X. Observe that the corresponding
Reeb vector field is at each point in @X proportional to the Hamiltonian vector field of
H 1  +  H2 . In particular, this is tangent to @(X  f0g), since along @(X  f0g) we have X H
0.

We now prove the assertion about actions of Reeb orbits. Suppose that  is a T -periodic
Reeb orbit of @X for some T 2  R>0 , let i  denote its projection to X i  for i  =  1; 2. Note that
we have i   H (C i )  for some C i  2  [0; 1] with C1  +  C2  =  1. If 2 is constant, then
lies in X 1   f0g. Otherwise, if C1  2  [0; ], then C2  2  [1 ; 1], and we have j  1j <  T "=2 by
(d) and 

2 2 >  max(c "=2; T (c +  ")) by (g), and therefore we have
Z Z Z

 = 1 + 2 >  max(c "=2; T (c +  ")) T "=2 >  c ":
1                         2
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Lastly, if C1  2  [; 1] and 2 is not constant, then if T  1 we have

 1 >  T (c +  ") >  c ";
1

whereas if T <  1 then we have
Z

 2 >  c "=2 >  c ":
2

As for the assertion about normal Conley–Zehnder indices, suppose that  is a Reeb
orbit in @(X  f0g) with action T  c. Observe that Reeb vector field on @X is given by
( X ) +

 
( X ( X H 1  +  X H

2) ,  and along @(X  f0g) we have 1 (X H 1 )  >  c +  " and  ( X
) =  0. We can therefore identify the linearized Reeb flow along  in the normal

direction with the time-T linearized Hamiltonian flow of  
(

X
) X H 2  at 0. By design, this

is rotation by the angle 
1 ( X H 1 ) .  In particular, the Conley–Zehnder contribution for each

factor is 1 provided that we have 
1 ( X H 1 )  <  , for which  <   suffices.

In the sequel, we will denote any Liouville domain X  satisfying the properties of
Lemma 3.6.2 for some " >  0 sufficiently small by X   B 2 (c).

Lemma 3.6.3. Let X  be a Liouvil le domain, and let X   B 2 (c) be a smoothing of X B 2 (c )  as
in Lemma 3.6.2.

(i) Let J  2  J  ( X   B 2 (c)) be an admissible almost complex structure on the symplectic
completion of X   B 2 (c) for which X  f0g is J -holomorphic. Let C  be an asymptotically
cylindrical J -holomorphic curve in X ,  all of whose asymptotic Reeb orbits are nondegen-
erate and lie in @X f0g with normal Conley–Zehnder index 1. Then C  is either disjoint from
the slice X   f0g or entirely contained in it.

(ii) Let J  2  J  (@(X  B 2 (c)))  be an admissible almost complex structure on the sym-
plectization of @(X  B 2 (c)) for which R  @X  f0g is J -holomorphic. Let C  be an
asymptotically cylindrical J -holomorphic curve in R  @(X  B 2 (c)), all of whose asymp-totic
Reeb orbits are nondegenerate and lie in @X  f0g with normal Conley–Zehnder index
1. Then C  is either disjoint from the slice R  @X  f0g or entirely contained in it. Moreover,
only the latter is possible of C  has at least one negative puncture.

To  prove Lemma 3.6.3, we invoke the higher dimensional extension of [Sie1] (c.f the
exposition in [MS, §2]). Namely, let C  be an asymptotically cylindrical curve in the
symplectic completion of X   B 2 (c) or the symplectization of @(X  B 2 (c)), and let Q
denote the divisor X   f0g or R  @(X  f0g) respectively. Assume that each puncture of C  is
asymptotic to a nondegenerate Reeb orbit in @X  f0g, and that C  is not entirely contained in
Q. For each puncture z of C ,  we can consider the corresponding asymptotic winding number
windz around Q as we approach the puncture, as measured by the canonical trivialization
discussed in the leadup to Lemma 3.6.2.

We will need the following facts:
(a) the curve C  intersects Q in only finitely many points, each of which has a positive

local intersection number
(b) if z is a positive puncture and z is the corresponding asymptotic Reeb orbit, we

have windz  bCZ? (z )=2c
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(c) if z is a negative puncture and z is the corresponding asymptotic Reeb orbit, we
have windz  dCZ? (z )=2e (d)

we have

push(C )  Q =  C   Q  
X

windz +
X

windz; (3.6.1)
z pos. punc. z neg. punc.

where push(C ) is a pushoff of C  whose direction near each puncture is a nonzero
constant with respect to the canonical trivialization of the normal bundle.

Here C   Q and push(C )  Q denote homological intersection numbers, i.e. the sum of local
homological intersection numbers over all (necessarily finitely many) intersection points. In
particular, we have push(C )  Q =  0 since there is an obvious displacement of C  from Q
which takes the specified form near each of the punctures.

The last fact (d) is elementary topology. The proof of (a) follows from an asymptotic
description of C  in the normal direction near each puncture, which is written in terms of
an eigenfunction of the corresponding normal asymptotic operator. Properties (b) and
(c) follow from a characterization of normal Conley–Zehnder indices in terms of the
corresponding normal asymptotic operators, together with bounds on the winding numbers of
their eigenfunctions.

Proof of Lemma 3.6.3. To  prove (i), suppose that C  is not contained in Q : =  X   f0g.
Since each puncture of C  is positively asymptotic to a Reeb orbit in @X  f0g with normal
Conley–Zehnder index 1, using (3.6.1) and (b) we have

0 =  push(C )  Q =  C   Q  
X

windz
z pos. punc.

 C   Q  b 2 c
z pos. punc.

=  C   Q;

and hence C   Q  0. Since each local intersection between C  and Q counts positively, this is
only possible if C  is disjoint from Q.

The proof of (ii) is similar. Assume that C  is not contained in Q : =  R @X f0g. Using
(3.6.1) we have

0  C   Q  
X

b 2 c +
X

d 2 e =  C   Q +
X

1:
z pos. punc.                 z  neg. punc.                                       z  neg. punc.

This is only possible if C  has no negative punctures and C  is disjoint from Q.

Proof of Proposition 3.6.1. We can assume c >  g k (X )  and that @X is nondegenerate, since
then the result follows by continuity (c.f. Remark 3.2.5). Let X   B 2 (c) be a smoothing of X
B 2 (c) as in Lemma 3.6.2, with " >  0 chosen sufficiently small so that c " >  gk (X ).
Let D  be a local divisor near p 2  Int X , and let us take the local divisor D  in X   B 2 (c)
near pe := (p; 0) to be of the form D   B 2 ()   X   B 2 (c) for some small  >  0.

Let J X  2  J  ( X ; D )  be such that for every tuple of Reeb orbits  such that M
J X  

( ) < T  ( k ) p>  =
?  we have A@ X ( )   gk (X ). Pick J  2  J  ( X   B 2 (c); D) such that X   f0g is J -
holomorphic with J j X f 0 g  =  J X .  It suffices to show that for any tuple of Reeb orbits  0

 for
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which M X  B 2 (c) (  0 )<T ( k ) p >  =  ? ,  we have A@ (X B 2 (c ) ) (  0)  gk (X ),  since then we have g k (X
B 2 (c))  g k (X   B 2 (c))  gk (X ).

Consider C  2  M X  B 2 (c ) (  0 )<T ( k ) p> .  For some a 2  Z1 , let C i  2  M J  
B 2

(
c) (  i ) < T  ( k

i
) p>  for i

=  1; : : : a be nonconstant components of C  with ki  k and E ( C i )   E ( C )  as
in Remark 3.1.2. We need to establish the bound       i = 1  E ( C i )   gk (X ).  If any positive end of
some C i  is not asymptotic to the slice X f0g,  then the corresponding Reeb orbit must have
action at least c ", and hence E ( C i )   c " >  gk (X ).  Otherwise, by Lemma 3.6.3,
each C i  must be entirely contained in X   f0g (note that it cannot be disjoint from the slice
due to the local tangency constraint at p 2  X  f0g). By our choice of D ,  each C i  then
corresponds to a JX -holomorphic curve in X  satisfying the constraint < T  ( k

i
) p >  with local

divisor D ,  from which the desired bound readily follows.

3.7. Stabil ization upp er bounds. In order to prove the stabilization property in
Theorem 1.2.2, we need to complement Proposition 3.6.1 by proving an upper bound. Our
proof will require some additional assumptions which amount to saying that the capacity
g k (X )  is represented by elements in a well-behaved moduli space of curves. Indeed, without
such an assumption, after stabilizing and perturbing the almost complex structure it is
conceivable that all curves with energy equal to g k (X )  disappear, resulting in gk (X B 2 (c))  >
gk (X ).

Prop osition 3.7.1. Let X  be a Liouvil le domain, put Y : =  @X, and let C  be a simple
index zero formal curve component in X  with constraint < T  ( k ) p>  for some k 2  Z1 , such that
E X ( C )  =  gk (X ).  Assume further that the following conditions hold:

(a) C  is formally perturbation invariant with respect to some generic J Y  2  J  (Y ) (c.f.
§2.4)

(b) the moduli space M J X  (C )  is regular and finite with nonzero signed count # M J X  (C )
for some J X  2  J  J Y  (X ; D ) .

Then we have g k ( X   B 2 (c))  g k (X )  for any c 2  R>0 . The same conclusion also holds if we
instead assume that the hypotheses hold with k replaced by some divisor ‘  of k such that g k (X )
=  ‘

 g ‘ (X ) .

The last part of Proposition 3.7.1 follows easily from the existence of multiple covers, or
as a special case of subadditivity.

Proof of Proposition 3.7.1. By monotonicity of gk under symplectic embeddings, it suffices
to prove establish g k (X )   g k (X )  for X  : =  X   B 2 (c) with c arbitrarily large. In particular, we
can assume that any Reeb orbit in Y : =  @X which is not contained in Y  f0g has
action greater than gk (X ).

Let J e  2  J  (Y )  be an almost complex structure which agrees with J Y  on R  Y  f0g. By

Corollary 3.2.3 we have g k (X )  =  g J Y  (X ) ,  so it suffices to prove g J Y  ( X )   gk (X ).
Let J X  2  J  J Y  ( X ; D )  be an admissible almost complex structure which agrees with J X  on

X   f0g. Here we put D  : =  D   B 2 ()  with  >  0 small as in the proof of Proposition 3.6.1. Since
Reeb orbits of Y can also be viewed as Reeb orbits of Y , C  naturally corresponds to a

formal curve component C  in X .  Note that C  is again simple and has index zero, the 29
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latter being a consequence of the index formula and the fact that the Reeb orbits of C  have
normal Conley–Zehnder index 1 by Lemma 3.6.2.

Moreover, we claim that C  is formally perturbation invariant with respect to J Y  . Indeed,
let   (resp.  ) denote the positive asymptotic orbits of C  (resp. C ),  let A  (resp. A )  denote
its homology class, and let C0 2  F X ; A (  ) < T  ( k ) p >  be a hypothetical stable formal building
satisfying conditions (A1) and (A2) of Definition 2.4.1. By action considerations we can
assume that each asymptotic Reeb orbit involved in C0

 lies in Y f0g, and hence C0
 naturally

corresponds to a stable formal building C0
 2  F X ; A (  ) < T  ( k ) p> .  In particular, by formal

perturbation invariance of C ,  we have either C0
 =  C  (whence C0

 =  C )  or else C0
 is a two-level

building as in Definition 2.4.1(B2), with top level consisting of a union of a simple index 1
component C Y  and possibly some trivial cylinders, and moreover M J Y  (C Y  )  is regular and
satisfies # M J Y  (C Y  )=R =  0. Let C Y  denote the analogue of C Y  in Y . By Lemma 3.6.3(ii),
every curve in M

Y
Y  (C Y  ) must be contained in the slice RY f0g because it has a negative end.

In particular, we have a natural identification M  Y  (C Y  )   M J Y  (C Y  ), and since each

curve in M J e  ( C Y  )  is also regular by Proposition A.4 we have # M J e  ( C Y  )=R =  0. This
establishes the above claim that C  is formally perturbation invariant with respect to J e  .

Invoking now Lemma 3.6.3(i), we have a natural identification M J X  (C )   M J X  (C ), and

the former is also regular by Proposition A.1. In particular, we have # M J X  (C )  =  0, so by

Proposition 2.4.2 we conclude that M  e (C ) =  ?  for all J  2  J  J Y  (X ; D ) .  In particular, it
follows that we have

gkY  ( X )   E X ( C )  =  E X ( C )  =  gk (X );

as needed.

4. Fu l ly  rounding, permissibility, and minimality
In this section we develop our main tools for getting lower bounds on the capacities of

convex toric domains. In §4.1 we explain the fully rounding procedure, which standardizes
the Reeb dynamics. In §4.2 we discuss the extent to which curves are obstructed by the
relative adjunction formula and writhe bounds. Lastly, in §4.3 we analyze those words of
Reeb orbits having minimal action for a given index. The proof that these minimal action
words can all be represented by curves is deferred to §5.

4.1. The fully rounding procedure. We consider a four-dimensional6 convex toric
domain, i.e. a subdomain of C2 of the form X
 : =   1(
), where

  : C2 !  R2 
0 is the standard moment map defined by (z1; z2) =  (jz1j2; jz2j2)

  R0 is a subdomain such that

 : =  f(x1 ; x2 ) 2  R2 j (jx1j; jx2j) 2

g  R2 is compact and convex.

6We note that the discussion in this subsection generalizes very naturally to higher dimensions, but for
concreteness we restrict our exposition to dimension four.
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We equip X
 with the restriction of the standard Liouville form std =  1 (xdy ydx) on C2.
For example, if
  R2 is a rational triangle with vertices (0; 0); (a; 0); (0; b), then X is the
ellipsoid E (a; b)  C2.

The “fully rounding procedure” replaces X
 with a C 0-small perturbation whose Reeb orbits are indexed in a straightforward way
which is essentially insensitive to the shape of
. We proceed in two steps:

(1) replace X
 with another convex toric domain X F R  : =  X
F R ,  where
F R   R2 

0 is a C  -small perturbation of
 with smooth boundary as in [Sie3, Fig. 5.1] (see also [GH, §2.2])

(2) let X
 denote the result after a further C0-small smooth perturbation of X F R  which
replaces each Morse–Bott circle of Reeb orbits of action less than some large constant
K  with two nondegenerate Reeb orbits, one elliptic and one positive hyperbolic (see
also [Bou] or [Hut4, §5.3]).

In more detail, we assume
F R  is bounded by the axes and a smooth function h : [0; a] !  [0; b] for some a; b 2  R>0 such
that:

 h is strictly decreasing and strictly concave down
 h(0) =  b and h(a) =  0
   <  h0(0) <  0 and h0(a) <   1= for some  >  0 sufficiently small, and h0(0); h0(a) 2  R n

Q.
The Reeb orbits after fully rounding are as follows. For each ( i ; j )  2  Z1  with  <  j = i  <  1=,

there is an S1-family of Reeb orbits lying in the two-torus  1 (pi;j )  @X FR, where pi;j 2  @
F R  is such that the outward normal to @
F R  at pi;j is parallel to (i; j ). The Reeb
orbits in this family are gcd(i; j )-fold covers of their underlying simple orbits. In @X
, these S  -families having action less than K  get replaced by a corresponding pair of
nondegenerate elliptic and hyperbolic orbits, which we denote by ei;j and hi;j respectively.
There are also nondegenerate elliptic Reeb orbits of @ X FR which lie in  1(a; 0) and  1(0; b).
We denote these by ei;0 and e0;j respectively for j  2  Z1 , and we use the same notation for their
natural
analogues in @X
. We refer to the Reeb orbits of @X
 of the form ei;j  or hi;j as above as acceptable. Note that each acceptable orbit has
action less than K .

For the acceptable Reeb orbits in X
 described above, we have

CZ(e i ; j )  =  2i +  2j  +  1; CZ(hi ; j )  =  2i +  2j; (4.1.1)

where over each Reeb orbit  we use by default the trivialization of the contact distribution
that extends over a disc in @X with boundary . 7 There are also three slightly different
associated action filtrations. We denote by jj jj the dual of the norm on R2 whose unit
ball is
. Viewing ei;j and hi;j as formal symbols, we put

 A
(ei;j ) =  A
(hi;j ) =  jj(i; j )jj

 =  maxh~v; (i; j )i, the “idealized action”



v 2 F R

e e
e

 A F R (e i ; j )  =  A F R (h i ; j )  =  jj(i; j )jj 
F R  =  

~
max h~v; (i; j )i, the “fully rounded action”

 A
(ei; j ) and A
(hi; j ) denote the actions of the corresponding Reeb orbits in the domain X
, the “perturbed action”.

We will sometimes refer to any of these as simply “the action” if which one we are referring
to is clear from the context or irrelevant, and we will often omit

 from the notation if it

7This is the trivialization called ex  in [MSie, S3.2].
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is implicit. Note that A
 is a small perturbation of A F R ,  although its precise values are sensitive to the choices
involved in constructing X
.

Let w =  1    k be an (unordered) tuple of acceptable Reeb orbits in @X
. We will refer to such a w as a word, and we often view it as simply a collection of formal
symbols of the form ei;j or hi;j . As a convenient shorthand we define the index of w to be the
sum

ind(w) : =  
X

C Z ( i )  +  k 2: (4.1.2)
i = 1

More generally, for any trivialization , the Fredholm index of a curve C  with top ends on
the orbits 1; : : : ; k and negative ends on 0

 ; : : : ; 0 
0 is given by

ind(u) =   (C )  +  2c (C )  +  
X

C Z  ( i )  
X

C Z  ( j ): (4.1.3)
i = 1 j = 1

Note that the relative first Chern class term in (4.1.3) vanishes if we use the trivialization
ex, so the formula in (4.1.2) is the contribution of the top end of a curve to its Fredholm
index. In particular, ind(1    k )  =  2m is an even integer, a (rational) curve in X
 with top ends 1; : : : ; k and satisfying the constraint < T  ( m ) p> has Fredholm index zero.
As we will see in §5, the strong permissibility condition introduced below ensures that every
connected curve with strongly permissible top end is somewhere injective.

We note also that if w is “elliptic”, meaning that all of the constituent Reeb orbits are
elliptic, then its half-index is given by

2 ind(ei
1
;j1    ei k ; j k  )  =  

X
( i s  +  j s )  +  k 1:

s = 1

We extend the definition of idealized action to words by putting

A(1; : : : ; k ) : =  
X

A ( i ) ;  i = 1

and similarly for the fully rounded action A F R  and perturbed action A.  We will say that a
word w is acceptable if each of its constituent orbits is.

Lemma 4.1.1. We can arrange the fully rounding procedure such that the following further
conditions are satisfied:

(a) For each pair of acceptable orbits ei;j ; hi;j , we have

0 <  A(ei ; j )  A(hi ; j )  <  2 jA(ei0 ;j 0 ) A(ei00;j00 )j

for any pair of acceptable orbits ei0;j0 ; ei00;j00 with (i0; j0) =  (i00; j0
0).

(b) Given any two acceptable words w; w such that A(w )  <  A(w ), we have also
A F R ( w )  <  AFR (w 0 ).

(c) Given any two acceptable words such that A F R ( w )  <  AFR (w0 ), we have also A(w ) <
A(w0).

(d) For any two distinct acceptable orbits ;0
 we have A ( )  =  A(0 ), and moreover the set

of e values of acceptable orbits which are simple (i.e. have gcd(i; j ) =  1) is linearly
independent over Q.
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In the sequel, we will take K  >  0 (the upper bound of the energy of acceptable orbits)
sufficiently large and  >  0 (which measures the size of the perturbation) sufficiently small
that for action reasons the unacceptable Reeb orbits play essentially no role; thus without
much harm we can pretend that the Reeb orbits of @X
 are precisely ei;j for any ( i ; j )  2  Z0  with i ; j  not both zero and hi;j for any ( i ; j )  2  Z1 .

4.2. Strong and weak permissibility. In this subsection we prove Lemma 4.2.2,
which states that the positive orbits of a somewhere injective curve in a fully rounded convex
toric domain must be strongly permissible in the sense of the following definition:

Definition 4.2.1. Consider a word w =  1 q, where for each s =  1; : : : ; q i  =  ei ; j  or i  =  hi ; j
for some is ; js . We say that w is strongly permissible if one of the following holds:

 w =  e1;0 or w =  e0;1, or else
 i1; : : : ; iq are not all zero, and similarly j1; : : : ; jq are not all zero.

We say w is weakly permissible if it is either strongly permissible or it is of the form ek;0
or e0;k for some k 2  Z2 .

Lemma 4.2.2. Let C  be an asymptotically cylindrical J -holomorphic rational curve in X
, where X
 is a fully rounded four-dimensional convex toric domain and J  2  J  ( X
). If C  is somewhere injective, then its word of positive orbits is strongly permissible.

Before proving the lemma, we recall how to compute the terms in the relative adjunction
formula in the case of a four-dimensional fully rounded convex toric domain. Following
[Hut3, §3.3], the relative adjunction formula for a somewhere injective curve asymptotically
cylindrical curve in a four-dimensional symplectic cobordism reads

c (C )  =  (C )  +  Q (C )  +  w (C )  2(C ):
Here  denotes a choice of trivialization over each Reeb orbit, (C )  is the Euler characteristic of
the curve C , and (C )  is a count of singularities which is necessarily nonnegative. The
computation of the remaining terms for X
 with respect to a certain choice8 of trivialization Hut , is described in [Hut4, §5.3], which we
briefly summarize as follows. Let C  be a curve in X
, and let   =  (1; : : : ; k) denote its positive asymptotic Reeb orbits.

 Relative self-intersection: We have Q (C )  =  Q ( )  =  2Area(R); where:
– for each constituent orbit (including repeats) of   of the form ei;j or hi;j , we

consider the corresponding “edge vector” ( j ;  i )
– we reorder the collection of edge vectors and place them end-to-end so that

they form a concave down path   R0 from (0; y()) to (x(); 0) for some
x(); y() 2  Z0 .

– R  is the lattice polygon bounded by  and the axes.
For example, we have QH u

t(hi; j ) =  QH u
t(ei; j ) =  i j .

 Relative first Chern class: We have cHut(C )  =  cH u
t( )  = i = 1  cH u

t( i ), where

cH u
t(hi; j ) =  cH u

t(ei; j ) =  i  +  j :
 Asymptotic writhe: w        ( C )  measures the total asymptotic writhe of C  around
its asymptotic Reeb orbits. Although this is difficult to compute directly, we have

8This is different from the trivialization used before in which c (e i ; j )  =  c (h i ; j )  =  0.
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the writhe bound (3.2.9) in [MSie, §3.2] (see [Hut4, §5.1] for more details). This
is formulated in terms of the monodromy angle  of each simple Reeb orbit. In
particular, since we can take this to be 0 for the hyperbolic orbits hi;j and positive
but very small for the elliptic orbits ei;j , the writhe bound implies that the top
writhe of any curve with positive ends on a word in ei;j ; hi;j is always  0.

Proof of Lemma 4.2.2. Without loss of generality, consider a somewhere injective curve
in e
 with positive ends (1; : : : ; k), and suppose that for each s =  1; : : : ; k we have s =  eis ;0

for some i s  2  Z1 . The writhe bound gives w H u
t(C )   0. Meanwhile, we have cHut(C )  =

s = 1  i s  and QHut(C )  =  0, and hence

wHut(C )  =  cHut(C )  (C )  QHut(C )  +  2(C ) =  
X

i s  (2 k) +  2  0;
s = 1

and consequently       k      ( i s  +  1)  2, which forces k =  i1 =  1. A  similar calculation rules out
the possibility that i s  =  0 for all s.

Using Lemma 4.2.2, we prove the following lower bound on g k (X
), which will be further refined in the next subsection.

Lemma 4.2.3. For any four-dimensional convex toric domain X
 we have

g ( X  )  min A(w);
ind(w)2k w

wk.p.

where we minimize over all weakly permissible words w satisfying ind(w)  2k.

Proof. By C0-continuity it suffices to prove the analogous lower bound after fully rounding,
namely g ( X  )  min A(w). Pick a generic J  2  J  ( X  ; D). By definition of g ( X  ),

ind(w)2k w
wk.p.

we can find a curve C  in X
 satisfying the constraint < T  ( k ) p>  with E ( C )   g k ( X
)  (a priori we should also consider the case a  2 as in Remark 3.1.2, but it is easy to check that
these do not affect the infimum). Let w denote the word of positive orbits corresponding to C .
Note that the underlying simple curve C  is somewhere injective and has nonnegative index
by genericity of J ,  and therefore its word w of positive orbits is strongly permissible by
Lemma 4.2.2. Then the word w is also strongly permissible unless we have w =  e1;0 or w =
e0;1. Moreover, we have ind(C )  ind(C )  0 by Lemma 5.1.2 below, where  is the covering
index of C  over C , and hence we have ind(w)  2k. If w is strongly permissible
then it is also weakly permissible and we have g ( X  )   A(w ) min A(w).

ind(w)2k
w wk.p.

We can therefore assume w =  e1;0 or w =  e0;1, since otherwise the proof is already
complete. Observe that since C  satisfies the constraint < T  ( k ) p> ,  we must have k  .
Then A(w ) =  A(e1;0)  A(ek;0 ) or A(w ) =  A(e0;1)  A(e0;k ) respectively. Since ek;0 and e0;k
are weakly permissible with index 2k, this again implies the desired result.

Definit ion 4.2.4. We will denote by wmin the weakly permissible word with minimal A
 value subject to ind(wmin) =  2k.

Since distinct words have different actions by condition (d) in Lemma 4.1.1, wmin is
unique for each k.
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4.3. Minimal words. As before, let X
 be a four-dimensional convex toric domain with full rounding X
. In light of Lemma 4.2.3, we seek to understand which weakly permissible words have
minimal A value. We begin with some preliminary lemmas. In the following,
put a : =  maxfx j (x; 0) 2
F R g  and b : =  maxfy j (0; y) 2
F R g  as in §4.1.

Lemma 4.3.1. For any ( i ; j )  2  Z1 , we have max(ia; j b) <  jj(i; j )jj 
F R  <  ai +  j b.

Proof. Let ~v =  (v1; v2) 2  @
F R  \  R2 

0 be such that jj(i; j )jj 
F R  =  h~v; (i; j )i. Then the line in R2 passing through ~v and

orthogonal to ( i ; j )  is tangent to @
F R ,  and is given by

f(x; y ) 2  R2 j h(x; y); (i; j )i =  h~v; (i; j )i =  iv1 +  jv2 <  ai +  bj:

This gives the upper bound. To  derive the lower bound, notice that the y intercept is
given by iv 1 + j v 2  , and this is strictly greater than b since h : [0; a] !  [0; b] is strictly
concave down. That is, we have jj(i; j )jj 

F R  =  iv1 +  jv2 >  j b. Similarly, the x  intercept is
given by iv 1 + j v 2  , and by strict convexity this is strictly greater than a, i.e. we have
jj(i; j )jj 

F R  =  iv1 +  jv2 >  ia.

L e m ma  4.3.2. Given distinct pairs (i; j ); (i0 ; j 0) 2  Z2 with i0  i  and j0  j ,  we have
jj(i0; j0)jj 

F R  <  jj(i; j )jj 
F R .

Proof. Without loss of generality we can assume (i0; j0) =  ( i  1; j ), since the case (i0; j0) =
( i ; j    1) is completely analogous and then the general case follows by induction. Let
~v =  (v1; v2) 2  @
F R  be such that jj(i 1; j )jj 

F R  =  h~v; (i 1; j )i. Then we have

jj(i 1; j )jj
F R  =  ( i  1)v1 +  jv2  iv1 +  jv2  jj(i; j )jj
F R ;

and the inequality is strict unless v1 =  0, which is only possible if ( i 1; j ) lies on the y-axis,
i.e. i  =  1. In this case, by Lemma 4.3.1 we have

jj(i; j )jj
F R  =  jj(1; j )jj
F R  >  max(a; j b)  j b  =  jj(0; j )jj
F R  =  jj(i 1; j )jj
F R ;

as desired.

We next show that we can effectively ignore the hyperbolic orbits. Recall that a word
w =  1    k is called “elliptic” if each constituent orbit i  is elliptic.

L e m ma  4.3.3. Given any word w which is not elliptic, we can find an elliptic word w0

with ind(w0)  ind(w)   1 and A(w0) <  A(w ).  Moreover, if w is strongly (resp. weakly)
permissible, then we can arrange that the same is true for w0.

Proof. Firstly, if 1 ind(w) is not an integer, then we replace some hyperbolic orbit h by
e 0     0 with (i0; j0) =  ( i    1; j ) or (i0; j0) =  ( i ; j    1). Note that this replacement decreases the
index by 1. Moreover, we have jj(i0; j0)jj 

F R  <  jj(i; j )jj 
F R  by Lemma 4.3.2, and hence

A(ei0 ;j 0 ) <  A(ei ; j )  by Lemma 4.1.1(c). Then by Lemma 4.1.1(a) we also have



e e e e

ee e

A(ei ; j )  A(hi ; j )  <  A(ei ; j )  A(ei0 ;j 0 );

and hence A(ei0 ;j 0 ) <  A(hi; j ),  so this shows that the above replacement strictly decreases A.
Now suppose there are 2 ‘  hyperbolic orbits in w for some ‘  2  Z0 . For ‘  of these

replace hi;j with ei;j , and for the other ‘  replace hi;j  with ei 1;j or ei;j  1. Each pair of such
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replacements strictly deceases A  by the same lemma, and the total index is unchanged. For
example, we have A(hi ; j   hi0;j0 ) >  A(ei ; j   ei0 1;j0 ) using

A(ei0 ;j 0 )      A(hi0 ;j 0 ) <  2 (A(ei0 ;j 0 )      A(ei0  1;j 0 ))

A(ei ; j )       A(hi ; j ) )  <  2 (A(ei0 ;j 0 )      A(ei0  1;j 0 )):

Lastly, it is straightforward to check that each of these replacements can be done so as to
preserve strong or weak permissibility.

R e m a r k  4.3.4. For future reference, note that in Lemma 4.3.3 if ind(w) =  2k for some
k 2  Z1  then we must also have ind(w0) =  2k since the index of any elliptic word is even. If
particular, if ind(w)  2k for some Z1  then we have ind(w )   2k as well.

The following lemma will be our most useful tool for iteratively reducing the action of a
word:

Lemma 4.3.5. Assume a >  b. Then we have A(e0;1  ei; j ) <  A(e i + 1 ; j + 1 )  for any ( i ; j )  2
Z0  n f(0; 0)g.

Proof. Let ~v =  (v1; v2) 2  @
F R  be such that jj(i; j )jj 

F R  =  h~v; (i; j )i. Suppose first that have v1; v2  1 Note that (v1; v2)
lies above or on the line joining (a; 0) and (0; b), i.e. we have av2 +  bv1  ab. Since a >  b, we
have v1 +  v2  b, with equality only if v1 =  0. We then have

AFR (e0;1   ei; j ) =  jj(0; 1)jj 
F R  +  jj(i; j )jj 

F R  =  b +  iv1 +  jv2

 v1 +  v2 +  iv1 +  jv2 =

h~v; (i +  1; j +  1)i

 jj(i +  1; j +  1)jj
F R  =  A F R (e i + 1 ; j + 1 ) ;

where the first inequality is strict unless v lies on the y-axis, in which case we must have
i  =  0. If i  =  0, by Lemma 4.3.1 we have

AF R (e 1 ; j + 1 )  >  max(a; (j +  1)b)  ( j  +  1)b =  AFR (e0;1   e0;j ):

Thus in any case we have AFR (e0;1   ei; j ) <  A F R (e i + 1 ; j + 1 ) ,  and by Lemma 4.1.1(c) we also
have A(e0;1  ei;j ) <  A(e i + 1 ; j + 1 ) .

R e m a r k  4.3.6. Note that the assumption a >  b is not very restrictive, since if a <  b we
can simply replace

F R  by its reflection about the diagonal.

Using the above tools, we first consider ways to reduce action without any regard to
permissibility:

Lemma 4.3.7. Assume a >  b. Given any elliptic word w, there is another elliptic word w0

with ind(w0) =  ind(w) and A(w0)  A(w ),  where w takes one of the following forms:
(a) e0;1 for i   1
(b) e0;1  e1;1 for i   0 and j   1 (c)
e0;1  e0;2 for i   0.

Moreover, we have A(w0) <  A(w ) unless w and w0
 differ by a reordering.
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Proof. We first iteratively apply Lemma 4.3.5 as many times as possible, replacing e i + 1 ; j + 1

with e0;1  ei;j if ( i ; j )  2  Z0  n f(0; 0g. Note that the resulting word contains only orbits of the
forms e1;1; ek;0; e0;k for k  1, and each replacement strictly decreases A.

Next, we replace each ek;0 for k  1 with e0;k. Similarly, we replace each e0;2k 1 such
that 2k   1  3 with ek, and we replace each e0;2k such that 2k  4 with e(k 1)  e0;2. We also
replace each e0;2  e0;2 with e0;1  e0;1  e0;1. Each of these replacements strictly decreases A.

The resulting word is of the form e0;1  e1;1  e0;2 for some i ; j  2  Z0  and k 2  f0; 1g. By Lemma
4.1.1(d) we have either A(e1;1 ) <  A(e0;2 ) or A(e1;1) >  A(e0;2). In the former case, we also
replace any remaining e0;2 with e1;1. In the latter case, we replace each e1;1 with e0;2, and
then further replace each e0;2  e0;2 with e0;1  e0;1  e0;1 as above.

The resulting word w0 satisfies ind(w0) =  ind(w) and A(w0)  A(w ) and takes one of the
forms (1),(2),(3). Moreover, up to reordering these are the only cases when none of the
above reductions are applicable, and otherwise we have A(w0) <  A(w).

Next, we investigate reductions in actions which preserve the strong permissibility condi-
tion. Perhaps surprisingly, there are only a few possibilities for minimal words, regardless of
:

Prop osition 4.3.8. Assume a >  b. Given any strongly permissible elliptic word w with

2 ind(w) >  1, there is another strongly permissible elliptic word w0 with ind(w0) =  ind(w)
and A(w0)  A(w ),  where w0

 takes one of the following forms:

(1) e0;1  e1;1 for i   0 and j   1 (2) e0;1

e1;s for i   0 and s  2 (3) e0;1  e1;0 for
i   1.

Moreover, we have A(w0) <  A(w ) unless w and w0
 differ by a reordering.

Proof. To  start, we iteratively apply Lemma 4.3.5 as many times as possibly without spoiling
strong permissibility, and let w =  ei ; j     ei ; j      denote the resulting word. Note that we must
have i s   1 or j s   1 for each s =  1; : : : ; q, since otherwise a further application of Lemma
4.3.5 would be possible. Furthermore, we can assume without loss of generality that we have
i1 =  0 (note that e0;1 is ruled out using 1 ind(w) >  1).

Next, by applying Lemma 4.3.7 to the subword ei ; j  eiq ;jq
 , we obtain a word of the form ei1 ;j1

w , where w is a word having one of the forms (a); (b); (c). This replacement leaves the index
unchanged and strictly decreases A  (unless it is vacuous). Moreover, by our assumption i1 =  0
and inspection of the forms (a),(b),(c), the word ei ; j   w00 is strongly permissible. We also
have (i1 ; j1 ) 2= Z2   Z2 , and hence (i1 ; j1 ) must be one of the following:

(1; 0); (1; 1); (1; s); (s; 0); (s; 1); s  2: (4.3.1)

Our goal is to apply further reductions to ei ; j       w00 which decrease A  and leave the index
unchanged, in order to arrive at one of the forms (1),(2),(3). Observe that for s  2 we have

jj(s 1; 1)jj

F R   jj(s 1; 0)jj

F R  +  jj(0; 1)jj

F R  =  (s 1)a +  b <  sa =  jj(s; 0)jj
F R  37
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and hence A(es  1;1) <  A(es;0 ) by Lemma 4.1.1(c). Also, by Lemma 4.3.5 we have A(e0;1  es

1;0) <  A(es;1 ) for s  2. This shows that we can ignore the last two items in (4.3.1).
We now consider each of the remaining possibilities for ei ; j  w and explain the necessary

reductions:
 (i1 ; j1 ) =  (1; 0):

(a) e1;0  e0;1 for i   1: already of form (3)
(b) e1;0  e0;1  e1;1 for i   0 and j   1: replace e1;0 with e0;1, becomes of form (1)
(c) e1;0  e0;1  e0;2 for i   0: replace e1;0  e0;2 with e0;1  e1;1 by (i), becomes of form (1)

 (i1 ; j1 ) =  (1; 1):
(a) e1;1  e0;1 for i   1: already of form (1)
(b) e1;1  e0;1  e1;1 for i   0 and j   1: already of form (1)
(c) e1;1 e0;1 e0;2 for i   0: replace e1;1 e0;2 with e1;0 e0;1 e0;1 by (ii) below, becomes of

form (3)
 (i1 ; j1 ) =  (1; s) for s  2:

(a) e1;s  e0;1 for i   1: already of form (2)

(b) e1;s  e0;1  e1;1 for i   0 and j   1: replace e1;s with e0;1 
+ 1 )  if s =  2k is even, or with

e1;1  e0;1 if s =  2k +  1 is odd by (iii), becomes of form (1)
(c) e1;s  e0;1  e0;2 for i   0: replace e0;2  e1;s with e0;1  e1;s+1 by (iv), becomes of form

(2)

We justify the above replacements by applying Lemma 4.3.1 as follows:

(i) We have A(e1;1  e0;1) <  A(e1;0  e0;2) since

jj(1; 1)jj
F R  +  jj(0; 1)jj
F R  <  jj(1; 0)jj
F R  +  2jj(0; 1)jj
F R  =  a +  2b

=  jj(1; 0)jj
F R  +  jj(0; 2)jj
F R

(ii) We have A(e1;0  e0;1  e0;1) <  A(e1;1  e0;2) since

jj(1; 0)jj
F R  +  2jj(0; 1)jj
F R  =  a +  2b

<  jj(1; 1)jj
F R  +  2b
=  jj(1; 1)jj
F R  +  jj(0; 2)jj
F R :

(iii) We have A(e ( k + 1 ) )  <  A(e1;2k ) since

(k +  1)jj(0; 1)jj 
F R  =  (k +  1)b  2kb <  jj(1; 2k)jj 

F R

and A(e1;1  e0;1) <  A(e1;2k+1) since

jj(1; 1)jj
F R  +  kjj(0; 1)jj
F R   (k +  2)b  (2k +  1)b <  jj(1; 2k +  1)jj
F R :



e e(iv) We have A(e0;1  e1;s+1 ) <  A(e0;2  e1;s) since

jj(0; 1)jj
F R  +  jj(1; s +  1)jj
F R  <  2b +  jj(1; s)jj 

F R  =  jj(0; 2)jj 
F R  +  jj(1; s)jj

F R :

This completes the proof.  38
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Corol lary  4.3.9. Given any weakly permissible elliptic word w, there is another weakly
permissible elliptic word w0

 with ind(w0) =  ind(w) and A(w0)  A(w ),  where w0 takes one of
the following forms:

(1) e0;1  e1;1 for i   0 and j   1 (2) e0;1

e1;s for i   0 and s  2 (3) e0;1  e1;0 for
i   1,
(4) e0;s for s  1

Moreover, we have A(w0) <  A(w ) unless w and w0
 differ by a reordering.

We next refine Lemma 4.2.3 so that the minimization involves only words which are
elliptic and satisfy ind(w) =  2k (rather than ind(w)  2k). This completes the proof of half of
Theorem 1.2.8.

Corol lary 4.3.10. For any four-dimensional convex toric domain X
 we have

g ( X  )  min A(w);
ind(w)=2k

w wk:p:

where we minimize over all weakly permissible elliptic words w satisfying ind(w) =  2k.

Proof. The restriction to elliptic words follows from Remark 4.3.4. Now it suffices to show
that given any weakly permissible elliptic word w with 1 ind(w) >  1, there is another weakly
permissible elliptic word w0

 with 1 ind(w0) =  1 ind(w)  1 and A(w0) <  A(w). After applying
Corollary 4.3.9, we can assume that w has one of the forms (1),(2),(3),(4), and we then
make the following respective replacements:

(1) e0;1  e1;1 
 1)  e1;0

(2) e0;1  e1;s 1 (3)

e(i 1)  e1;1

(4) e0;s 1.

We end this section by proving Corollary 1.2.9, which claims that (in dimension four)
g k (X
) is the minimal length ‘
(@P) of the boundary @P of a convex lattice polygon P  such that @P contains exactly k +  1
lattice points. For the moment we assume Theorem 1.2.8, the proof of which is completed
in §5 below.

Proof of Corollary 1.2.9. We first prove that the right hand side of (1.2.2) is less than
or equal to the right hand side of (1.2.1); in other words, for each minimal word w
there is a lattice polygon P  with ‘
(@P) less than or equal to A(w). To  this end, let
(i1 ; j1); : : : ; (iq ; jq ) 2  Z0  n f(0; 0)g be a minimizer, which we can assume takes one of the
forms (1),(2),(3),(4) given in Corollary 4.3.9. Then we have

X
( i s  +  j s )  +  q 1 =  k and g k (X

) =  
X

j j ( i s ; j s ) j j  ; s = 1

s = 1

and we need to find a convex lattice polygon P  with ‘
(@P) q jj(is ; js )jj such that
j@P \  Z2 j =  k +  1. In case (4), we take P  to be the degenerate polygon given by the convex
hull of (0; 0); (0; k), which contains k +  1 lattice points and satisfies ‘
(@P) =  jj(0; k)jj : In cases (1)-(3), let p1; : : : ; pq+1 2  Z0  be the unique ordered list of lattice



points such that
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(1) the displacement vectors p2 p1; : : : ; pq+1 pq equal (i1 ; j1); : : : ; (iq ; jq ) up to order,
(2) p1 =  (0;  )  and pq +1 =  (; 0) for  =              i s  and  = js ,
(3) the lower boundary G  of the convex hull of p1; : : : ; pq+1 is the graph of a convex

piecewise linear function [0; ] !  [0;  ].

Let P   R0 be the convex lattice polygon given by the convex hull of (0; 0); p1; : : : ; pq+1,
i.e. P  is the union of G  with the line segments joining (; 0) to (0; 0) and (0; 0) to (0;  ).
Using the definition of jj jj and the fact that X
 is a convex toric domain, observe that
for any (vx; vy ) 2  R2 we have

jj(vx; vy)jj

 =  jj(max(vx; 0); max(vy; 0)jj

: (4.3.2)

In particular, we have jj(vx; vy)jj

 =  0 if (vx; vy ) 2  R0, and hence

‘
(@P) =  ‘
(G)  =
X

j j ( i s ; j s ) j j
: s = 1

Moreover, since gcd(is ; js ) =  1 for s =  1; : : : ; q, the number of lattice points along G  is q + 1,
and hence we have

j@P \  Z2 j =  q +  1 +   +   1 =  q +  
X

( i s  +  j s )  =  k +  1:
s = 1

Now we prove that the reverse inequality. Let P  be a convex lattice polygon which
is a minimizer for the right hand side of (1.2.2), that is, it minimizes ‘
(@P ). We will assume that P  is nondegenerate, the degenerate case being a
straightforward extension. Let A  (resp. B )  denote the minimal (resp. maximal) x
coordinate of any point in P , and similarly let C  (resp. D )  denote the minimal (resp.
maximal) y coordinate of any point in P . Let P 0

 denote the convex lattice polygon given
by the convex hull of P  with the additional points (A; D ); (B ; D ); (A; C ).  Note that we
have P   P 0, and moreover jP \  Z2 j  jP 0 \  Z2j. Let p1; : : : ; pq+1 2  Z2  denote the lattice
points encountered as we traverse @P in the counterclockwise direction from (A; C )  to
(B ; D ) .  For s =  1; : : : ; q, let ( i s ; j s )  : =  ps+1 ps denote the corresponding
displacement vectors. Then we have

k +  1 =  j@P \  Z2 j  j@P0 \  Z2 j =  
X

( i s  +  j s )  +  q:
s = 1

Moreover, using (4.3.2) we have ‘  (@P) =  ‘  (@P0). Therefore the right hand side of (1.2.1)
is less than or equal to       s = 1  jj(is ; js )jj =  ‘

(@P0) =  ‘
(@P ).

5. Construct ing  curves in  four-dimensional convex toric do-
mains

In this section we complement Corollary 4.3.10 by proving a corresponding upper bound for
g k (X
), thereby completing the proof of Theorem 1.2.8. In §5.1 we prove that the formal curve



component C  in X
 with local tangency constraint < T  ( k ) p>  and positive asymptotics the minimal word wmin of
index 2k is formally perturbation invariant with respect to some generic J@ X

     
2  J  (@X

). After establishing this, we then show that the moduli space M J      (wmin )<T ( k ) p>  is in
fact nonempty for some (and hence any) J  2  J  @ X

 ( X
),
thereby achieving our desired upper bound.
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More precisely, we show in Proposition 5.4.5 that (except for the case wmin =  e0;k with
k  2) there is J  2  J  J @ X

 ( X
)  such that M J

(wmin) is regular with nonzero signed count. By Proposition 2.4.2, this implies that
M J      (wmin) =  ?  for any J  2  J  @ X

 ( X
)
(recall that the empty moduli space is automatically regular). Since we will then have
verified all the hypotheses of Proposition 3.7.1, this also proves the stabilization property
for four-dimensional convex toric domains.

To  prove that suitable curves exist we argue as follows. By Proposition 2.2.3 we have

# M X

(wmin )<T ( k ) p >  =  # M X

(wm i n )< (k )>E ;
i.e. we can swap the local tangency constraint with a skinny ellipsoidal constraint. In §5.2,
we show that every curve in the latter moduli space counts positively, so it suffices to show
that it is nonempty. In §5.3 we give a biased summary of Hutchings–Taubes’ obstruction
bundle gluing, adapted to the case of cobordisms, and in §5.4 we explain how to apply
obstruction bundle gluing in order to piece together the curves we need inductively from
certain basic curves with very simple top ends. Finally, in §5.5 we use the cobordism map in
E CH to establish the base cases for our induction.

5.1. Invariance of minimal word counts. Our main goal in this subsection is to prove
Proposition 5.1.4, which establishes formal perturbation invariance for those moduli spaces
corresponding to weakly permissible words wmin of minimal action; see Definition 4.2.4. At
first glance it seems plausible that we can rule out degenerations using minimality, but some
care is needed due to the possibility of multiply covered curves of negative index. Recall
that we are considering degenerations that might occur for a generic path J  ; 0  t  1; in J
J @ X

 ( X
). Thus the (fixed) almost complex structure J  e on the symplectization
levels can be assumed to be generic. If a curve with top wmin does degenerate, the resulting
building has a main component C0  in X
 that satisfies the tangency constraint, as well as some other components that may be
assembled into representatives of a union of connected formal buildings each of which has one
negative end that attaches to C0 . We first consider the properties of such a formal building.
For definitions of the language used here, see Definitions 2.1.1, 2.3.2 and 2.3.3.

L e m ma  5.1.1. Let C  be a connected formal building with main level in X
 and some number of symplectization levels in R  @X
, except that exactly one negative end of some curve component is not paired with any
positive end of a curve component in a lower level. Assume that each component of C  in a
symplectization level is a (possibly trivial) formal cover of some formal curve component C
which is either trivial or else satisfies ind(C )  1. Then we have ind(C )  0, with equality if
and only if every component of C  is trivial.

Note that Lemma 5.1.1 does not involve any local tangency constraints.

Proof. Let C1; : : : ; Cq denote the components of C  which have at least one negative end,
and let b1; : : : ; bq denote the corresponding numbers of negative ends. Observe that since C
has genus zero, there must have at least (bi   1) components without any negative
ends, and by (4.1.1) and (4.1.3) each of these has index at least 3. Therefore we have



q
ind(C )  

X
( i n d ( C i )  +  3(bi 1)) :
i = 1
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We will show that for i  =  1; : : : ; q we have ind(Ci ) +  3(bi 1)  0, with equality if and only if
C  is a trivial cylinder, from which the result immediately follows.

Let D  denote one of the components9 C1; : : : ; Cq . Let a and b denote the respective
numbers of positive and negative ends D ,  and let e  a and e  b denote the numbers of
positive and negative ends which are elliptic. We assume that D  is a -fold cover of D  for
some  2  Z1 , where by assumption D  is either trivial or satisfies ind(D)  1. We denote by
a; b; e+; e  the analogs of the above for D .

For each puncture or point in the domain of D ,  let us define its excess branching
to be one less than its ramification order as a cover of D.10 Let E  be the total excess
branching at all positive (resp. negative) elliptic ends of D ,  and similarly let H  be the
total excess branching at all positive (resp. negative) hyperbolic ends of D .  By elementary
Riemann–Hurwitz considerations we have the following:

 a =  a E +  H +  and b =  b E   H
 e +  =  e +  E +  and e  =  e  E
 0  E + ; E  ; H + ; H     1
 E +  +  E   +  H +  +  H   =  2( 1).

By (4.1.3) we then have

ind(D) ind(D) =  (a +  b 2) (a +  b 2) +  (e +  e )  (e +  e )

=  2 2      2 E +  H +       H  :

Consider first the case that D  is trivial. Then we have ind(D) =  0 and a =  b =  1. If the
ends of D  are elliptic, then we have H +  =  H   =  0, and hence

ind(D) =  2 2 2 E +   0:

Similarly, if the ends of D  are hyperbolic, then we have E +  =  E   =  0, and hence

ind(D) =  2 2 H +  H    0

In either case we have ind(D) +  3(b 1) =  0 if and only if a =  b =  1, in which case D  is a
trivial cylinder.

Now consider the case that D  is nontrivial, and hence ind(D)  1. We have

ind(D) +  3(b 1)  3 2 2 E +  H +  H   +  3(b 1)

=  3 2 E +  ( E +  H +  H  )  +  3(b 1)

3 2 (       1) 2( 1) +  3(b 1)

=  1 +  3(b 1)  1:

Lemma 5.1.2. Let C  be curve in X
 satisfying a constraint < T  ( m ) p> for some m 2  Z1 , and assume that C  is a -fold cover of its
underlying simple curve C  for some  2  Z1 . Let

 e (resp. e) denote the number of elliptic positive ends of C  (resp. C )
 h (resp. h) denote the number of hyperbolic positive ends of C  (resp. C )
 q =  e +  h (resp. q =  e +  h) denote the total number of positive ends of C  (resp. C ).

9Note that in this paper each component lies in a single level; it is not a “matched component” in the
sense of [MSie].

10That is, if u is locally given by z !  z k  then the point in the domain corresponding to the origin has
excess branching k   1.
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Then we have

ind(C ) ind(C )  max(q 2 q +  2 +  e e; h h):

Note that in particular we have h  h and hence ind(C )  ind(C ).

Proof. Let E  (resp. H )  denote the sum of the excess branching at all elliptic (resp.
hyperbolic) punctures of C ,  and let B  denote the excess branching of the point in the
domain of C  which satisfies the constraint < T  (m) p>.  The curve C  satisfies a constraint
< T  ( m ) p> for some m 2  Z1 . With the help of the Riemann–Hurwitz formula we have

 B    1,
e =  e      E   h =
h      H
 B  +  E  +  H   2 2
m  ( B  +  1)m

For s =  1; : : : ; q, let s  be the sth positive end of C ,  which we take to be either ei s ; j s  or
hi ; j  . Similarly, for s =  1; : : : ; q, let  be the sth positive end of C ,  which we take to be
either e  ; j      or h  ; j  .

By (4.1.3), we have

ind(C ) =  q 2 +  2
X

( i s  +  j s )  +  e 2m
s = 1

ind(C ) =  q 2 +  2
X

( i s  +  j s )  +  e 2m;
s = 1

and therefore

ind(C ) ind(C ) =  (q 2) (q 2) +  e e 2m +  2m

 q 2 q +  2 +  e e 2(B +  1)m +  2m
=  q 2 q +  2 +  e e +  2m( B  1)
 q 2 q +  2 +  e e +  2 2B 2
q 2 q +  2 +  e e:

Note that we have q q =   E  H   B  2 +  2, so we also have

ind(C ) ind(C )  B  2 +  2 2 +  2 +  e e +  2 2B 2 =
B  +  e e +  2 2
=   B  E  +  2 2

 H  =  h h:

Recall that, for ( i ; j )  2  Z0  n f(0; 0)g, the pair of acceptable Reeb orbits ei;j ; hi;j come
from perturbing an S1-family of Reeb orbits in  1 (pi;j )  @X FR. The precise perturbation
is controlled by a choice of Morse function f  : S 1 !  R, which we can assume is perfect. We

take X
 to be an arbitrarily small perturbation of X F R ,  and, fixing J M B  2  J  ( X F R ) ,  we can

correspondingly consider J  2  J  ( X
)  which is a small perturbation of JM B .  Then by the standard correspondence between

Morse gradient flowlines and Morse–Bott cascades, one expects J -pseudoholomorphic
cylinders with positive asymptotic ei;j  and negative asymptotic hi;j to correspond to

gradient flow lines for f ,  of which there are precisely two and they 43
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have cancelling signs. Indeed, by the Morse–Bott techniques developed in [Bou, BO] (see
also [Wen2, §10.3] for a detailed discussion and also an alternative perspective) we have the
following standard result:

L e m ma  5.1.3. There exists generic J@ X

 
2  J  (@X

) such that for each acceptable pair ei;j ; hi;j there are precisely two J -holomorphic cylinders
in R @X
 with positive asymptotic ei;j and negative asymptotic hi;j . Moreover, these are regular and
count with opposite signs.

Note that the cylinders in Lemma 5.1.3 have energy A(ei ; j )  A(hi; j ), which by Lemma 4.1.1(a)
is very small; we will refer to them as low energy cylinders.

Prop osition 5.1.4. Assume a >  b. For k 2  Z1 , let wmin be the weakly permissible word
of index 2k with minimal A
 value. Then the formal curve component in X
 having positive asymptotics wmin is formally perturbation invariant with respect to any
generic J@ X

 
2  J  (@X

) as in Lemma 5.1.3.

Proof. By Lemma 4.3.3 wmin must be elliptic, and it must take one of the forms (1),(2),(3),(4)
from Corollary 4.3.9. Let C  denote the formal curve component in X
 having positive asymptotics wmin. After possibly replacing C  with another formal curve
component which it formally covers, we can assume that C  is simple, i.e. we can ignore the case
wmin =  e0;k with k  2. Now consider a stable formal building C0

 2  F X ; A (  ) < T  ( k ) p>  satisfying
conditions (A1) and (A2) from Definition 2.4.1. We seek to show that C  satisfies either
(B1) or (B2) with respect to J@ X
.

Let C  denote the main component of C0, i.e. the one in X which carries the local
tangency constraint. We can assume that C0 involves at least one symplectization level, since
otherwise we must have C0

 =  C0 , whence (B1) holds. Let q 2  Z1  denote the number of
positive ends of C0 . Excluding C0 , we can view C  as some number q of connected buildings
with one unpaired negative end precisely as in Lemma 5.1.1. Denote these by
C1; : : : ; Cq . We have ind(Cs )  0, with equality if and only if C s  consists entirely of trivial
cylinders. In particular, if the unpaired negative end of C s  is hyperbolic, the fact that its
top is elliptic implies that ind(Cs )  1. Thus if C s  has a hyperbolic end, we have ind(Cs )
1 so that

ind(Cs )  h, where h denotes the number of hyperbolic ends of C0 .
Next suppose D  is one of C1; : : : ; Cq with ind(D) =  1. Then we claim that D  is a low

energy cylinder (that is, a cylinder connecting some ei;j and hi;j ), possibly along with extra
trivial cylinders in other levels. Indeed, for parity reasons the unpaired negative end must be
hyperbolic, say hi;j for some ( i ; j )  2  Z1 . Let wmin denote the word obtained from wmin

by replacing the set of the positive ends of D  by ei;j . Then wmin is strongly permissible and
satisfies ind(w0 ) =  ind(wmin) and A(w0 )  A(wmin), with equality only if wmin =  ei;j .
Then by minimality of wmin we must have wmin =  ei;j , and the claim follows by energy
considerations.

Assume now that C0  is a -fold cover of a simple formal curve component C 0  for some
2  Z1 . By assumption we have ind(C 0 )   1. Let e denote the number of elliptic ends of C0
and define q; e; h analogously for C 0 . Suppose first that we have h =  0 and hence h =  0.
In this case, C 0  has only elliptic ends and hence its index must be even, so we have
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a fortiori ind(C 0 )  0. Applying Lemma 5.1.2, we have

0 =  ind(C0 ) +  
X

i n d ( C s )   ind(C 0 ) +  h h +  
X

i n d ( C s )   
X

i n d ( C s ) :
s = 1                                                                                       s = 1 s = 1

This is only possible if C  consists entirely of trivial cylinders for s =  1; : : : ; q, but this
contradicts the stability of C0.

Now suppose that h  1, and moreover that the covering C0  !  C 0  is not ramified at any
positive punctures. In this case we have q =  q, e =  e, and h =  h, and hence

ind(C0 ) ind(C 0 )  q 2 q +  2 +  e e
=   2 +  2:

We then have

0 =  ind(C0 ) +  
X

i n d ( C s )   ind(C 0 ) 2 +  2 +  h
s = 1

  2 +  h
2      2:

This is only possible if  =  1, and hence ind(C0 ) =   1. Then we have ind(Cs )  1 for
s =  1; : : : ; q, with equality for at most one s. By the above discussion and stability
considerations, we conclude that C0

 is a breaking of the form (B2).
Finally, suppose that h  1 and also one of the positive punctures of C0  is ramified.

Then the corresponding component C s  cannot be a low energy cylinder, and so as explained
above, it must then satisfy ind(Cs )  2. Thus we have s = 1  ind(Cs )  h +  1, and hence

0 =  ind(C ) +  
X

i n d ( C s )     +  h h +  
X

i n d ( C s )
s = 1

which is impossible.

s = 1

(h 1) +  1  1;

5.2. Automatic transversality and positive signs. Our main goal in this subsection is
to prove Proposition 5.2.2, which roughly states that rigid curves in dimension four count with
positive sign as long as none of the punctures are asymptotic to positive hyperbolic Reeb
orbits (e.g. hi;j ). This will later allow us conclude that certain moduli spaces have nonzero
signed counts simply by showing that they are nonempty. We note that the content of this
subsection is likely well-known to experts, but we include a precise statement and proof for
the sake of completeness.

To  begin, let us recall a version of the automatic transversality criterion from[Wen1]. A
pseudoholomorphic curve satisfying this criterion is regular even without any genericity
assumption on the almost complex structure. It is natural to state the results in this
subsection in arbitrary genus.

Theorem 5.2.1. Let X  be a four-dimensional compact symplectic cobordism, take J  2  J  (X ) ,
and let C  be a nonconstant asymptotically cylindrical J -holomorphic curve component of
genus g (C ) in X  such that all of the asymptotic Reeb orbits are nondegenerate. Let h + (C )
denote the number of punctures (positive or negative) which are asymptotic to positive
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hyperbolic Reeb orbits, and let Z ( C )  be the count (with multiplicities) of zeroes of the
derivative of a map representing C . If

2g(C ) 2 +  h + ( C )  +  2Z (C )  <  ind(C );

then C  is regular.

It is useful to point out that the quantity Z ( C )  is always nonnegative, and is zero if and
only if C  is immersed.

As above let X  be a four-dimensional compact symplectic cobordism with @X nonde-
generate. Let us pick coherent orientations for all moduli spaces of immersed asymptotically
cylindrical pseudoholomorphic curves in X  following the framework of [HT2, §9] (this is
quite to similar to the approach of [BM]; see also [Wen2, §11]). This involves the following
main ingredients. An orientation triple is a triple (; E ; fSk g), where

  is a Riemann surface with positive and negative cylindrical ends
 E  is a Hermitian complex line bundle over , trivialized over each end
 at the kth end we have a smooth family of symmetric 2  2 matrices, S 2

C 1 (S 1 ; Endsym (R2 )), such that the asymptotic operator

A : C 1 ( S 1 ; C )  !  C 1 (S 1 ; C ) ; (t) !   J0@t(t) Sk (t)(t)

is nondegenerate, i.e. does not have 0 as an eigenvalue.
Here J 0  denotes the matrix 0  1 .

For each orientation triple ( ; E ; fS  g), we denote by D ( ; E ; f S  g) the space of dif-
ferential operators D  : C 1 ( E )  !  C 1 (T 0 ; 1

 E )  which look locally like a zeroth order perturbation of the Cauchy–Riemann operator @
on E  for some choice of conformal structure on , and where on the kth end in cylindrical
coordinates D  has the form

(s; t) !  (@ +  Mk (s; t)) (s; t)dz

with lim M (s; t) =  S  (t). Each D  2  D ( ; E ; f S  g) extends to an operator W 1;2 (E ) !
j s j ! 1

L2(T 0;1

 E ) ,  and this is Fredholm since the corresponding asymptotic operators are
nondegenerate. Moreover, the space of such operators is an affine space and thus con-
tractible, and hence the set of orientations of the determinant lines of any two elements of
D (; E ; fSk g)  are naturally identified. We denote the set of these two possible orientations by
O(; E ; fSk g).

Now, to orient moduli spaces of curves we choose preferred orientations in O(; E ; fSk g)
ranging over all possible orientation triples (; E ; fSk g),  subject to axioms (OR1), (OR2),
(OR3),(OR4). These axioms roughly correspond to compatibility under gluing and disjoint
unions and agreement with the natural complex orientation whenever D  happens to be
complex-linear. Henceforth we will implicitly assume that a choice of coherent orientations
has been made. Given such a choice, any moduli space of regular, immersed, asymptotically
cylindrical curves in X  naturally inherits an orientation. Indeed, for a curve C  in such a
moduli space we have an associated orientation triple (; E ; fSk g),  where  is the domain of the
curve, E  =  N C  its normal bundle, and fS k g  is given by the induced asymptotic operators
at each puncture (see e.g. [Wen2, §3]). Then the associated deformation operator D C  lies in
D(; E ; fSk g),  and by regularity its determinant line is its kernel, which is also the tangent
space to the corresponding moduli space.
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In the special case of Fredholm index zero, surjectivity of D C  means that we have an
identification det(DC ) =  R, and the associated sign "(C ) 2  f1;  1g is determined by whether
our chosen orientation of det(DC ) agrees or disagrees with the canonical orientation of R.

Proposition 5.2.2. Let C  be an immersed, somewhere injective, asymptotically cylindrical J -
holomorphic rational curve in a four-dimensional symplectic cobordism X .  Assume that we
have ind(C ) =  0, and all of the asymptotic Reeb orbits of C  are nondegenerate and are
either elliptic or negative hyperbolic. Then we have "(C ) =  1.

Proof. Since C  is immersed, it has a well-defined normal bundle N !  C  and associ-
ated deformation operator D  , which we can view as a Fredholm operator W 1;2(N )  !
L2(T 0;1

 E )  (here  denotes the domain of C ).  According to [Wen2, Theorem 3.53], any two
nondegenerate asymptotic operators with the same Conley–Zehnder index are homotopic
through nondegenerate asymptotic operators. In particular, if  is an elliptic or negative
hyperbolic Reeb orbit, we can deform its asymptotic operator A through nondegenerate
asymptotic operators to be of the form given in [Wen2, Ex.  3.60], i.e. A =   J0@t    for
some  2  R n 2Z. Note that in this case the associated symplectic parallel transport rotates the
contact planes along  by total angle  in the chosen trivialization. It follows that we can
deform D C  through Fredholm operators, after which the asymptotic operator at each end is
complex-linear. The resulting Cauchy–Riemann type operator might not be complex-linear,
but we can further deform it to its complex-linear part. We can take this latter deformation
to be along an affine line and hence asymptotically constant on each end, meaning that
it is a deformation through Fredholm operators. Combining these two deformations, the
corresponding Z=2 spectral flow gives the sign "(C ).

At the same time, by automatic transversality, the Fredholm operators in this deformation
are isomorphisms throughout, and hence the spectral flow is trivial. Indeed, this follows by
invoking the criterion 2g()   2 +  h + ( C )  <  ind(C ), after noting that Theorem 5.2.1 holds
also on the level of operators in D(; E ; fSk g).  Finally, observe that we have endowed the
determinant line of the complex linear operator at the end of the deformation with its
canonical complex orientation, which is necessarily positive.

Remark 5.2.3. (i) The above discussion has a natural analogue in a symplectization R Y , in
which we consider the signed count of index one curves modulo target translations. Note
that positivity does not hold for the low energy cylinders in R  @X
 that connect ei;j to hi;j , and indeed in that case the negative end is positive hyperbolic.

(ii) In Proposition 2.2.3 we assert that each curve in the moduli space # M J  
;A ( + ;   ) < T  ( m ) p>

also counts positively when the orbits in   ;  are elliptic or negative hyperbolic. To  prove
this, one must check that the tangency constraint is always compatible with the orientation.
This is proved in [MSie, Lem.2.3.5].

5.3. Obstruction bundle gluing. In this subsection we briefly review the Hutchings–
Taubes theory of obstruction bundle gluing [HT1, HT2], after making the minor adaptations
necessary to glue curves in cobordisms rather than symplectizations. As noted also in [McD],
since the gluing is essentially local to the neck region, which is the same in both cases, the
underlying analysis of [HT1, HT2] still applies in the cobordism setting.

Let X +  and X   be four-dimensional compact symplectic cobordisms with common strict
contact bounday Y : =  @ X +  =  @ + X  . We will assume that all Reeb orbits of Y under
discussion are nondegenerate. By concatenating, we can form the compact symplectic
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cobordism X  : =  X +  }  X  . Fix a generic admissible almost complex structure J Y  2  J  (Y ),
and let J  be generic admissible almost complex structures on X  which restrict to J  on the
corresponding ends, i.e. we have J +  2  J ( X + )  and J   2  J  J Y  ( X  ). Let + ; + ;  ;
be tuples of Reeb orbits in @+X+; Y; Y; @ X   respectively.

Definition 5.3.1 (c.f. Definition 1.9 in [HT1]). A  gluing pair is a pair (u+ ; u ) consisting of
immersed pseudoholomorphic curves u +  2  M J  

+ ( + ; + )  and u  2  M J  
     (  ;  )  such that:

(a) ind(u ) =  ind(u ) =  0
(b) u +  and u  are simple11

(c) for each simple Reeb orbit  in Y , the total covering multiplicity of Reeb orbits
covering  in the list +  is the same as the total for  .

(d) each component of u +  has exactly one negative end, and each component of u  has
exactly one positive end.

Here we consider a possibly disconnected curve to be simple if and only if each component
is simple and no two components have the same image.
R e m a r k  5.3.2. We point out that condition (d) is a somewhat artificial simplifying
assumption which is used to ensure that we do not encounter higher genus curves after
gluing rational curves. Alternatively, the following discussion holds equally if we drop this
condition and simply allow u and also the gluing result to have higher genus.

Observe that J +  and J   can also be concatenated to give J  2  J  ( X )  satisfying J j X  =  J
jX .  For each R  >  0, let

X R  : =  X +  }  ([ R ; R ]   Y ) }  X
denote the compact symplectic cobordism given by inserting a finite piece of the symplec-
tization of Y in between X +  and X  . Let also J R  2  J  ( X R )  denote the concatenated
almost complex structure which satisfies J R j X  =  J  j X  and J R j [  R ; R ] Y  =  J Y  j[ R ; R ] Y  . Note
that the family f J R g R 2 [ 0 ; 1 )  realizes neck-stretching along Y , with the limit R  !  1
corresponding to ( J + ; J  )-holomorphic buildings in the broken cobordism X + }j  X  . We
denote the corresponding parametrized moduli space by M f J R g ( + ;  )  and its S F T  com-
pactification by M f J R g ( + ;  ).

Given a gluing pair (u+ ; u ), Hutchings–Taubes glue together u +  and u  after possibly
inserting a union u0 of index zero branched covers of trivial cylinders in an intermediate
symplectization level R  Y . This is more complicated than the typical gluing encountered in
S F T ,  where the intermediate level u would be barred from participating in the gluing
since it is irregular. Indeed, note that u0 lives in a moduli space M J Y  ( + ;  )  of branched
covers which has dimension 2b, where b corresponds to the number of interior branch points.
The main computation of [HT1] determines the signed number #G(u + ; u      )  of ends of
M f J R g ( + ;  )  which arise by gluing (u+ ; u )  in this way.

Analogously to [HT2, §5], one can perform pregluing to produce an approximately J R -
holomorphic curve in X R  which interpolates via cutoff functions between u +  on X + ,  u0 on
R  Y , and u  on the X  . The index of the normal deformation operator of u0 is  2b and the
kernel can be shown to be trivial, so the cokernels as u0 varies form a well-defined

11In the symplectization setting, Hutchings–Taubes also allow some components of u +  and u      to be
trivial cylinders, subject to a certain combinatorial condition.
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rank 2b real vector bundle over (a large compact subspace of) M J Y  ( + ;  ), called the
“obstruction bundle”. From the gluing analysis we get a section s, such that the gluing
successfully goes through for u0 2  M J Y  ( + ;  )  precisely if s(u0) =  0. The computation of # G ( u
; u+ ) therefore amounts to counting zeros of s.

More precisely, the number # G ( u  ; u+ ) is defined in several steps as follows. For each
R   0, fix a metric on X which is a product metric on the cylindrical ends ( 1; 0] @ X
and [ 0 ; 1 )   @ + X and on the neck region [ R ; R ]   Y . We assume this metric does not
depend on R  except for the varying length of the neck.

Definition 5.3.3 (c.f. Definition 1.10 in [HT1]). For  >  0, let C(u+; u ) denote the union over
R  2  (1=; 1)  of the set of surfaces in X R  which are immersed apart from finitely many points
and can be decomposed as C   [  C0  [  C + ,  where:

 there is a section +  of the normal bundle of u +  restricted to

([ 1=; 0]  Y )  [  X +  [  [ 0 ; 1 )   @ + X +

such that jj + jj  <   and C +  is the exponential map image of +  after identifying
[ 1=; 0]  Y with [R  1=; R]  Y

 there is a section   of the normal bundle of u  restricted to

( 1 ; 0 ]   @ X       [  X +  [  ([0; 1=]  Y )
such that jj  jj <   and C +  is the exponential map image of   after identifying
[0; 1=]  Y with [ R ;  R  +  1=]  Y

 C0  lies in the -tubular neighborhood of [ R ; R ]   ( +  [   )   [R; R]  Y , and we have @C0 =
@C  [  @C+, with the positive boundary of C0  coinciding with the negative boundary
of C +  and the negative boundary of C0  coinciding with the positive boundary of C  .

Definition 5.3.4. Let G(u+; u )  denote the set of index zero curves in

M f J R g ( + ;  )  \  C(u+ ; u ):

By the following lemma, G(u+ ; u )  represents curves in M f J R g ( + ;  )  which are “-
close” to breaking into an S F T  building corresponding to the gluing pair (u+ ; u ):

Lemma 5.3.5 (c.f. Lemma 1.11 in [HT1]). Given a gluing pair (u+ ; u ), there exists 0 >  0
such that for any  2  (0; 0) and any sequence of curves u1; u2; u3;  2  G(u+; u ), there is

a subsequence which converges in the S F T  sense to either a curve in M  R 1  ( + ;  )  for
1

some R 1  2  [0 ; 1) ,  or else to an S F T  building with top level u +  in X + ,  bottom level u  in
X  , and some number (possibly zero) of intermediate symplectization levels in R  Y each
consisting entirely of unions of index zero branched covers of trivial cylinders.

Finally, we define the count of ends #G(u + ; u  ):
Definit ion 5.3.6. For a gluing pair (u+ ; u )  and 0 as above, choose 0 <  0

 <   <  0 and an
open subset U  G(u+ ; u )  containing G0 (u+; u )  such that U has finitely many boundary
points. We then define # G ( u  ; u+ ) to be minus the signed count of boundary points of U.

By Lemma 5.3.5, the count #G(u + ; u  )  is independent of the choice of 0; ; U.
The analogue of the main result of Hutchings–Taubes is as follows:
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Theorem 5.3.7 (c.f. Theorem 1.13 in [HT1]). If J +  2  J  ( X + )  and J   2  J  ( X  )  are
generic and (u+ ; u )  is a gluing pair, then we have

#G(u + ; u  )  =  (u+ )(u ) c(u+ ; u );

where the product is over all simple Reeb orbits whose covers appear in +  and  , and
c(u+ ; u )  depends only on , the multiplicities of the negative ends of u +  at covers of , and
the multiplicities of the positive ends of u      at covers of .

For simplicity, let us now assume that the orbits in +  and   are all covers of the same
simple Reeb orbit  which is elliptic. Denote the corresponding partitions by (a1; : : : ; ak) and
(b1; : : : ; b‘), where i = 1  ai = j = 1  bj . Following [HT1, §1], there is a purely
combinatorial algorithm for computing c(u+ ; u )  in terms of the monodromy angle  of
and the partitions (a1; : : : ; ak) and (b1; : : : ; b‘), but it is rather elaborate to state. For our
purposes, it is enough to observe that, by [HT1, Rmk. 1.21], c(u ; u+ ) is a positive integer
provided that there is a branched cover u0 of the trivial cylinder R    R  Y which is
connected with genus zero and index zero (this is the analogue of  =  1 in [HT1]).
Namely, this criterion holds exactly if

k +  ‘  2 +  
X

C Z  (a i ) 
X

C Z ( b j  )  =  0: (5.3.1)
i = 1 j = 1

Here  is any choice of trivialization along , and the left hand side of (5.3.1) is simply the
index of u0, noting that the first Chern class term vanishes since we are using the same
trivialization along  at the positive and negative ends. Explicitly, if  denotes the
monodromy angle of  with respect to , then we have C Z  (m) =  bmc + dme, and hence (5.3.1)
is equivalent to

‘  1 +  
X

d a j e  
X

d b j e  =  0: (5.3.2)
i = 1 j = 1

Note that the left hand side of (5.3.2) is indeed independent of the choice of trivialization,
since  modulo the integers is independent of  and by assumption we have i = 1  ai =

bj .
We summarize the above discussion as follows:

Theorem 5.3.8. Let X  be four-dimensional compact symplectic cobordisms with common
nondegenerate strict contact boundary Y : =  @ X +  =  @ + X  . Let J 2  J  (Y ), J +  2
J J  ( X + )  and J   2  J  J Y

 ( X  ) be generic admissible almost complex structures. For R   0, let J R  2
J  ( X R )  be the concatenated almost complex structure on the symplectic completion of X R  : =
X  } ( [  R ; R ]   Y ) } X which satisfies J R j X      =  J  j X      and J R j [  R ; R ] Y      =

J Y  j[ R ; R ] Y  . Let u be simple immersed J -holomorphic curves in X ,  such that each
component of u     has exactly one negative end and each component of u     has exactly one
positive end. Assume that the negative ends of u +  are (a1 ; : : : ; ak  )  and the positive ends
of u  are (b1 ; : : : ; b‘ ), where  is a simple elliptic Reeb orbit in Y . Assume further that we

have       i = 1  ai =       j = 1  bj  and (5.3.1) holds. Then for any R  sufficiently large there is a
simple immersed regular JR-holomorphic curve u in X R  with positive asymptotics agreeing
with those of u +  and negative asymptotics agreeing with those of u .
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R e m a r k  5.3.9. If X  is a compact symplectic cobordism and C  is an asymptotically
cylindrical J -holomorphic curve in X  which is simple and has index zero, then C  is
automatically immersed provided that J  2  J  ( X )  is generic (c.f. [HT2, Thm. 4.1]).

5.4. Curves  with many positive ends via induction. We now seek to apply
Theorem 5.3.8 in order to produce genus zero pseudoholomorphic curves in X  n E s k  with
one negative end, building on the main construction of [McD].

Recall that E s k  denotes the ellipsoid E ("; "s) with s >  1 sufficiently large and " >  0
sufficiently small, and by slight abuse we also use the same notation to denote its image under
any symplectic embedding  : E s k  , !  X .  Here the role of " is just to ensure the existence of a
symplectic embedding of E ("; "s) into X ,  while s is the “skinniness” factor. More precisely, in
the following context of curves in X  n E ("; "s) with one negative end asymptotic to k (the

k-fold cover of the short simple Reeb orbit in @E("; "s)), we will say that E ("; "s) is
“k-skinny” (or simply “skinny”) if s >  k. In this case we have C Z      ( i )  =  2i +  1 for i  =

1; : : : ; k, and hence at least for the purposes of index computations we can treat s as
being arbitrarily large. On the other hand, note that for k <  s <  k +  1, E ("; "s) is k-skinny
but not (k +  1)-skinny, a fact which we will exploit in the proof of Lemma 5.4.2 given below.

Before proving the aforementioned lemma, we must deal with the following point. We
showed in [MSie, Prop.3.1.5] that if X  is closed then the number of index zero curves with
fixed top end and a single negative end on E s k  is independent of the choice of ; ", and s.
However, in our situation with @X =  ;  we must be a little careful since in general (for
example, if C  is not formally perturbation invariant as in Proposition 3.7.1) there may not
be a well defined count of curves of the given type. Therefore, our arguments only establish
that there is a generic J  on X r E s k  for which certain curves exist.

Lemma 5.4.1. Let X  be a four-dimensional Liouvil le domain with nondegenerate contact
boundary, and suppose that for some generic J  2  J  ( X  n E s k )  there is a simple immersed
index zero J -holomorphic curve C  in X  n E s k  with negative end asymptotic to k . Then
given any s >  k we may take E s k  =  (E ("; "s)) for some " >  0 and some  : E ("; "s) , !  X .

Proof. Let E 0 =  "0  E (1; s) where "0 >  0 is so small that we can identify E 0 with a subset of Esk .
Let J X n E 0  2  J  ( X  n E 0 ) be a generic admissible almost complex structure satisfying
J X n E 0 j X n E  =  J ,  and put J E n E 0  : =  JX n E 0 jE n E 0  2  J  ( E  n E  ). By e.g. [HK2, Thm. 2], there
is a regular J E      nE0 -holomorphic cylinder Z  in E s k  n E  with positive end on 1 and negative end
on  , and its k-fold cover is regular. We can glue (in the ordinary S F T  sense) C  to Z  along
cylindrical ends to produce a simple JX n

E
0 -holomorphic curve C0

 in X  n E0. Here

J X n
E

0  2  J  ( X  n E  ) corresponds to the concatenation of J E s k n E 0  and J X n E s k  after inserting a
sufficiently long neck region in between and reidentifying the resulting compact symplectic
cobordism with X  n E0. Note that we can assume without loss of generality that J 0 is generic
since the curve C0

 will persist under small perturbations of J 0.

Lemma 5.4.2. Let X  be a four-dimensional Liouvil le domain with nondegenerate contact
boundary, let J  2  J  ( X  n Es k )  be generic, and let C1  and C2  be simple immersed index zero J -
holomorphic curves in X  n Esk  that have distinct images. For i  =  1; 2, assume that C i  has positive
ends  i  and a single negative end k . Then there exists a generic J  2  J  ( X  n Es k )  with J  j@X =
J j@ X 2  J  (@X) and a simple immersed index zero J  -holomorphic curve C  in X  n E s k  which
has positive ends  1 [   2 and a single negative end k 1 + k 2 + 1 .
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Proof. By Lemma 5.4.1 we may suppose that C  ; C lie in X  n E 0 where E 0 =  (E ("; "s))
for s =  k +  k 1 +  0

 (where 0 <  0
 <  1).

Next put E00 : =  "00 E (1; k + k  + 1 + 00) for "00;0 0
 >  0 sufficiently small, and choose 0

0;"00 so
that we have E00  E0. Let J 00 2  J  ( X  n E00) be a generic admissible almost complex
structure satisfying JX n E 0 0 jX n E 0  =  J 0 

n
E

0 , and put JE 0 nE 00 : =  JX nE 00 jE 0 nE 00 2  J  (E 0 n E00).
Again by [HK2, Thm. 2] there is a (necessarily simple) J  0 00-holomorphic cylinder Z
in E 0 n E00 with positive end k + k      in @E0

 and negative end k + k  + 1  in @E0 0. Note that
the bottom ellipsoid E  is skinny, since k1 +  k2 +  1 +   >  k1 +  k2 +  1. However, the top
ellipsoid is not, since s <  k1 +  k2. In fact, if we choose the split trivialization sp of the
contact distribution on @E(1; x) as in [MSie, §3.2], then the monodromy angle of the short
orbit is 1=x, which implies that the cylinder Z  has Fredholm index

2(k1 +  k2 +  b(k1 +  k2)=xc) 2(k1 +  k2 +  1) =  0:

We now apply Theorem 5.3.8 with u : =  C0 [  C0 in X  n E 0 and u : =  Z  in E 0 n E00, in
other words we glue in the neck R@E0. Note that (5.3.2) holds since in @E0

 =  @("E(1; s0)) the
monodromy angle is 1=s0 where ki <  s0 <  k1 +  k2 so that

dk1=se +  dk2=se =  2 =  d(k1 +  k2)=se:

Therefore, there is a curve C  as stated.

The above lemma suggests a natural inductive strategy for constructing curves. F i x  a
generic J@ X

 
2  J  (@X

) as in Lemma 5.1.3. As before, wmin denotes the weakly permissible word with A
 minimal subject to ind(wmin) =  2k. We prove the following lemmas in the next
subsection.

L e m ma  5.4.3. Let J  2  J  J @ X

 ( X
 n Es k )  be generic. Consider an elliptic orbit ei;j  in @X
 such that either i  =  1 or j  =  1 (or both). Then there is a J -holomorphic cylinder in X
 n E s k  which is positively asymptotic to ei;j and negatively asymptotic to i + j .

L e m ma  5.4.4. Let J  2  J  J @ X

 ( X
 n E s k )  be generic. There is a J -holomorphic pair of pants in X
 which is positively asymptotic to e1;1  e1;1 and negatively asymptotic to 5.

Proposition 5.4.5. Fix k 2  Z1 , and assume that wmin =  e0;k if k  2. Then there exists J
2  J  J @ X

 ( X
)  for which the moduli space M J      (wmin )<T ( m ) p> is regular with nonzero

signed count.

Proof. Let C  be the formal curve in X
 with positive ends wmin and constraint < T  ( k ) p> .  Recall that by Proposition 5.1.4 C  is
formally perturbation invariant with respect to J  e . We explained in the introduction

to this section that curves in this moduli space are robust and always count positively.
Hence at this point it suffices to find a J -holomorphic curve in X

 n E s k  with positive asymptotics wmin and negative asymptotic k  for some
J  2  J  @ X

 ( X
).

We proceed to construct the desired curve, whose positive asymptotics wmin take one of



the forms (1),(2),(3) in Proposition 4.3.8 or possibly e0;1, by iteratively applying Lemma 5.4.2.
Firstly, observe that by Lemma 5.4.3, we can construct any cylinder whose positive asymp-
totic is one of the Reeb orbits e0;1; e1;1; e1;s; e1;0 appearing in Proposition 4.3.8. Similarly, by
Lemma 5.4.4 we can construct a pair of pants with positive asymptotics e1;1  e1;1. We now
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iteratively construct curves with two or more positive ends by applying Lemma 5.4.2, with C1
a previously constructed curve in X
 n E s k  and C2  a cylinder in X
 n E s k  guaranteed by Lemma 5.4.3. Here we need C1  and C2  to have distinct images, and
since neither is a multiple cover this is automatic as long as C1  is not a cylinder with the
same positive asymptotic Reeb orbit as C2 . In particular, the curve we seek with positive
asymptotics wmin is readily constructed by this iterative construction.

5.5. Existence of cylinders and pairs of pants. It remains to prove Lemmas 5.4.3
and 5.4.4. For this, we will use various results from the E CH literature, roughly as follows.
Firstly, we use the computation of the E C H  of X
 from [Hut4, Cho], together with the holomorphic curve axiom for the ECH cobordism
map, to establish the existence of a broken current in X
 n Esk whose positive ends represent the same orbit set as our desired curve. We then argue
that this broken pseudoholomorphic current must in fact be a genuine somewhere injective
curve C  of Fredholm index zero, but possibly of higher genus, whose ends satisfy the E CH
partition conditions. Using this, we conclude that in specified situations C  must have one
negative end, the maximal possible number of positive ends, and genus zero.

Here are the details. Recall that an orbit set is a finite set of simple Reeb orbits, along
with a choice of positive integer multiplicity for each. In the following we will view a word of
Reeb orbits as an orbit set by remembering only the total multiplicity of each underlying
simple orbit and forgetting the corresponding partition into iterates. Note this association
from words to orbit sets is evidently not one-to-one, e.g. the words 3, 2 1 and 1 1 1 of Reeb orbits
in @Esk all define the same orbit set.

Similarly, a pseudoholomorphic current is a finite set of simple pseudoholomorphic
curves (each modulo biholomorphic reparametrizations as usual), along with a choice of
positive integer multiplicity for each. We defer the reader to e.g. [Hut3, §3.4] for the
definition of the ECH index I (C ) .  Since the first and second cohomology groups of X
 and E s k  vanish, their E C H chain complexes (over Z=2 for simplicity) have natural Z-
gradings, denoted again by I ,  such that I ( C )  =  I ( )  I ( )  if C  is a holomorphic
current which is positively asymptotic to the orbit set  and negatively asymptotic to the
orbit set . Also, the compact symplectic cobordism X
 n E s k  induces a grading-preserving cobordism map from the ECH of @X
 to that of @Esk. If w is an elliptic word,12 it is shown in [Hut4, Lem. 5.4] that I (w ) =
2 ( L ( R )  1) h(R), where:

 R  denotes the lattice polygon in R0 defined in §4.2
 L ( R )  denotes the number of integer lattice points in the interior and boundary of R .

Lemma 5.5.1. Let w be a word of elliptic Reeb orbits in @X
, each of which is simple, and let J  2  J  @ X

 ( X
 n Esk ) be generic. Then there is a curve C  in X
 n Esk , possibly of higher genus, with ind(C ) =  I ( C )  =  0 and with positive asymptotics w and
negative asymptote m with m : =  2 I (w).

Proof. By [Hut4, Prop. A.4] (which assumes [Hut4, Conj A.3], proved in [Cho]), w (when
viewed as a generator of the ECH chain complex) represents a nontrivial homology class in the
ECH of @X
. Let  denote its image in the ECH of @Esk under the ECH cobordism map  induced by X
 n Esk ,  and note that  is necessarily nontrivial since  is an isomorphism.

12There is a more general formula computing I  for E C H  generators involving hyperbolic orbits but we
will not need this.
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Recall (see [Hut3, §3.7]) that the E C H  chain complex of an irrational four-dimensional
ellipsoid has trivial differential, and the orbit set with kth largest action has I  =  2k. Then
is uniquely represented by the orbit set of m with m : =  I (w).

Recall that the E C H  cobordism map is defined via the isomorphism with Seiberg–
Witten Floer homology, yet it is known to satisfy a “holomorphic curve axiom”, which
states that a coefficient can only be nonzero if it is represented by an E C H  index zero
broken pseudoholomorphic current, i.e. the analogue of a stable pseudoholomorphic
building but with each level a pseudoholomorphic current. As a result, we obtain a broken
pseudoholomorphic current in X
 n E s k  with positive orbit set w and negative orbit set m. By [Hut3, Prop. 3.7], each
symplectization level has nonnegative E C H  index, with E C H  index zero if and only if it
is a union of trivial cylinders with multiplicities. By Lemma 5.5.2 below, the main level
in X
 n E s k  also has nonnegative E C H  index. Using the S F T  compactness stability condition
(recall §2.1.4) and the fact that the total E C H  index is zero, we conclude that there is only
a single level D ,  which is a current (D ; )  in
X
 n Esk ,  where D  is simple and  2  Z1  represents its multiplicity, and we have I ( D )  =  0. By
Lemma 5.5.2 again, we also have I ( D )  =  0.

By [Hut1, Thm. 4.15], we must have ind(D) =  0, and D  satisfies the positive and
negative partition conditions. Since the monodromy angle is positive and very small for
each acceptable elliptic orbit, the positive partition conditions stipulate that each positive
asymptotic orbit of D  is simple, i.e. the positive ends are “as spread out as possible”.
Meanwhile, the negative partition condition implies that D  has a single negative end.
Finally, the desired curve C  is given by taking a -fold cover of C  which is fully ramified at
the negative end and unramified at the each of the positive ends.

Lemma 5.5.2. If C  =  (C ; ) is a J -holomorphic current in X
 n Esk  with J  2  J  ( X
 n Esk ) generic, we have I ( C )   0, with equality only if I ( C )  =  0.

Proof. As in the proof of [Hut4, thm. 1.19], we can assume that the cobordism X
 n E s k  is “L-tame” with L  sufficiently large, whence the result follows immediately by

[Hut4, Prop. 4.6].

Proof of Lemma 5.4.3. By Lemma 5.5.1, there is a J -holomorphic curve C  in X
 n Esk ,
possibly of higher genus, with ind(C ) =  0, with positive asymptotics ei;j  and negative
asymptotics m for m : =  1 I (ei; j ). As explained above, we have I (e i ; j )  =  2 ( L ( R ) 1), where
R  is the lattice triangle with vertices (0; 0); (0; i); (j; 0) and L ( R )  denotes the number of
integer lattice points in the interior or boundary of R .  By our assumption that i  =  1 or
j  =  1, we have L ( R )  =  i  +  j  +  1 and hence m =  i  +  j .  It now follows immediately using the
index formula (4.1.3) and ind(C ) =  0 that C  has genus zero.

Proof of Lemma 5.4.4. This is similar to the above proof. In this case Lemma 5.5.1 produces a
J -holomorphic curve C  in X
 n E s k  with ind(C ) =  0 and with positive ends e1;1  e1;1 and negative end m for m : =  I (e1;1
e1;1) =  5. The condition ind(C ) =  0 then forces the genus to be zero.

R e m a r k  5.5.3. Note that, for ei;j with i ; j   2 or ek with k  3, the curve C  coming from
Lemma 5.5.1 will typically be forced to have higher genus.

5.6. Comparison with Gutt–Hutch ings  capacities. The following result likely
holds in any dimension, but for concreteness we give the proof in dimension four:
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Proposition 5.6.1. For X
 any four-dimensional convex toric domain, we have:

g1 (X ) =  c G H ( X  ) = min jj(i; j )jj : (5.6.1)
( i ; j ) 2 Z 0

i + j = k

Proof. The second equality is [GH, Thm. 1.6]. In order to compute g1 (X
), we can replace X
 with its full rounding X
 as in §4.1. As shorthand put X  : =  X
 and X  : =  X
. F ix  a generic almost complex structure J@ X 2  J  (@X) as in Lemma 5.1.3, and a generic
extension
J  e 2  J  @ X  (X ; D ) .

To  prove that g1 (X )  c G H ( X
), observe that by definition we can find a J  e -holomorphic plane C  in X  satisfying the local
tangency constraint < T  ( k ) p >  and having E ( C )   g1 (X ). Let  denote the asymptotic Reeb
orbit of C ,  which we can take to be ei;j  or hi;j for some i; j . If C  is simple then by
genericity it must be regular and hence satisfy ind(C )  0, and inspection of the index
formula shows that this is also true if C  is a multiple cover. In particular, we must have
i  +  j   k, from which it follows that A ( )  =  jj(i; j )jj is greater than or equal to the right
hand side of (5.6.1). Since E ( C )  =  e() is arbitrarily close to A() ,  this gives the desired
lower bound.

To  establish the upper bound for g1 (X ), let ( i ; j )  be a minimizer for the right hand side of
(5.6.1). We can assume that there are no common divisors of i; j; k, and we will then show
that g1 (X )   jj(i; j )jj . Indeed, if there is a greatest common divisor q  2 of i; j; k, then after
putting i0 : =  i=q, j0 : =  j=q, k0

 : =  k=q it will follow that we have ~1 (X )   jj(i0; j0)jj , whence

we have g1 (X )   q g1 (X )  qjj(i0; j0)jj =  jj(i; j )jj
.

Now let C  be the (necessarily simple by the above) formal plane in X  with positive
end ei;j and carrying the constraint < T  ( k ) p> .  By an argument paralleling the proof of
Proposition 5.1.4, we find that C  is formally perturbation invariant with respect to J  e .
In particular, C  cannot be represented by any nontrivial stable JX -holomorphic building.
We claim that the signed count # M  e

e (C )  is nonzero, from which it follows that we

have g1 (X )   E ( C )  =  A(ei ; j )   jj(i; j )jj .
To  justify the claim, note that we can use Proposition 2.2.3 to trade the local tangency

constraint < T  ( k ) p >  for a skinny ellipsoidal constraint < ( k ) > E .  Namely, letting E s k  =
E ("; "x)  X  denote an ellipsoid with x  >  k and " >  0 sufficiently small, it suffices to
show that the moduli space of pseudoholomorphic cylinders in X  n E s k  with positive end
ei;j and negative end k has nonzero signed count. By slight abuse of notation we will
denote the corresponding formal cylinder again by C . Recall that by Proposition 5.2.2 it
suffices to show that this moduli space is nonempty. For this we invoke linearized contact
homology as in [Par], similar to the proof of [HK2, Thm. 2]. Indeed, observe that ei;j  is
necessarily a cycle with respect to the linearized contact homology differential thanks to
Lemma 5.1.3 and the fact that any orbit hi0;j0 with (i0; j0) =  ( i ; j )  necessarily has greater
action by Lemma 4.1.1. Since the cobordism map on linearized contact homology induced by
X  n Esk  is an isomorphism, it follows that there is a stable pseudoholomorphic cylindrical
building representing C , and by formal perturbation invariance this must be an honest
pseudoholomorphic cylinder in X  n Esk .

R e m a r k  5.6.2. As mentioned earlier, there is a natural higher dimensional analogue of
the fully rounding procedure, but for concreteness we have kept our discussion in §4.1 to
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dimension four and hence restrict Proposition 5.6.1 to dimension four. In order to extend the
above argument to higher dimensions, one first ought to show that the higher dimensional
the analogue of C  is formally perturbation invariant. Since the results in [Par] hold in
arbitrary dimension, one can then still invoke the cobordism map on linearized contact
homology in higher dimensions in order to produce cylindrical buildings.
We also refer the reader to [Per, Thm 7.6.4] for the analogous statement g1 (X )  =  c G H ( X )  for

any Liouville domain X  satisfying ( X )  =  2c1 (T X ) =  0.
Remark 5.6.3. We expect that the methods in this paper could be extended to compute
g ‘ ( X
) for all k; ‘ 2  Z1 , and it is an interesting question whether the entire family fg ‘g sometimes
give stronger embedding obstructions than the sequence g1; g2; g3; : : : alone. A  natural guess
is that Theorem 1.2.8 generalizes to a formula for g ( X
) by requiring q  ‘  in the minimization.

6. Ellipsoids, polydisks, and more
In this section we apply our formalism to several examples, proving the remaining three

theorems from the introduction. In each case, using Theorem 1.2.8 and the specific form of jj
jj , it reduces to a purely combinatorial optimization problem. The latter is tractable

thanks to Corollary 1.3.1, which implies that we can look for a minimizer taking one of the
following forms:

(1) (0; 1)i  (1; 1)j for i   0, j   1 (2) (0; 1)i

(1; s) for i   0 and s  2 (3) (0; 1)i  (1; 0)
for i   1
(4) (0; s) for s  1.

Proof of Theorem 1.3.2. We consider E (a; 1), and by continuity we can assume a >  1
is irrational. Let
 be the triangle with vertices (0; 0); (a; 0); (0; 1). Observe that for ~v =  (vx; vy ) 2  R0 we
have

jj~vjj
 =  maxh~v; w~ i =  max(vxa; vy ):

We can ignore case (3), since we have

jj(1; 2)jj

 =  max(a; 2) <  1 +  a =  jj(0; 1)jj

 +  jj(1; 0)jj

; and hence (0; 1)i  (1; 0) with i   1 cannot be a minimizer.

Suppose first that a >  3=2. Then we have

jj(1; 2)jj
 +  jj(0; 1)jj
 =  max(a; 2) +  1 <  2a =  2jj(1; 1)jj
;

and hence (0; 1)i (1; 1)j with i   0, j   1 can only be a minimizer if j  =  1. If s >  a + 1, then we
have

jj(0; 1)jj
 +  jj(1; s 2)jj
 =  1 +  max(a; s 2) <  max(a; s) <  jj(1; s)jj
;

and therefore (0; 1)i  (1; s) with i   0, s  2 can only be a minimizer if s  a +  1.
Similarly, if s <  a 1 then we have



jj(0; s +  1)jj

 =  s +  1 <  max(a; s) =  jj(1; s)jj

 and

jj(1; s +  2)jj

 =  max(a; s +  2) <  1 +  max(a; s) =

jj(0; 1)jj

 +  jj(1; s)jj

; 56



~

3

2

and therefore (0; 1)i  (1; s) with i   0, s  1 can only be a minimizer if s  a 1.
Since a is irrational, we have [a 1; a +  1] \  Z  =  fbac; bac +  1g. Therefore, there must be

a minimizer taking one of the following forms:
 (0; 1)i  (1; bac) for i   0
 (0; 1)i  (1; bac +  1) for i   0  (0; s)
for s  1,

from which (1.3.2) readily follows.

Now suppose that we have a <  3=2. For s  3 we have

jj(1; 1)jj
 +  jj(0; s 2)jj
 =  a +  s 2 <  s =  jj(1; s)jj
;

and hence (0; 1)i  (1; s) with i   0, s  3 cannot be a minimizer. We have also

2jj(1; 1)jj

 =  2a <  3 =  3jj(0; 1)jj

;

and hence (0; 1)i  (1; 1)j for i   0, j   1 can only be a minimizer if i  2  f0; 1; 2g.
Therefore, there must be a minimizer taking one of the following forms:

 (0; 1)i  (1; 1)j for i  2  f0; 1; 2g and j   1  (0; 1)i

(1; 2) for i   0
 (0; s) for s  1.

Since 2jj(0; 1)jj =  2 =  jj(1; 2)jj , we can effectively ignore the second bullet by artificially
allowing j  =  0 in the first bullet. For s  2 we have

jj(1; s 1)jj
 =  max(a; s 1) <  s =  jj(0; s)jj
;

and hence (0; s) can only be minimal if s =  1, so we can also effectively ignore the third
bullet. Therefore we have

gk (E (a; 1)) =  ijj(0; 1)jj
 +  j jj(1; 1)jj
 =  i  +  ja;

for i  2  f0; 1; 2g, j   0 satisfying 2i +  3j      1 =  k. Note that i  and j  are uniquely determined
via i    k      1 (mod 3) and j  =  j + 1  2i , and (1.3.1) follows.

Proof of Theorem 1.3.4. This is similar to the previous proof. We consider P (a; 1) with
a >  1 irrational, and we take
 to be the rectangle with vertices (0; 0); (a; 0); (0; 1); (a; 1). For ~v =  (vx ; vx ) 2  R0 we then
have

jj~vjj

 =  h~v; (a; 1)i =  avx +  vy: For s  2 we have

jj(1; 0)jj
 +  jj(0; s 1)jj
 =  a +  s 1 <  a +  s =  jj(1; s)jj
;

and hence case (2) in Corollary 1.3.1 cannot occur as a minimizer. For i   0, j   1 we have

2jj(0; 1)jj



 +  jj(1; 0)jj

 =  2 +  a <  2 +  2a =  2jj(1; 1)jj

;

so case (1) can only occur if j  =  1. Therefore, there must be a minimizer from the following
list:

 (0; 1)i  (1; 1) for i   0  (0; 1)i

(1; 0) for i   1  (0; s) for s  1,
from which (1.3.3) follows.  57
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Proof of Theorem 1.3.7. The polygon
 : =  Q(a; b; c)  R0 has vertices (0; 0); (c; 0); (a; b); (0; 1). For ~v =  (vx; vy ) 2  R0, we have

jj~vjj
 =  maxh~v; w~ i =  max(cvx; avx +  bvy; vy):

Recall that by assumption we have c  1, a  c, b  1, a+bc  c, and M : =  max(a+b; c)  2. For j   1,
we have

jj(1; j )jj

 =  max(c; a +  j b; j ); and in particular

jj(1; 1)jj

 =  max(c; a +  b; 1) =  max(c; a +  b) =  M: By the above, we have

g2 (X )  =  min(jj(1; 1)jj

; jj(0; 2)jj

)  =  min(M; 2) =  M: Next, because c <  2, we have

jj(0; 3)jj
 >  3 >  jj(1; 0)jj
 +  jj(0; 1)jj
 =  1 +  c

so that

g3 (X )  =  min
 
jj(1; 2)jj

; jj(1; 0)jj

 +  jj(0; 1)jj

 
=  min max(2; a +  2b; c); 1 +  c

=  min max(2; a +  2b); 1 +  c :

Note that g3 (X )  =  2 if a +  2b <  2 and otherwise =  min(a +  2b; 1 +  c) <  3. In particular, if
a +  2b >  2 the minimum could be represented by either orbit set.

We next claim that

jj(1; j )jj

 >  jj(0; 1)jj

 +  jj(1; j 2)jj

; j   3 If b >  1=2

we must check that

max(j; a +  j b)  >  1 +  max(j 2; a +  ( j  2)b) =  max(j 1; a +  j b 2b +  1);

which holds because 2b >  1. If b <  1=2 and j   3 then a +  j b <  2 +  j  1  j  for j   3, so that
jj(1; j )jj

 =  j  >  jj(1; j 2)jj

 +  jj(0; 1)jj
; j   3:

Thus in all cases (1; j ); j  3; does not occur in a minimal orbit set. Further (0; k); k  2; is never
minimal since it can be replaced by (1; 1) [ (0; 1)k=2 for even k or (1; 0) [ (0; 1)(k  1)=2 for odd k.

Therefore, taking into account the discussion of g3, we find that minimizers must take
one of the following forms



~

~

 (0; 1)i  (1; 1)j where j  =  0 only if i  =  1;
 (0; 1)i  (1; 2) or (0; 1)i  (1; 0) (but not both).

In particular,

g4 (X )  =  jj(0; 1)jj

 +  jj(1; 1)jj

 =  1 +  M <  3; and

g6 (X )  =  jj(0; 1)2jj +  jj(1; 1)jj

 =  2 +  M <  4: 58
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On the other hand, g5 (X )  might be represented by (0; 1)  (1; 2); (0; 1)2  (1; 0) or
(1; 1)  (1; 1) and so is given by

g5 (X )  =  min
 
max(3; 1 +  a +  2b; c); 2 +  c; 2M:

If M <  3=2, then because the first two terms above are  3, we find that g5 (X )  =  2M.
However, if 3=2 <  M <  2 then any of these three terms might be minimal.

For k >  6 it is again useful to consider the cases M <  3=2 and M >  3=2 separately. In the
former case, it is more efficient to increase the index by adding copies of (1; 1) so that
minimal orbit sets always have i   2. In particular, orbit sets of the form (0; 1)i  (1; 2) or (0; 1)i

(1; 0) are not minimal when i  >  2, and so can only affect the capacities gk for k  7. Moreover
when M <  3=2

jj(0; 1)2  (1; 2)jj =  2 +  max(2; a +  2b; c)

>  4 >  1 +  2M =  jj(0; 1)  (1; 1)2jj :

Therefore the capacities for k  6 are given by the orbit sets

(0; 1)2  (1; 1)j ; (0; 1)  (1; 1)j +1 ; (1; 1)j +2 ; j   1; M <  3=2:

The claims in (i) follow readily.

If M >  3=2, minimal orbit sets always have j   2 since it is more efficient to use (0; 1)3

(1; 1)j  2 instead of (1; 1)j . Which of (0; 1)i  (1; 2) or (0; 1)i  (1; 0) is more efficient is determined
by the value of g , while the value of g determines whether it is in fact best to use (1; 1)2 when
representing elements of odd index  5. Thus the odd capacities for k  5 are determined by g ,
while the even capacities are more straightforward since they are always calculated by orbit
sets of the form (0; 1)i  (1; 1). This proves (ii).

Remark 6.0.1. When 2  n <  c <  n +  1 one can check that gk =  k for k  n, represented by
the orbit e0;k. In this case, the gk again limit on a period two cycle. However, the precise

values in this cycle depend on b. To  see this, note for example that if n =  2 ‘  is even, then
gk +1 =  min A(e0;1 [  e1;2(‘ i ) )  =  min

 
i  +  max(2(‘ i); a +  2( ‘  i)b; c);

and which orbit set gives the minimax depends on whether b >  1=2 or b <  1=2. For example,
if we assume that a <  c are both very close to n then the minimax is determined by the
minimum value of i  +  a +  2( ‘       i)b =  a +  2‘b +  i(1      2b). Thus if b <  1=2 one should take

i  =  ‘,  while if b <  1=2 one should take i  =  0.

Proof of Theorem 1.3.8. For
 : =
p, recall that we have A
(ei; j ) =  jj(i; j )jj
    

 =  jj(i; j )jjq . We can ignore case (4) in Corollary 4.3.9 for s  2, since we have for s =  2 we
have

jj(1; 1)jjq =  21=q  2 =  jj(0; 2)jjq

and for s  3 we have

jj(1; 0)jjq +  jj(0; s 2)jjq =  s 1  s =  jj(0; s)jjq:

Similarly, we can ignore case (2), since we have

jj(1; 0)jjq +  jj(0; s  1)jjq =  s <  jj(1; s)jjq:
59
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Noting that jj(0; 1)jjq =  jj(1; 0)jjq, we can also effectively ignore case (3) by relaxing the
condition j   1 in case (1). In other words, we have that g k (X
 )  is the minimal quantity of the form

ijj(0; 1)jjq +  jjj(1; 1)jjq =  i  +  j21=q ;

subject to 2i +  3j 1 =  k for i ; j  2  Z0 .
We have 2jj(1; 1)jjq  3jj(0; 1)jjq if and only if 21=q  3=2, i.e. q  l

n
(
3=2

), or equivalently

p  l
n

(
4=3

). In this case we can assume i  2  f0; 1; 2g, and the value of i  is then determined by
looking at the equation 2i +  3j    1 =  k modulo 3, from which (1.3.6) immediately

follows. Similarly, in the case p >  l
n(4=3) we can assume j  2  f0; 1g, and the value of j  is

then determined by looking at the equation 2i +  3j       1 =  k modulo 2, which immediately
gives (1.3.7).

Appendix A .  Regularity after stabilization
In this appendix we give a self-contained proof that regularity persists after dimensional

stabilization. We also refer the reader to [Per, §7.4] for a related approach.
Let X  be a Liouville domain, and let W : =  X   B 2 (c) be a smoothing of X   B 2 (c) for

some c >  0 as in Lemma 3.6.2. Let D  be a local symplectic divisor in X  near a point p 2  X ,
and let D  =  D   B 2 (") for " >  0 small be a corresponding local symplectic divisor in W
near pe := (p; p0) for p0 : =  0 2  B 2 (c). Let J  be an admissible almost complex structure on
X  which is integrable near p and preserves D ,  and let J  be an admissible almost complex
structure on W which is integrable near pe, preserves D ,  and restricts to J  along X f 0 g   X  (so
that in particular X   f0g is J -holomorphic).

Our main goal is to prove:

Proposition A.1.  Let u be an asymptotically cylindrical J -holomorphic punctured sphere in
X  satisfying the constraint < T  ( m ) p> for some m 2  Z1 , and such that each asymptotic Reeb
orbit is nondegenerate with normal Conley–Zehnder index 1. Assume that u is regular and has
index zero (taking into account the constraint < T  (m

) p>).  Let ue denote the curve in
W given by the composition of u with the inclusion X   W . Then ue is also regular (taking
into account the constraint < T  (m) p>).

Note that in formulating the index and regularity of u and ue we are as usual also allowing for
arbitrary variations of the conformal structure of the domain. Recall that the normal
Conley–Zehnder index is defined for a Reeb orbit in @X by taking into account the Reeb
flow in the direction normal to X   f0g in W , and we are implicitly using trivializations
coming from the natural trivialization of the normal bundle of X   W as in §3.6.

Let  =  S 2 n fz1; : : : ; z‘g denote the domain of u, where z1; : : : ; z‘ are the punctures, and let
z0 2   denote the marked point which realizes the local tangency constraint. Regularity of u is
equivalent to surjectivity of linearized Cauchy–Riemann operator

D@ J (u; j ) : TuB  Tj T !  E(u;j ) ;

where:
 T B =  Wk;p; (uT X )  V

< T D        p >
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 W k;p;(uT X ) denotes the Banach space of sections  of uT X of weighted Sobolev class
W k ;p; (c.f. [Wen2, §7.2]), where we assume k  m and (k m)p >  2 (so that
is C m ), and Wk;p; 

)
p >

(uT X )   W k;p;(uT X ) denotes the subspace consisting of

sections whose m-jet at z0 lies in D  as in [CM1, §6] (in particular W k;p;(uT X )
is the subspace such that  vanishes at z0)

 V  W k;p (uT X ) is a 2‘-dimensional subspace as in [Wen1, §3.1], consisting of smooth
sections which are supported near the punctures and asymptotic to constant (in
suitable trivializations) linear combinations of vector fields tangent to the trivial
cylinders over the asymptotic Reeb orbits of u (this is needed to the possibility of
rotating and translating the asymptotic ends of u, as these deformations do not
exponentially decay along the cylindrical ends)

 T  J  () is a Teichmüller slice through j  as in [Wen1, §3.1], which is in particular a
smooth manifold containing j  and having (in the stable case) dimension 2( ‘ + 1) 6,
and Tj T   (EndC (T )) denotes its tangent space at j

 E(u;j ) =  W k 1;p; 
)

p>
(HomC (T ; uT W )) consists of bundle homomorphisms from

T  to uT W over  which are (j; J )-antilinear and whose (m 1) jet at z0 lies in D

Moreover, after choosing any symmetric connection r  on T X ,  for  2  TuB and y 2  Tj T ,
the linearized Cauchy–Riemann operator D@ J (u; j ) takes the explicit form

D@ J (u; j )(; y) =  Du  +  Guy;

where:
 D u  : TuB !  E(u;j ) is given by

Du  =  r  +  J   ( r )   j  +  r J   du  j   Gu :

Tj T !  E(u;j ) is given by

Guy =  J   du  y:

Similarly, regularity of ue is equivalent to surjectivity of the operator

D@J (ue; j ) : TueB  Tj T !  E(ue;j ) ;

where:
 TueB =  Wk;p; 

)
pe>

(ueT W )  V

 E(ue;j ) =  W k 1;p; 
)

p>
(HomC(T ; ueT W )),

and for  2  TueB and y 2  Tj T we have

D@J (ue; j )(; y) =  Due +  Guey

where:
 Due : TueB !  E(ue;j ) is given by

Due =  r  +  J   ( r )   j  +  r J   due  j   Gue :

Tj T !  E(ue;j ) is given by

Guey =  J   due  y; 61
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where r  is any symmetric connection on T W .
Note that the embedding W , !  X   B 2 (c) naturally extends to a diffeomorphism

W =  X   B 2 (c), and we get a corresponding splitting of the tangent bundle of W :

T W =  T verW  T horW :

Under the identification T verW jX f0g  T X ,  this induces natural splittings

T B  T T Wk;p; (uT X )  V  T T Wk;p; (ueT horW )

|
< T

D        p >  
{z } | {z }
A 1                                                                                                     2

and
E(ue;j ) 

 W k 1;p; ) (HomC (T ; uT X ))  W k 1;p;(HomC(T ; ueT horW )) : | D

{z }
B 2

From now on, we assume that the connection r  preserves this splitting and restricts to
r  under the identification T X .  The above splitting induces a block matrix decomposition

D@ (ue; j ) = M1;1 =  D@ J (u; j )     M1;2 : (A.0.1)
2;1 2;2

Lemma A.2.  We have M2;1 =  0.

Proof. We need to show that the image of D@ J (ue; j )jA     lies in B1 . Note that for y 2  Tj T
we have

J   due  y 2   (HomC (T ; ueT X ));

since J  preserves T v erW jX , and hence Guey 2  B1 . It therefore suffices to show that for any
ver 2   (ueT verW ), Due

ver lands in  (HomC(T ; ueT v
erW )). For v 2   (T ), we have

(Due
ver )(v) =  r v

v e r  +  J r j v
v e r  +  ( r v e r J ) ( q )

for q : =  (due)(jv) 2   (uT X ). Since r  and J  respect the splitting T W jX =  T verW jX
T horW jX , we have

r v
v e r  +  J r j v

v e r  2   (ueT verW ):

Therefore it remains to show that ( r v e r J ) ( q )  2   (ueT verW ). For this, it suffices to
establish

( r a J ) ( b )  2   (T verW jX )

for any a; b 2   (T v
erW jX ). Recall that the term r a J  2  End(T W jX ) corresponds to

applying the connection induced by r  (which we again denote by r )  on the endomorphism
bundle, and by its definition we have

( r a J ) ( b )  =  r a ( J b )  J ( r a b ) :

Similar to above, it is immediate that these last two terms lie in  (T verW jX ).

Lemma A.3.  The operator M2;2 is surjective.
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Proof. If we ignore the constraint < p 0 > ,  the corresponding (R-linear) Cauchy–Riemann
type operator

Wk;p;(ueT horW ) !  W k 1;p;(HomC(T ; ueT horW ))
is Fredholm, and by a version of Riemann–Roch with its index is easily computed to be 2
(see e.g. [Wen1, §2.1]). It follows that M2;2 is also Fredholm, with index 0, and hence to
prove its surjectivity it suffices to establish ker M2;2 =  f0g. Suppose by contradiction that  is a
nonzero element in ker M2;2. By elliptic regularity we can assume that  is smooth, and its count
Z ( )  of zeros is nonnegative (this follows by the similarity principle [Wen2, Thm. 2.32]), and in
fact strictly positive since  necessarily vanishes at the marked point z0. On the other hand, in
the notation of [Wen1, §2.1], each puncture zi of ue has normal Conley–Zehnder index 1 and
hence extremal winding number  (Az )  =  0, and therefore using [Wen1, Eq. 2.7] we have

1  Z ( )  +  Z 1 ( )  =  c1(ueT horW ) +  
X

 (Az
i) =  0; i = 1

a contradiction.

Proof of Proposition A.1. This follows immediately from the decomposition (A.0.1) and
Lemmas A.2 and A.3.

Now suppose that J  is an admissible almost complex structure on the symplectization of
@X, and let J  be an admissible almost complex structure on the symplectization of @W
which restricts to J  on R  (@X  f0g). An argument nearly identical to the above proves:

Proposition A.4.  Let u be an asymptotically cylindrical J -holomorphic punctured sphere in
R @X, such that each asymptotic Reeb orbit is nondegenerate with normal Conley–Zehnder
index 1. Assume that u is regular and has index zero. Let ue denote the curve given by the
composition of u with the inclusion R  @X  R  @W. Then ue is also regular.
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