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Abstract

Understanding the fundamental heat transport mechanisms across interfaces comprised of 2D materials

is crucial for the further development of next generation of optoelectronic devices based on 2D heterostruc-

tures for which one of the main factors affecting the device performance is their poor thermal management.

Here we use systematic atomistic simulations to unravel the influence of anharmonicity in dictating the

thermal boundary conductance across graphene and MoS2 based 2D/3D interfaces. Specifically, we con-

duct nonequilibrium molecular dynamics simulations on computational domains with graphene or MoS2

layers encapsulated between crystalline or amorphous silicon leads across a wide temperature range (of 50

K ± 600 K). We show that while the interfacial conductance across graphene/crystalline silicon interface

demonstrates considerable temperature-dependence, the conductance across graphene/amorphous silicon

interface has no significant temperature-dependence. In contrast, the thermal boundary conductance for

the MoS2-based heterostructures with both the crystalline and amorphous leads demonstrate no significant

temperature-dependence. Our spectral energy density calculations along with our spectrally resolved heat

flux accumulation calculations on the various interfaces show that anharmonic coupling across the entire

vibrational spectrum as well as the strong hybridization of a broader spectrum of the flexural modes with

substrate Rayleigh waves in graphene heterostructures give rise to the relatively higher and drastically dif-

ferent heat transport mechanisms across these interfaces as compared to the MoS2-based heterostructures.

Through these understandings, we show that one strategy to enhance heat conductance across 2D/3D in-

terfaces is to increase the anharmonic coupling between the acoustic and optic modes in the 2D materials

by inducing a stronger interaction strength with the substrates. Our findings elucidate the fundamental heat

transfer mechanisms dictating thermal boundary conductances across 2D/3D interfaces and will be crucial

for heat dissipation in the next-generation of optoelectronic devices where the utilization of 2D materials

are becoming ubiquitous.

INTRODUCTION

Combining the remarkable properties of layered 2D semiconductors with the advantages of

bulk materials, 2D/3D heterostructures have garnered considerable interest in the past two decades

both from fundamental physics as well as applicative standpoints. For instance, the integration of
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2D materials such as MoS2 and graphene in field-effect transistors (FETs) provides an avenue

for excellent electrostatic gate control performances[1±3] and can potentially extend the Moore’s

scaling law beyond the current silicon-based FETs.[4] This is possible because of the pristine

interfaces associated with 2D heterostructures that form weak van der Waals interactions with

the underlying layers, thus removing the constraints of lattice mismatch and the negative impact

of dangling bonds that can lead to performance degradation in conventional FETs.[5] However,

one of the main factors limiting the performance of nanoelectronics (such as FETs) that utilize

2D/3D heterostructures is the large thermal boundary resistance at the weak van der Waals inter-

faces that poses as a major challenge for their proper thermal management.[6±8] Therefore, one

of the key challenges in incorporating 2D/3D heterostructures to impact 2D optoelectronics,[9]

nanophotonics,[10] and next-generation computing technologies[11] is the comprehensive under-

standing of heat transfer mechanisms dictating thermal boundary conductance (hK) across 2D/3D

interfaces.

Considerable amount of work in the past few years have been devoted in understanding hK

across interfaces comprised of 2D materials. Overall, both experimental and theoretical works

have shown that hK across these interfaces are in the lower end of the spectrum for solid-solid

interfaces mainly because of the weak interaction of the 2D layer with the underlying materials.[6,

12] Experimentally, Raman spectroscopy,[7, 13, 14] pump-probe thermoreflectance,[15±17] 3ω

technique,[18, 19] and electrical thermometries[20, 21] have been utilized to report hK in the

range of ∼10 - 35 MW m−2 K−1 for various 2D/3D interfaces, which is equivalent to the resistance

offered by ∼40-100 nm thick SiO2 layer.[16, 17, 20, 22, 23]

To understand the microscopic mechanisms dictating the low thermal conductances associated

with interfaces comprised of 2D materials, considerable amount of work have also focused on

atomistic simulations[24±30] as well as analytical and theoretical framework developments.[8, 31±

36] One of the major findings from these works is that hK across dimensionally mismatched 2D/3D

interfaces is mainly driven by the coupling between flexural modes of the 2D material and the

longitudinal phonons in the underlying substrate.[8, 25, 33] For instance, Persson et al.[32, 33]

derived a theoretical model for hK by accounting for the strength of interaction between the 2D

material and the substrate, and (in reasonable agreement with experiments) predicted the hK to

be ∼25 MW m−2 K−1 between a weakly coupled graphene/SiO2 interface. Ong et al.[34] further

modified this theoretical model by adding a superstrate (a top encapsulating layer), which led to an

increase in the heat transfer efficacy across the graphene/SiO2 interface (with a value of hK=105
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MW m−2 K−1 at room temperature that is in excellent agreement with experimental results from

Chen et al.[18]). This increase was ascribed to additional channels of heat transfer that arise due

to the coupling of the low frequency flexural modes of the graphene with the Rayleigh phonon

modes from the superstrate. Similarly, the importance of flexural modes was further highlighted

by Correa et al.,[31] where the authors defined a heat flux across dimensionally mismatched inter-

faces by incorporating a phonon-substrate interaction rate and first-principles calculated phonon

dispersion relations as input parameters in their model. By comparing the results for heterostruc-

tures based on MoS2 and graphene, they showed that a better overlap between the flexural modes

and the substrate vibrational density of states (DOS) along with a stronger adhesion between the

2D material and 3D substrate resulted in a higher hK across the graphene interface as compared to

the MoS2 interface.[31] Furthermore, utilizing the similar methodology, Foss et al.[8] calculated

hK across six common 2D-materials and seven different substrates to highlight the role of the

substrate properties such as mass density and sound speed that play an important role (along with

the flexural modes of the 2D material) while considering the heat transfer efficacy across 2D/3D

interfaces. Although these works have helped shed light on the microscopic dynamics dictating

hK across 2D material interfaces, a complete understanding of the spectrally resolved interfacial

conductance (such as the role of anharmonic coupling in the 2D layer) for 2D/3D heterostructures

is still missing.

Herein, through systematic atomistic simulations, we show that along with the importance of

flexural modes and the strength of interaction between the 2D material and the 3D substrate, the

intrinsic anharmonicity and the strength of coupling between the modes of the 2D material dic-

tates the temperature-dependent hK across the dimensionally mismatched 2D/3D interfaces. More

specifically, by considering MoS2 and graphene on amorphous or crystalline silicon leads, we

show that one of the main reasons for the higher interfacial conductances across the graphene-

based interfaces is from the better coupling of the acoustic modes with the optical modes in

graphene as compared to MoS2. Furthermore, through our nonequilibrium molecular dynam-

ics (NEMD) simulations, we show that while the hK across graphene/crystalline silicon interface

demonstrates considerable temperature-dependence, hK across graphene/amorphous silicon inter-

face has no significant temperature-dependence. In comparison, the interfaces associated with

MoS2 do not demonstrate a temperature-dependence for either the crystalline or amorphous leads.

This highlights the role of anharmonic scattering in the leads along with the anharmonicity of

the 2D materials in dictating the hK across 2D/3D interfaces. Moreover, our extensive analyses
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based on NEMD simulations, spectrally resolved heat flux accumulation calculations, and spectral

energy density (SED) calculations demonstrate that the intrinsic anharmonicity of the 2D mate-

rial dictates the efficacy of the flexural modes to couple with the phonon modes across the van

der Waals interfaces. This intrinsic anharmonicity can be manipulated by varying the strength

of interaction between the 2D material and the leads to drastically improve the heat transfer effi-

cacy across even MoS2-based interfaces that are typically associated with large thermal boundary

resistaces (1
/

hK).

METHODS

We perform MD simulations to predict and understand hK across MoS2 and graphene on amor-

phous or crystalline silicon substrates under the NEMD framework. For all our simulations, we

utilize the large-scale atomic/molecular massively parallel simulator (LAMMPS) package.[37] We

implement the Stillinger-Weber (SW) potential[38] to describe the interatomic interactions of the

atoms in the MoS2 layers. For the carbon atoms in the graphene layers, we utilize the Adaptive

Intermolecular Reactive Empirical Bond-Order (AIREBO) potential,[39] which has been utilized

to study the thermal properties of graphene.[40±42] For the Si atoms, the Tersoff potential[43]

is used since it has been used previously to study thermal conductivities of both amorphous and

crystalline silicon domains.[44±46] The SW potential for MoS2 has also been used in prior litera-

ture to study their thermal as well as mechanical properties.[38, 47, 48] To model the interactions

between the 2D monolayer and the 3D substrate, we use the Lennard-Jones (LJ) potential, which

is given as,[49]

U =
∑

i,j

4ϵij

[

(

σij

rij

)12

−

(

σij

rij

)6
]

. (1)

Here ϵij and σij are the characteristic parameters of energy and distance, respectively. The param-

eters for the different interactions are chosen based on the widely used Universal Force-Field.[49]

Further details regarding the simulations and specific parameters for the LJ potential are given in

the Supplemental Material.[50]

Initially the structures are equilibrated under the NosÂe-Hoover thermostat and barostat (i.e. the

NPT ensemble)[51] for 2 ns with a timestep of 0.5 fs where the number of particles, pressure and

temperature of the system are held constant at 0 bar pressure. Following the NPT integration,

further equilibration is carried out under the NVT ensemble where the volume and temperature
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are kept constant for a total of 1 ns with periodic boundary conditions for the entire simulation.

An additional equilibration is performed under NVE ensemble for 1 ns where number of particles,

volume and total energy of the system are maintained constant.

(c) Graphene/c-Si

z

x
y

(a) MoS2/c-Si (b) MoS2/a-Si

(d) Graphene/a-Si

Mo

S

Gr

Si

Figure 1. Schematic illustrations of parts of our computational domains for (a) MoS2/c-Si, (b) MoS2/a-Si,

(c) graphene/c-Si, and (d) graphene/a-Si structures used for our atomistic simulations. Note, the schematics

are only showing part of the domains to highlight the different interfaces studied in this work. We perform

our calculations on structures with the 2D material encased between two semi-infinite silicon leads.

Figure 1 shows the schematic representations of parts of our equilibrated computational do-

mains for our MoS2 and graphene monolayers supported on crystalline silicon (c-Si) and amor-

phous silicon (a-Si) substrates. Even though we have only shown part of our computational do-

mains (clearly showing the 2D/3D interfaces) in Fig. 1, we note that our NEMD simulations are

carried out on sandwiched 2D structures that are encased between two semi-infinite leads. The

leads are considered as semi-infinite because their prescribed lengths do not affect our predictions

of hK across the different 2D/3D interfaces. To make the amorphous Si substrates, we use the melt-

quench technique[52±54] where a crystalline Si domain is initially melted at 4000 K, followed by

rapid quenching to form an amorphous Si substrate. The structure is then allowed to equilibrate

under the NosÂe Hoover thermostat and barostat,[51] which is the NPT ensemble (with number of

atoms, pressure and temperature held constant) for a total of 1 ns at a prescribed temperature and

ambient pressure conditions.

To determine hK across our 2D/3D interfaces, we implement the NEMD method where we im-

pose a heat flux, q, across the equilibrated computational domain in order to establish a steady-state
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Figure 2. (a) Schematic illustration of the computational domain for our MoS2/a-Si structure used in our

NEMD simulations to predict the thermal boundary conductance across MoS2/a-Si interface. (b) Steady-

state temperature profile obtained from our NEMD simulation, which we utilize to calculate the thermal

boundary conductance across MoS2/a-Si interface. (c) NEMD simulations-predicted hK as a function of

computational domain length (by varying the lengths of the silicon leads) for MoS2/c-Si and graphene/c-Si

heterostructures. The hK values converge for domain sizes greater than ∼225 Å and ∼375 Å for our

graphene/c-Si and MoS2/c-Si structures, respectively.

spatial temperature gradient as shown in Fig. 2 for our characteristic a-Si/MoS2 heterostructure.

This is carried out by prescribing a ‘hot’ region located at one end of the computational domain

where we add energy at a constant rate and extracting the equal amount of energy from the ‘cold’
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region located at the other end of the computational domain. We partition our computational do-

main into different regions along the z-direction as shown in Fig. 2a, where the atoms in the ‘wall’

region are held fixed, while a fixed amount of heat is added and removed from the atoms in the

‘hot bath’ and ‘cold bath’ regions, respectively. Note, the ‘wall’ and the ‘bath’ regions are each

∼20 Å thick. In order to create a steady-state temperature profile across the z-direction of our

computational domains, we apply a heat flux (q = 0.8 GW m−2) by adding a constant amount of

kinetic energy (2.3 × 10−5 J s−1) to the ‘hot’ region and removing the equal amount of energy

from the ‘cold’ region. For the temperature profiles, we divide the atoms in the computational

domain into 100 equally sized bins along the direction of the applied heat flux. The temperature

of the atoms in each bin is averaged after achieving steady-state, which results in a temperature

profile as shown in Fig. 2b for the case of our MoS2/a-Si domain. Finally, after we obtained a

steady-state temperature profile, the hK is calculated through the relationship given as,

hK =
q

∆T
. (2)

Here ∆T is the temperature difference across 2D/3D interface, which is determined from the

temperature profiles.

To ensure our results are not influenced by the size of our computational domains, we carried

out a series of NEMD simulations by varying the length of the silicon leads in our simulation

domain with total domain lengths of ∼110 Å to ∼436 Å along the direction of the applied heat

flux as shown in Fig. 2c. The convergence of thermal boundary conductance within uncertainties

for computational domain sizes greater than ∼225 Å and ∼375 Å for our graphene/c-Si and

MoS2/c-Si structures, respectively, ensures that our choice of the domain sizes do not influence

our NEMD-predicted hK values for both the MoS2- and graphene-based heterostructures. The

uncertainties in our reported hK values are determined from five independent simulations along

with the 95% confidence intervals based on fitting the temperature profiles of the silicon leads to

obtain the temperature drops at the 3D/2D/3D interfaces.

We calculate the phonon mode specific properties of our unconstrained and encapsulted 2D

structures in between the semi-infinite leads by utilizing the SED formalism. In this technique, the

atomic motion trajectories are Fourier transformed to get the average kinetic energy per unit cell
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at a specific wavevector (k) and frequency (ω), which is calculated as,[55, 56]

Φ(k, ω) =
1

4πτ0NT

3
∑

α

B
∑

j

mj

∣

∣

∣

∣

∣

∫ τ0

0

NT
∑

nx,y,z

u̇α

(

nx,y,z

j
; t

)

× exp

[

ik · r

(

nx,y,z

0

)

− iωt

]

dt

∣

∣

∣

∣

∣

2

. (3)

Here τ0 is the total simulation time, NT is the number of unit cells in the crystal, α is the cartesian

direction, B is the atomic number in the unit cell, j is the atom label in a given unit cell, mj is the

mass of jth atom in the unit cell, nx,y,z is a unit cell, u̇α denotes the velocity along the α direction

at time t and r is the equilibrium position of each unit cell.

To ensure a high resolution in our SED calculations, we construct a larger simulation domain

(∼45×6 nm2 in the x and y directions) and extract 75 k-points along the Γ to M direction. We

equilibrate our supercell structure initially under the NosÂe-Hoover thermostat and barostat[51] for

2 ns with a timestep of 0.5 fs where the number of particles, pressure and temperature of the

system are held constant at 0 bar pressure. Following the NPT integration, further equilibration

is carried out under the NVT ensemble for another 2 ns. Finally, for the data collection for our

SED calculation, we output the velocities and positions of each atoms using the microcanonical

ensemble (or NVE ensemble) for 1.5 ns.

To quantify the contributions of the specific vibrational frequencies to the total heat flow across

the 2D/3D interfaces, we calculate the spectral heat flux accumulation that is given as,[57, 58]

Q =

∫

∞

0

dω

2π
q(ω). (4)

Here, ω is the angular frequency and q(ω) is the spectral heat current. This heat current is propor-

tional to the correlation between the interatomic force between the atoms across the interface and

the velocities,

qi→j(ω) ∝ ⟨
−→
F i,j · (

−→v i +
−→v j)⟩. (5)

Here the spectral heat current between atoms i and j is proportional to the correlation between the

force of two atoms,
−→
F i,j and their velocities, −→v i and −→v j . For spectral heat flux accumulation

calculations we collected the atomic forces and velocities for a total of 1 ns at a sampling interval

of 5 fs. Further details of the spectral heat flux calculations are given in our prior work in Ref. 58.
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RESULTS AND DISCUSSION

Figure 3 shows our calculated temperature-dependent hK values for our 2D/3D interfaces

across the temperature range of 50-600 K. Our predicted hK values of ∼29 MW m−2 K−1 and

∼34 MW m−2 K−1 for monolayer MoS2 sandwiched between crystalline and amorphous leads,

respectively, agree well with prior results.[13, 59] For instance, Gabourie et al.[59] report a value

of hK = ∼34.3 MW m−2 K−1 for MoS2 on Al2O3 substrate at room temperature with an approach

to equilibrium MD method. Yalon et al.[13] experimentally measured a value of hK = 14±4 MW

m−2 K−1 at room temperature for MoS2 encased between an AlOx layer and a SiO2/Si substrate

using Raman thermometry. Similarly, for our graphene/c-Si interface, we predict hK ∼98 MW

m−2 K−1, which is in good agreement with the experimentally determined value of ∼83 MW m−2

K−1 for graphene/SiO2 interface.[18] The slight discrepancies between the prior results and our

MD results might arise due to the varying substrates, which (as we discuss below) can have a

major influence on the interfacial conductance across 2D/3D interfaces.
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Figure 3. Nonequilibrium molecular dynamics simulations-predicted thermal boundary conductances (hK)

as a function of temperature for MoS2/c-Si, MoS2/a-Si, graphene/c-Si, and graphene/a-Si heterostructures.

The hK across the 2D/3D interfaces are derived from structures where the 2D material is encapsulated

between two semi-inifnite leads. The increasing trend in hK with temperature for the graphene/c-Si interface

suggests that anharmonic scattering largely dictates the hK across this interface.

As shown in Fig. 3, the hK values predicted for both the MoS2/c-Si and MoS2/a-Si interfaces
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show no temperature dependencies across the entire temperature range. In contrast, the graphene-

based interfaces demonstrate drastically different thermal characteristics where the hK across the

graphene/c-Si interface shows considerable temperature-dependence, whereas the hK across the

graphene/a-Si interface is temperature-independent. These drastically different temperature trends

for the MoS2- and graphene-based interfaces show that the fundamental heat transfer mechanisms

dictating hK across these interfaces are characteristically different. For instance, the increasing

hK across the graphene/c-Si suggests that anharmonic interactions are more prevalent for this in-

terface as compared to the others. Furthermore, the fact that replacing the crystalline leads with

amorphous systems results in the lack of temperature-dependence of hK indicates that anharmonic

interactions in the leads (and not just limited to the 2D layer) also dictates the hK across the

graphene-based interfaces. In the amorphous leads, disorder scattering dominates over anhar-

monic scattering, which ultimately influences the temperature-dependence (or the lack there-of)

for the hK across graphene/a-Si interface. However, it is surprising that even for the MoS2/c-Si

interface we observe a similar temperature-dependence as the MoS2/a-Si interface. Again, the lack

of temperature-dependence for the MoS2-based heterostructures indicates the lack of anharmonic

scattering in dictating the interfacial conductance for these systems.
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Figure 4. Calculated hK as a function of the number of MoS2 and graphene layers in our MoS2/c-Si and

graphene/c-Si heterostructures, respectively. For both the MoS2/c-Si and graphene/c-Si heterostructures,

we observe negligible influence on the thermal boundary conductance with the increase in the number of

2D layers.
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Figure 4 shows the calculated thermal boundary conductance as a function of the number of

layers for our MoS2/c-Si and graphene/c-Si structures. For both the MoS2/c-Si and graphene/c-Si

heterostructures, the hK values do not significantly change with the increase in the number of 2D

layers. The similarity in the hK values shows that the number of 2D layers has negligible influence

in dictating the thermal boundary conductance across our 2D/3D interfaces.

As MD simulations are strictly classical in nature, all of the vibrational modes in the entire

vibrational spectrum are activated at all temperatures. Thus, an increasing trend in hK with tem-

perature is indicative of the prevalence of anharmonic effects.[57, 58, 60, 61] Therefore, although

we cannot separate the contributions from harmonic and anharmonic processes in our NEMD

simulations, the drastically different (and increasing) temperature dependence of graphene/c-Si

interface signifies that inelastic processes are more prominent for this interface. However, we

note that comparison to results from Atomistic Green’s Function (AGF) calculations could lend

more insights into the competing effects between elastic and inelastic processes,[62, 63] which is

beyond the scope of the current work but deserves further attention.

The hK values predicted for the amorphous leads in the MoS2-based structures are consistently

higher for the entire temperature range when compared to the crystalline leads. Moreover, hK

values predicted for graphene/a-Si interface are higher as compared to the hK for graphene/c-Si

structure at lower temperatures below 300 K. These results are consistent with prior works where

hK is reported to be higher for amorphous substrates as compared to the perfectly crystalline

substrates.[64, 65] This has been attributed to better vibrational coupling of the heat carrying

phonons across the disordered interfaces. Furthermore, in contrast to the MoS2-based systems,

the hK values across the crystalline and amorphous leads for our graphene-based heterostructures

are similar within uncertainties at higher temperatures (> 300 K). The slightly lower hK for the

graphene/a-Si structure might be a result of competing effects between anharmonic scattering and

disorder scattering across the graphene/silicon interfaces. However, within uncertainties of our

NEMD simulations, a clear difference between the values predicted for hK across graphene/c-Si

and graphene/a-Si is not observed. Therefore, we cannot draw any meaningful conclusions as

to the effect of disorder in the atomic arrangement of the substrates on hK across graphene/Si

interfaces at higher temperatures. In this regard, a comparison to AGF calculations that only

consider harmonic effects might be useful to separate the competing effects between disorder and

anharmonic scattering. Although such calculations are beyond the scope of the current work,

disentangling the effects of disorder scattering and anharmonic scattering across these interfaces
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clearly deserves further attention. We will now attempt to better explain and gain more insights into

these different hK trends through spectrally resolved heat flux accumulation and SED calculations,

as we discuss in detail below.

Figure 5. (a) Vibrational DOS and (b) spectrally resolved heat flux accumulation for monolayers of silicon

atoms adjacent to the 2D materials. As compared to the DOS of the bulk silicon, frequencies in the 2-4

THz range have enhanced DOS for the interfacial monolayer of silicon atoms (edge c-Si). These modes are

largely responsible for heat conduction across the interfaces to the adjacent 2D materials. The frequency

range for transmission to the graphene layer is much broader in comparison to the MoS2, which explains

the higher hK values for the graphene/silicon interfaces. (c) Vibrational DOS and (d) spectrally resolved

heat flux accumulation for MoS2. The spectral region of flexural modes in MoS2 that are responsible in

carrying the heat across to the silicon leads is very narrow, which explains the higher thermal resistances

associated with these interfaces. (e) Vibrational DOS and (f) spectrally resolved heat flux accumulation for

graphene. Flexural modes as high as ∼10 THz can carry the heat across to the silicon leads, thus explaining

their relatively higher values of hK as compared to the MoS2-based interfaces.

Firstly, to understand the intrinsic mechanisms dictating the temperature-dependent hK values

in these 2D/3D interfaces, we compare the vibrational density of states (DOS) and the spectrally
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resolved heat flux accumulation calculations of the various systems in Fig. 5. As shown in Fig. 5a,

we observe significant enhancement of DOS for vibrational frequencies in the 2-4 THz range for

the monolayers of silicon atoms adjacent to the 2D materials as compared to the DOS of the bulk

silicon atoms. As shown by our spectrally decomposed heat flux accumulation calculations in

Fig. 5b for the heat flux from the silicon leads to the MoS2 and graphene layers, the vibrational

modes in this frequency range are largely responsible for coupling with the flexural modes of the

2D material to facilitate heat transport across the 2D/3D interface. It is also interesting to note that

for the spectral heat flux across the silicon/graphene interface, the vibrational spectrum spans a

much wider range as compared to the heat flux across the silicon/MoS2 interface. This might not

be surprising since the flexural ZA mode in graphene can span up to ∼15 THz.[66] This wider fre-

quency spectrum responsible for heat conduction across the graphene-based interfaces also helps

explain its stronger anharmonic nature as compared to the MoS2-based interfaces. Moreover, when

comparing the vibrational spectrum of the MoS2 and graphene (Figs. 5c-f), it is evident that the

stronger sp2-bonded carbon atoms in the graphene layers results in a wider vibrational frequency

spectrum. These higher frequency acoustic and optical modes in graphene might be responsible in

dictating the anharmonic nature of the interfacial heat conduction. However, as shown by our heat

flux accumulation calculations in Figs. 5d and 5f for MoS2/c-Si and graphene/c-Si, respectively,

the inefficient heat conduction across the 2D/3D interfaces, in general, can be attributed to the

narrow frequency range capable of actually carrying the heat across these interfaces. Therefore, as

shown by our calculations, and in agreement with prior results,[8, 25, 33, 67] the interfacial heat

conduction across 2D/3D interfaces are categorically different as compared to 3D/3D interfaces

since it is only through flexural modes that heat can couple across the 2D/3D interfaces. This is

in contrast to the interfacial heat transport facilitated by impinging phonons undergoing a trans-

mission or reflection at 3D/3D interfaces. As such, neither the DOS calculations nor the spectral

heat flux calculations can provide a complete and clear picture of the intrinsic physical processes

that result in the drastically different temperature-dependencies of MoS2- and graphene-based in-

terfaces.

To gain further insights into the intrinsic mechanisms dictating the heat transfer across our

2D/3D interfaces, we perform SED calculations.[55, 56] Figures 6a-d show the comparison of

SEDs for the 2D materials with or without the leads (i.e. either encased or free-standing). This

comparison will help elucidate the effect of encapsulation on the vibrational heat transport mech-

anisms across the interfaces. Note, the higher contrasts in the shading of the plots are related
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Figure 6. Calculated phonon spectral energy densities for (a) free-standing MoS2 monolayer, (b) MoS2/c-Si

encased structure, (c) free-standing graphene monolayer, and (d) graphene/c-Si encased structure at room

temperature. The relative effect on the anharmonicity of encapsulation for graphene in between the leads is

much stronger where considerable broadening of the phonon branches is observed. This signifies enhanced

vibrational coupling between the acoustic and optic modes in graphene-based heterostructures as compared

to the MoS2/c-Si encapsulated structure where we do not observe a significant increase in the broadening

or change in the SEDs as compared to its free-standing counterpart.

to the higher magnitudes of the SEDs. Thus, the modes that appear brighter have higher kinetic

energies. Also, the broadening of SEDs suggest larger anharmonicities, stronger scattering and

reduced lifetimes of the phonon modes. For MoS2 (Figs. 6a and 6b), the effect of encapsulation

between the silicon leads on the SEDs is insignificant with minimal broadening of the vibrational

modes. In contrast, for graphene (Figs. 6c and 6d), the effect of encapsulation between the leads

is very evident where we observe significant broadening throughout the entire vibrational spec-

trum as compared to the SED of the free-standing structure suggesting considerable anharmonic-

ities and vibrational coupling between the acoustic and optic modes when graphene is encased

between the leads. This increase in anharmonicity and coupling of acoustic and optic modes re-

sults in the temperature-dependence and significantly higher hK values for graphene/c-Si structure

as compared to the MoS2 structure. Moreover, as shown in Fig. 6d, the flexural (ZA) mode of

graphene linearizes in the encapsulated case as compared to the unconstrained monolayer result-

ing in increased group velocities of the ZA modes. This enhancement in the group velocities and

linearization of the ZA modes has been ascribed to the hybridization and coupling of graphene

15



ZA modes to the substrate Rayleigh waves.[24, 68] In fact, it has been shown that the hybridiza-

tion between the substrate Rayleigh waves with the ZA modes in graphene leads to the reduction

of the in-plane thermal conductivity.[68] However, when the strength of interaction between the

substrate and graphene is increased, the thermal conductivity has been shown to increase due to

enhanced coupling of the modes. We will draw similar conclusions on the effect of the strength of

interaction on hK as we discuss later.

The hybridization between the substrate Rayleigh waves and the flexural modes is considerably

less prominent for the MoS2 structure (Fig. 6b), which indicates that there are significantly less

channels of heat conduction from the 2D layer to the leads. This is exemplified by the much

weaker broadening of the very low frequency modes close to the Brillouin zone center in the

encased MoS2 (Fig. 6b) as compared to that in the encased graphene (Fig. 6d). Therefore, the

hK across MoS2 interfaces are significantly lower than that of the anharmonic graphene interfaces

(Fig. 3). Taken together, our SED calculations show that anharmonic coupling in the 2D material

encapsulated between the leads can lead to higher transmission of vibrational energies through the

hybridized ZA modes. As such, a viable route to increase the hK across 2D/3D interfaces could

be to increase the vibrational coupling within the 2D material itself.

To further increase the coupling of vibrational modes in the 2D material, we compress our com-

putational domains along the direction normal to the 2D layers. Doing so, results in higher van der

Waals interaction strengths between the 2D material and the leads, which has been linked to higher

values of hK across 2D/3D interfaces in prior works.[20, 67] Note, to determine the interlayer in-

teraction strengths across our 2D/3D interfaces, we calculate the total pairwise interaction forces

between the two groups of atoms (the first group consisting of the MoS2 or the graphene mono-

layer and the second group consisting of a monolayer of silicon atoms adjacent to the 2D layer).

The forces are averaged over a period of 0.5 ns in our simulations and the interaction strengths are

normalized by the characteristic distance between the 2D layers and the 3D substrates. As shown

in Fig. 7a, we also observe a monotonically increasing hK across both the graphene and MoS2

interfaces with increasing interaction strengths between the dimensionally mismatched interfaces.

However, as expected, the graphene-based structures possess higher hK values for the entire range

of interaction strengths as compared to the MoS2-based structures. More interestingly, we find that

for MoS2/c-Si computational domains with stronger interaction strengths, the NEMD-predicted hK

shows an increased temperature-dependence where hK increases with increasing temperature as

shown in Fig. 7b for the domain with the interaction strength of 34 N m−1. This is in contrast to the
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Figure 7. (a) Calculated thermal boundary conductances, hK as a function of interlayer interaction strengths

for MoS2/c-Si and graphene/c-Si heterostructures. For both MoS2/c-Si and graphene/c-Si interfaces, hK

increases monotonically with increasing van der Waals interaction strength. (b) NEMD-predicted hK for

MoS2/c-Si structure showing an increased temperature-dependence when the interlayer interaction strength

is increased to 34 N m−1. This suggests that increasing the van der Waals interaction strength between MoS2

and silicon results in greater anharmonic interactions and therefore a greater temperature-dependence of hK

across the MoS2/c-Si interface.

lack of temperature-dependence of the hK for the uncompressed MoS2/c-Si interface as shown in

Fig. 3. This suggests that the hK for the MoS2/c-Si domains with higher van der Waals interaction

strengths could largely be driven by enhanced anharmonic vibrational scattering mechanisms in

the MoS2 layer. These anharmonic processes could be a major factor in increasing the interfacial

conductances for the highly thermally resistive MoS2-based interfaces.

To support this hypothesis and to dig deeper into the intrinsic mechanism behind the temperature-

dependent hK in these materials, we further calculate the SEDs with increasing interlayer inter-

action strengths between the 2D/3D interfaces as shown in Fig. 8. For the MoS2/c-Si struc-
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Figure 8. Calculated phonon spectral energy densities at room temperature for MoS2/c-Si structure with

(a) 5 N m−1, (b) 34 N m−1, and (c) 67 N m−1 van der Waals interaction strengths. (d) Spectrally resolved

heat flux accumulation for MoS2 with varying interlayer interaction strengths. With increasing interaction

strengths, the contribution to the interfacial conductance shifts to higher flexural frequencies. Calculated

phonon spectral energy densities at room temperature for graphene/c-Si structure with (e) 6 N m−1, (f) 39

N m−1, and (g) 70 N m−1 van der Waals interaction strengths. (h) Spectrally resolved heat flux accumula-

tion for graphene with varying interlayer interaction strengths. Similar to the MoS2 case, with increasing

interaction strengths, the contribution to the interfacial conductance shifts to higher flexural frequencies.

In-line with the spectral heat flux calculations, for the MoS2/c-Si structure, we observe considerably in-

creased anharmonicities with increase in the interlayer interaction strengths as evident from the broadening

of the high frequencies optical and acoustic linewidths. Whereas, for the graphene system, although the

increased anharmonicity is not so evident, the increased group velocities of the hybridized ZA modes lead

to the monotonically increasing hK with increasing interaction strengths as shown in Fig. 7a.
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ture (Fig. 8a-c), anharmonicity increases with increasing interlayer interaction strengths as evi-

dent from the increased broadening of the linewidths of the high frequency optical and acoustic

branches. This suggests stronger coupling of the acoustic and optical modes in the MoS2 layer

leading to the higher values of hK with increasing interaction strengths as shown in Fig. 7a. Fur-

thermore, the quadratic flexural mode also tends to linearize with increasing interaction strengths.

In-line with our SED calculations, our spectrally resolved heat flux calculations show that the

increasing van der Waals strength leads to an increase in the spectrum of flexural modes that are

capable of carrying the heat across the 2D/3D interfaces (Fig. 8d). This is shown by the shift to

higher frequencies of the contributions to the spectral heat flux across the MoS2/c-Si interface with

increasing interaction strengths. For the graphene-based systems (Fig. 8e-g), the increased effect

of anharmonicity arising from the stronger interaction between the graphene and the leads is not

so evident since the SEDs of the modes in the graphene-based domains already show pronounced

anharmonicity even for the uncompressed structure. However, we do observe increasing group

velocities of the hybridized ZA modes with increasing interaction strengths. Complementary

spectrally decomposed heat flux accumulation also show a broader range of frequencies that are

capable of transporting heat across the graphene/silicon interfaces (Fig. 8h). This increase in the

frequency spectrum as well as the increased group velocities of the flexural modes explains the

monotonically increasing hK of the graphene/c-Si interface as shown in Fig. 7a.

Our study reveals the fundamental mechanisms affecting the thermal boundary conductance

across 2D material interfaces by utilizing systematic atomistic simulations. Our results have major

implications on the interpretation of experimental results measuring hK across 2D/3D heterostruc-

tures that are ubiquitous in our current technology. For instance, 2D MoS2 monolayers have been

considered as novel channel materials for atomically thin transistors,[1] flexible electronics,[69]

and opto-electronics.[70] However, experimental measurements have demonstrated ultralow val-

ues of hK across MoS2 interfaces, which exposes the major thermal management issue originating

at the 2D/3D interfaces in these devices. Our results presented in this work show that increasing

the anharmonicity across these interfaces can drastically improve hK, thus facilitating their proper

thermal management and further advancements in the above-mentioned applications. Therefore,

our results can help guide the proper thermal management in devices that incorporate 2D materi-

als by increasing by increasing interfacial heat flow through strategically engineering the 2D/3D

interfaces.
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CONCLUSIONS

In summary, we have performed systematic atomistic simulations on MoS2- and graphene-

based 2D/3D heterostructures to unravel the prominent role of anharmonic interactions in dictat-

ing their thermal boundary conductances. More specifically, by conducting NEMD simulations

on MoS2 or graphene that is encased between two semi-infinite leads of crystalline or amorphous

silicon, we found that the graphene-based heterostructures demonstrated drastically higher anhar-

monic interactions that were significantly weaker in the MoS2-based structures. Our SED cal-

culations along with our spectrally decomposed heat flux accumulation calculations lend critical

insights into the mode- and spectral-level details that dictate hK across these 2D/3D interfaces.

Through these analyses, we have shown that the stronger anharmonicity as well as a broader spec-

trum of flexural modes in graphene are responsible for almost four-fold higher interfacial con-

ductances with a much more pronounced temperature-dependence as compared to MoS2-based

heterostructures. However, we have also shown that increasing the anharmonic interactions within

the MoS2 layer by increasing the van der Waals interaction strength with the 3D substrate can dras-

tically enhance the interfacial conductances. Our results provide the fundamental understanding

of the microscopic physical processes dictating interfacial heat flow across 2D material interfaces,

and as such, will be critical for the further development of the next-generation of technologies

utilizing 2D/3D heterostructures through their proper thermal management strategies.
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MoS2 and MoSe2 monolayers, Nanotechnology 27, 055703 (2016).

[39] S. J. Stuart, A. B. Tutein, and J. A. Harrison, A reactive potential for hydrocarbons with intermolecular

interactions, The Journal of chemical physics 112, 6472 (2000).

[40] A. Giri and P. E. Hopkins, Resonant phonon modes in fullerene functionalized graphene lead to large

tunability of thermal conductivity without impacting the mechanical properties, Journal of Applied

Physics 125, 205102 (2019).

23



[41] M. Noshin, A. I. Khan, I. A. Navid, H. A. Uddin, and S. Subrina, Impact of vacancies on the thermal

conductivity of graphene nanoribbons: A molecular dynamics simulation study, AIP Advances 7,

015112 (2017).

[42] C. Si, X.-D. Wang, Z. Fan, Z.-H. Feng, and B.-Y. Cao, Impacts of potential models on calculating

the thermal conductivity of graphene using non-equilibrium molecular dynamics simulations, Interna-

tional Journal of Heat and Mass Transfer 107, 450 (2017).

[43] S. Munetoh, T. Motooka, K. Moriguchi, and A. Shintani, Interatomic potential for Si±O systems using

Tersoff parameterization, Computational Materials Science 39, 334 (2007).

[44] P. K. Schelling, S. R. Phillpot, and P. Keblinski, Comparison of atomic-level simulation methods for

computing thermal conductivity, Physical Review B 65, 144306 (2002).

[45] J. M. Larkin and A. J. McGaughey, Thermal conductivity accumulation in amorphous silica and amor-

phous silicon, Physical Review B 89, 144303 (2014).

[46] C. Abs da Cruz, K. Termentzidis, P. Chantrenne, and X. Kleber, Molecular dynamics simulations for

the prediction of thermal conductivity of bulk silicon and silicon nanowires: Influence of interatomic

potentials and boundary conditions, Journal of Applied Physics 110, 034309 (2011).

[47] R. Xiang, T. Inoue, Y. Zheng, A. Kumamoto, Y. Qian, Y. Sato, M. Liu, D. Tang, D. Gokhale, J. Guo,

et al., One-dimensional van der waals heterostructures, Science 367, 537 (2020).

[48] J.-W. Jiang, H. S. Park, and T. Rabczuk, Molecular dynamics simulations of single-layer molybdenum

disulphide (MoS2): Stillinger-Weber parametrization, mechanical properties, and thermal conductiv-

ity, Journal of Applied Physics 114, 064307 (2013).

[49] A. K. RappÂe, C. J. Casewit, K. Colwell, W. A. Goddard III, and W. M. Skiff, UFF, a full periodic table

force field for molecular mechanics and molecular dynamics simulations, Journal of the American

chemical society 114, 10024 (1992).

[50] See Supplemental Material at [URL will be inserted by publisher] for universal force-field parameters

for Lenard-Jones (LJ) potential used to model our 2D/3D interfaces; further details of non-equilibrium

molecular dynamics simulations and vibrational density of states; schematic illustrations of the com-

putational domains for our 2D/3D heterostructures; spectral energy density for crystalline silicon.

[51] W. G. Hoover, Canonical dynamics: Equilibrium phase-space distributions, Physical review A 31,

1695 (1985).

[52] S. Thakur, C. J. Dionne, P. Karna, S. W. King, W. Lanford, H. Li, S. Banerjee, D. Merrill, P. E.

Hopkins, and A. Giri, Density and atomic coordination dictate vibrational characteristics and thermal

24



conductivity of amorphous silicon carbide, Physical Review Materials 6, 094601 (2022).

[53] A. Giri, C. J. Dionne, and P. E. Hopkins, Atomic coordination dictates vibrational characteristics and

thermal conductivity in amorphous carbon, npj Computational Materials 8, 55 (2022).

[54] A. Giri, P. E. Hopkins, J. G. Wessel, and J. C. Duda, Kapitza resistance and the thermal conductivity

of amorphous superlattices, Journal of Applied Physics 118, 165303 (2015).

[55] J. A. Thomas, J. E. Turney, R. M. Iutzi, C. H. Amon, and A. J. McGaughey, Predicting phonon

dispersion relations and lifetimes from the spectral energy density, Physical Review B 81, 081411

(2010).

[56] J. A. Thomas, J. E. Turney, R. M. Iutzi, C. H. Amon, and A. J. McGaughey, Erratum: Predicting

phonon dispersion relations and lifetimes from the spectral energy density [Phys. Rev. B 81, 081411

(r)(2010)], Physical Review B 91, 239905 (2015).

[57] K. SÈaÈaskilahti, J. Oksanen, J. Tulkki, and S. Volz, Role of anharmonic phonon scattering in the spec-

trally decomposed thermal conductance at planar interfaces, Physical Review B 90, 134312 (2014).

[58] A. Giri, J. L. Braun, and P. E. Hopkins, Implications of interfacial bond strength on the spectral

contributions to thermal boundary conductance across solid, liquid, and gas interfaces: A molecular

dynamics study, The Journal of Physical Chemistry C 120, 24847 (2016).
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[70] A. Daus, S. Vaziri, V. Chen, CË . KÈoroğlu, R. W. Grady, C. S. Bailey, H. R. Lee, K. Schauble, K. Bren-

ner, and E. Pop, High-performance flexible nanoscale transistors based on transition metal dichalco-

genides, Nature Electronics 4, 495 (2021).

26


