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Most sports visualizations rely on a combination of spatial, highly temporal, and
user-centric data, making sports a challenging target for visualization. Emerging
technologies, such as augmented and mixed reality (AR/XR), have brought exciting
opportunities along with new challenges for sports visualization. We share our
experience working with sports domain experts and present lessons learned from
conducting visualization research in SportsXR. In our previous work, we have
targeted different types of users in sports, including athletes, game analysts, and
fans. Each user group has unique design constraints and requirements, such as
obtaining real-time visual feedback in training, automating the low-level video
analysis workflow, or personalizing embedded visualizations for live game data
analysis. In this article, we synthesize our best practices and pitfalls we identified
while working on SportsXR. We highlight lessons learned in working with sports
domain experts in designing and evaluating sports visualizations and in working
with emerging AR/XR technologies. We envision that sports visualization research
will benefit the larger visualization community through its unique challenges and
opportunities for immersive and situated analytics.

Data analytics in sports can be a game changer,
as it enables its stakeholders to make clear-
sighted decisions based on objective evi-

dence.1 One of the most successful stories is the MLB
Moneyball, where Oakland Athletics General Manager
Billy Beane, with a limited budget, used sabermetrics
(i.e., a specific statistical analysis method in baseball) to
measure player performance. He then used discovered
insights to draft undervalued players and subsequently
won games against rich teams like the New York Yan-
kees. In modern sports, data-driven decision-making
has become ubiquitous in most processes, such as

player recruitment, performance evaluation, training,
and tactic analysis.2

However, data-driven decision making and sports
data analysis is still often difficult to access for sports
professionals. Imagine a college basketball player strug-
gling to make free throws. The coaches tell them to
improve their shooting trajectories, but that is hard to
achieve when athletes are mostly practicing on their
own. How could athletes get immediate and data-driven
feedback directly on the court? Moreover, consider a
basketball fan watching a game starring their favorite
player. It is the second quarter and the player is not per-
formingwell. The fan is gettingworried and pulls up their
phone to check the player’s recent performance, but it is
hard to find. Being distracted, the fan misses an all-star
play of their favorite athlete, easily the best moment of
the game. How could this game-watching experience
have benefited from easily accessible data-based
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insights presented situated right next to the player?
Finally, consider a data analyst working for a basketball
team. After collecting and analyzing spatio-temporal
data for days, they have found some exciting insights.
However, when presenting statistics and abstract
graphs, the coaches have a hard time understanding
the point and dismiss the insights. How could this data
have been presented closer to its spatial and temporal
context, tomake insights easier to understand?

What do these three scenarios have in common?
First, they are all based on real stories from sports prac-
titioners we have worked with. Second, the visualiza-
tions in these three scenarios all come with a set of
unique constraints in space, time, and user that make
their adoption difficult. These constraints might not be
present in all sports applications, however, when they
are, conventional visualization solutions may no longer
work. This ismainly because conventional sports analyt-
ics is often performed offline and off the court. As a
result, users cannot access the visualization at their pre-
ferred location and time, forcing users to change their
workflow or making some application scenarios impos-
sible. On the positive side, sports visualization is cur-
rently reaching a pivotal moment in time. Novel sensors
and data collection techniques and recent progress in
human–computer interaction and mixed reality offer
unprecedented possibilities formodern sports visualiza-
tions. For example, state-of-the-art computer vision
(CV) technologies provide real-time data collection in
the court, allowing applications that would not be

possible without access to such data; the next genera-
tion of display and interaction devices (i.e., virtual and
augmented reality or VR/AR) are capable of projecting
an unlimited number of interactive 2-D and 3-D graphics
into any space, and breaking the boundary between the
physical and digital world.3 With these advances in tech-
nology, basketball players who want to improve their
shooting can obtain objective feedback through CV and
AR techniques in real time;4 fans who want to access
external information during a play can see the data
embedded in the court5; and analysts who want to bet-
ter explain their insights can create situated sports vid-
eos formore effective communication.6

The purpose of this article is to discuss the opportu-
nities and challenges in modern sports visualization (or
SportsXR3) research. We first elaborate the spatial, tem-
poral, and user constraints to highlight the uniqueness
of modern sports visualizations. We then share three
projects we performedwith different sports user groups
(see Figure 1) and finally discuss the lessons learned and
potential future challengeswe see from these projects.

WHATMAKES SPORTS
DIFFERENT?

Sports data, as well as sports domain users, have
some unique traits that need to be considered when
designing sports visualizations.

Spatial constraints:Most sports data are by nature
spatial, either containing spatial coordinates, such as

FIGURE 1. Three exemplary sports visualization projects we discuss in the “SportsXR Research” section. Each project targets a

different user group and workflow, including athletes’motor-skill training, analysts’ video creation, and fans’ in-game data analy-

sis. Different user goals and needs lead to tailored research and design approaches.
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the position of the basketball and players, or by being
linked to physical objects or spaces.7 For example,
shooting percentages of a basketball player are linked
to specific areas on the basketball court. Moreover,
sports data are typically dynamic,8 with most entities
(e.g., the players) moving all the time, making it chal-
lenging to design visualizations that allow viewers to
easily track these changes.

Temporal constraints: Most sports are fast-paced,
creating constant streams of time-sensitive data,
such as updated player positions or velocities. Sports
visualizations have to be able to support these time-
sensitive data, to allow viewers to follow the temporal
aspect of the sport. This requires visualizations to run
at real time on high-throughput data streams. At the
same time, however, sports visualizations must limit
the mental load on viewers, to allow them to digest
the presented information in a limited time. Addition-
ally, sports visualizations should not distract users
from their primary tasks, which might be coaching a
team, watching a game on TV, or practicing free shots.
Instead of competing for their attention, sports visuali-
zation needs to be integrated into the user’s workflow
to support real-time data analysis.

User constraints: Common stakeholders in sports
include athletes, coaches, analysts, fans, and journalists,
and less common roles can bemanagers, sports doctors,
and more. The diverse requirements of different user
groups lead to completely different sports visualization
designs. For ATHLETES, visualizations should enable them to
connect the data back to their physical skills4 (e.g., to
improve their technique or tactics). For COACHES, visualiza-
tions should be deployed onmobile devices, to be looked
at while being close to their athletes, next to the court,
rather than in front of an office computer. ANALYSTS con-
sider both the exploratory and explanatory aspects of
sports data and need to be able to quickly and easily cre-
ate different visualizations based on their specific pur-
poses.6 The wide variety of FANS, from novices to die-hard
fans, adds even more challenges to the design of visual-
izations.5 Finally, JOURNALISTS leverage visualizations to per-
form in-depth sports data exploration and communicate
the generated data story to their readers.9 These user
groups vary widely in their visualization literacy and ana-
lytical background, but also in their motivation and the
data they are interested in. Therefore, it is essential that
visualization tools are customized to specificuser groups,
their data, and the goals they are trying to achieve.

Summary: The spatial and temporal constraints
are often interconnected, and modern sports visualiza-
tion has the potential to address them together. For
example, creating visualizations situated in physical
space allows viewers to consume spatially embedded

sports data faster and with less cognitive load. Other
domains, outside of sports, share similar challenges and
could benefit from SportsXR research, such as visualiz-
ing spatio-temporal data. We also foresee that applying
existing techniques from computer graphics and com-
puter vision, such as optimizing camera placement and
rendering, can advance sports visualization in certain
scenarios. Some challenges have bigger implications
but have been underexplored, such as the limited
amount of time for users to perceive visual information,
which has only been discussed preliminarily.3,8

SPORTSXR RESEARCH
In the following, we summarize three sports visualization
projects that we have conducted with athletes, analysts,
and fans, respectively (see Figure 1). For each project, we
summarize our initial user research, identified goals and
tasks, design considerations, and evaluation.

Basketball AR: Motor-Skill Training for
Athletes
The goal of this project was to provide real-time visual
feedback for basketball players practicing free-throw
shooting. Through close collaboration with college bas-
ketball teams, we prioritized a minimal visual design
and fast and accurate feedback to help improve play-
ers’motor skills.4

Interviewing athletes to identify the gap in shot train-
ing: Through user interviews and in-person field studies
with players and coaches, we found players desire pre-
cise quantitative feedback on their shots, which they
typically do not get. They also have no way to precisely
specify goals or evaluate their outcome in an actionable
way (i.e., players cannot easily evaluate the shot angle
of their free throws). Therefore, playerswere highly inter-
ested in accessing visual feedback during shot training.

We first characterized user goals and tasks to form
a set of visualization design requirements. Basketball
players wanted to have real-time quantitative feedback
to increase shot consistency and refine their shot arc.
We then identified four tasks a visualization system for
free-throw training needs to support: T1) analyzing the
target shooting arc before a shot, T2) analyzing one’s
shooting arc during and after each throw immediately,
T3) comparing one’s shooting arc to the target arc, and
T4) adjusting one’s target arc to get consistently closer
to an ideal arc.

Real-time visual feedback through co-located and
situated visualization: To fulfill the aforementioned
design requirements, the visualization needs to support
the 3-D reasoning of the shot, be located closely and
easily accessible to the user. We implemented a shot
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tracking system to detect shot metrics in real time
and designed two visualization modalities. A co-located
2-D visualization [Figure 2(a)] presents the shot arc from
a third-person view on a co-located monitor placed
next to the shooter. A situated AR 3-D visualization
[Figure 2(b)] presents the shot arc from a first-person
view through anARheadset. Both visualizations present
information about the shooter’s target and actual
shot arcs with different presentation dimensions (2-D
versus 3-D) and viewing perspectives (third-person ver-
sus first-person).

Comparing the usefulness of 2-D and AR visualiza-
tions for free-throw training: Our evaluation focused
on characterizing unique aspects of applying our novel
AR visualization to free-throw training. We conducted a
comparative study of free-throw shot training with the
2-D and AR visualizations with ten basketball players
over four days each. We collected both quantitative
and qualitative measures, such as shot metrics and
user feedback. Our results suggest that the 2-D and AR
visualizations were considered useful for free-throw
training, and users significantly improved their shot
angle consistency throughout the study.More interest-
ingly, the AR visualization promotes an increased focus
on body form as users prioritized “improve the shooting
form” as their top training goal, as opposed to “improve
shot accuracy”with the 2-D visualization.

VisCommentator: Augmented Sports
Video Creation for Analysts
In this project, we focused on enabling analysts to cre-
ate augmented sports videos in a data-driven work-
flow (see Figure 3) rather than a completely manual
annotation process.6

A formative study to understand constituents of
augmented sports videos: Augmented sports videos
help in communicating analytical insights. However,
creating augmented sports videos is often difficult,

involving complex design decisions and video editing.
To understand the design practices of augmented
sports videos, we collected and analyzed 233 videos
from TV, teams, and leagues. Based on our analysis,
we propose a design space that characterizes aug-
mented sports videos at element- and clip-levels with
four design dimensions (i.e., data type, visual type,
data level, and narrative order).

A semiautomated system to create augmented
sports videos: Informed by the design space and the
close collaboration with experts, we developed Vis-
Commentator, a system that allows sports analysts to
augment table tennis videos efficiently by selecting
the data to visualize instead of manually drawing
graphical marks. Given a raw table tennis video, Vis-
Commentator first extracts sports data (e.g., players
and ball positions, ball events) using a set of machine-
learning models. The extracted data are grouped
together based on their semantic levels. Next, Vis-
Commentator uses the extracted data to decorate
the video objects and the video timeline, so that users
can directly interact with the video objects and events
to select the data to visualize. Finally, VisCommenta-
tor suggests visual effects for the user-selected data
based on our design space and renders the visual
effects into the video.

Expert evaluation: To evaluate the usability of Vis-
Commentator, we conducted a qualitative user study
with seven sports analysts. We tasked participants
with reproducing target augmented videos and
recorded the completion time and success rate for
each task, and subjective feedback. All participants
could successfully reproduce the augmented videos.

Omnioculars: In-Game Data Analysis
for Fans
In this project, we focused on improving the experi-
ence of sports fans in live game watching scenarios by
embedding visualizations into basketball games.

We investigated the design space of embedding
visualizations into live game videos and developed an

FIGURE 2. Two-dimensional and AR free-throw shot visualiza-

tions. (a) Co-located 2-D visualization. (b) AR situated 3-D

visualization.

FIGURE 3. Augmented sports videos embed visualizations

into videos to present data.
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interactive game-viewing prototype with personalized
embedded visualizations to support fans’ in-game
data analysis.5

Characterizing basketball fans’ data needs during
a live game: We first deployed an online survey to col-
lect fans’ data needs in a live game and interviewed
six fans about their game viewing experiences. We
found that fans seek data in various contexts during
games, which we characterized into three compo-
nents, including SCENARIOS (when fans desire to look for
data), DATA (what in-game data fans look up), and TASKS

(why fans look for data). Based on this framework,
we derived design requirements under specific game
contexts. All interviewees confirmed their habits of
looking up game stats on separate screens during
live games, which introduces context switching and
reduces game engagement.

Design exploration of embedded visualizations in
sports games: To present contextual data with embed-
ded visualization in game videos, we designed an inter-
active game viewing system, Omnioculars. Based on
the design feedback from fans, we prioritized five game
contexts to drive our embedded visualization designs,
including shooting, offense, defense, player perfor-
mance, and team performance (Figure 4).

Using embedded visualizations for in-game data
analysis: To evaluate our system for in-game data
analysis, we conducted a user study with simulated
basketball game clips in two parts. The participants
evaluated each of the five embedded visualizations
and then freely combined different visualizations to
derive game insights. Participants considered all five
embedded visualizations useful and novel. Moreover,
participants used different interaction approaches
based on their game focus and preferences (i.e., con-
figuring a fixed set of visualizations ahead of time or
altering visualizations on-the-fly based on context).
They could derive distinct game insights with their

chosen embedded visualizations. Overall, they found
Omnioculars helpful and fun to use, felt in control of
their experience, and were likely to use it in live games.

LESSONS LEARNED
Theme 1: WorkingWith Sports Experts
The entry barrier is high due to the required domain
knowledge, seasonality of sports leagues, and limited
data availability.

Without personal connections and a deep under-
standing of the sport, it is difficult to find collaborators
and keep them engaged. For our basketball AR proj-
ect, the collaboration with the varsity teams only
started because the lead author had experience work-
ing with a professional basketball team and was intro-
duced to the coach through a mutual connection.
Similarly, the augmented video project was only initial-
ized because of the researcher’s prior experience with
table tennis visual analytics systems. At the very least,
coaches, analysts, or fans usually expect the research-
ers to have a good understanding about the sport,
such as the rules of the game and the composition of
the professional league or collegiate tournament. For
example, when interviewing NBA fans, they often refer
to specific players or teams and technical terms (e.g.,
pick-and-roll, floater) to describe their game-viewing
experiences. It is crucial that researchers show under-
standing and enthusiasm to encourage the conversa-
tion and extract more insights from the interviewees.

In addition, sports leagues are seasonal and follow
strict timelines. Researchers need to be aware of the
constrained availability of experts when planning proj-
ect phases. For example, in the basketball AR project,
the varsity teams were able to support us throughout
the design phases, but they were competing in a tour-
nament at the later phase. Therefore, we had to find
other intramural teams to support our user testing.

FIGURE 4. Embedded visualizations for five selected game contexts, including (a) shooting performance, (b) offense player tra-

jectories, (c) defenders’movement, (d) player performance, and (e) team performance.
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We planned our Omnioculars project to align with the
NBA season to increase our chances to find passion-
ate fans and keep them in the loop throughout the
entire project.

Finally, access to sports data is usually proprietary
to the team or league. Since the nature of sports is
competitive, teams and athletes try to get advantages
over others through data collection and analysis.
Therefore, sharing data is usually not encouraged or
even impossible. For example, all teams we collabo-
rated with explicitly asked us not to publicize their
data and process. Similarly, when designing embedded
visualizations for basketball game viewing, we could
not obtain up-to-date player tracking data from the
NBA and had to use previously collected game data. A
workaround could be to build our own camera track-
ing system and train computer vision models to
extract data. However, this would require expertise in
CV and considerable resources.

Educating sports experts to use new techniques is
hard since some experts are reluctant to try alterna-
tives while others may overestimate the capabilities of
emerging techniques.

Oftentimes, sports experts have well-established
workflows and are reluctant to consider alternatives. In
VisCommentator, even though our proposed authoring
system can support fast prototyping of augmented vid-
eos, some analysts still preferred using traditional court
diagrams. To this end, we sought to find motivating fac-
tors in the target users. For example, collegiate teams
usually are open to collaborating with school research
labs because innovation appeals to student athletes,
which may also enhance their recruitment process. On
the other hand, sports experts may overestimate the
capabilities of emerging technologies that are still in an
evolving stage but are advertised as omnipotent (e.g.,
universal artificial intelligence). In the AR free-shot proj-
ect, for example, some experts were disappointed as
they found that the HoloLens1 was far frommature and
thus provided biased negative feedback for the visual-
izations in the user study. It is crucial to properly man-
age experts’ expectations of the emerging techniques
to obtain unbiased and useful feedback.

Theme 2: Evaluating Immersive
Visualizations
Identifying the benefits of visualizations in the analytic
workflow: A key consideration during the design pro-
cess is to distinguish between the added values from
the data versus visualization designs. When presented
with a novel analytic system, sports experts may find
the system useful because of the data they were able
to obtain. To identify the design values, it is important

to evaluate them explicitly. In our free-shot project,
we present the same shot tracking data in the 2-D and
AR visualizations. The direct comparison between dif-
ferent visual representations allowed us to separate
the benefit of immersive visualization, leading to more
generalizable design guidelines.

Using Wizard-of-Oz user testing allows us to focus
on the visualization research questions: Considering
the high implementation costs of AR, we advocate for
developing a subset of target scenarios and using the
Wizard-of-Ozmethod for evaluation. In the VisCommen-
tator project, we focused on a selected game video
instead of trying to implement a complete solution for
all game videos. On the other hand, in the Omnioculars
project, we aimed to evaluate how people use embed-
ded visualizations to analyze a basketball game. Instead
of tackling CV problems beyond our expertise, we
designed a simulated game environment with 3-D mod-
els and manually crafted player animation for selected
game scenarios. We also used a Wizard-of-Oz method
to evaluate how users interact with different visualiza-
tions through verbal commands. In both cases, we have
obtained valuable insights from users interacting with
our visualization tools under realistic use cases without
being blocked by implementation details.

Evaluating sports visualizations requires consider-
ation for individual user differences and contexts: It is
often insufficient to evaluate sports visualizations using
general quantitativemeasurementwith simplified tasks.
Onemitigation is to use qualitativemethods across user
groups, contexts, and times. For example, we evaluated
Omnioculars with novice and hard-core fans and
recorded their interaction patterns. We also evaluated
visualizations under different game contexts, such as
under shooting or clutch time scenarios. In AR basket-
ball training, we collected user feedback at the begin-
ning, during, and after training. This allowed us to
evaluate the usefulness of visualizations at a finer gran-
ularity with considerations for various factors on top of
the standard quantitativemeasures.

Evaluating skill transfer and long-term adoption
are still lacking in sports visualizations: As much as
we are excited about the new SportsXR solutions, it is
difficult to convince sports experts to change their
workflow without evidence for long-term improvement
and adoption. Long-term evaluations of visual analysis
tools for sports are still lacking. However, to have a
meaningful impact on the sports domain, it is neces-
sary to show evidence of skill transfer through longitu-
dinal evaluation. We thus envision and advocate for
sports visualization research to expand its impact
through collaborations with other research areas,
such as Kinesiology and Sports Sciences.
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CONCLUSION
Exploring new possibilities in sports visualization with
modern computing and display technologies is extremely
exciting, especially when seeing its impact on sports prac-
titioners. However, designing SportsXR applications is not
a trivial task. Sports is a data-rich scenario for visualiza-
tion that comeswithmany specific design considerations
and constraints. Although there are some inspiring dis-
cussions and preliminary studies,7,8,10 fundamentally, it is
still unclear how existing visualization principles can best
be applied to modern sports visualizations, and there is a
lack of established guidelines. We need to invest more in
understanding human factors in sports visualizations and
closely collaborate with other communities (e.g., CV, ML,
NLP) to improve the current workflows in sports. Further-
more, we envision that with visualization becoming ubiq-
uitous in space and time, there will be more and more
scenarios that share similar challenges as we have dis-
cussed here for sports. Ultimately, research in different
applications can complement empirical knowledge,
guidelines, and techniques from different perspectives,
forming a complete ecosystem for future visualization
applications.

ACKNOWLEDGMENTS
This work was supported in part by the National
Science Foundation (NSF) under Grants III-2107328
and IIS-1901030.

REFERENCES
1. C. Perin, R. Vuillemot, C. D. Stolper, J. T. Stasko, J.

Wood, and S. Carpendale, “State of the art of sports

data visualization,” Comput. Graphics Forum, vol. 37,

pp. 663–686, 2018.

2. A. Baca, P. Dabnichki, M. Heller, and P. Kornfeind,

“Ubiquitous computing in sports: A review and

analysis,” J. Sports Sci., vol. 27, no. 12, pp. 1335–1346,

2009.

3. T. Lin, Y. Yang, J. Beyer, and H. Pfister, “SportsXR–

Immersive analytics in sports,” in Proc. 4th Workshop

Immersive Anal.: Envisioning Future Productivity for

Immersive Analytics ACM CHI, 2020.

4. T. Lin et al., “Towards an understanding of situated AR

visualization for basketball free-throw training,” in

Proc. CHI Conf. Hum. Factors Comput. Syst., 2021,

pp. 1–13.

5. T. Lin, Z. Chen, Y. Yang, D. Chiappalupi, J. Beyer, and H.

Pfister, “The quest for omnioculars: Embedded

visualization for augmenting basketball game viewing

experiences,” IEEE Trans. Vis. Comput. Graphics, early

access, Sep. 26, 2022, doi: 10.1109/TVCG.2022.3209353.

6. Z. Chen et al., “Augmenting sports videos with

VisCommentator,” IEEE Trans. Vis. Comput. Graphics,

vol. 28, no. 1, pp. 824–834, Jan. 2022.

7. W. Willett, Y. Jansen, and P. Dragicevic, “Embedded

data representations,” IEEE Trans. Vis. Comput.

Graphics, vol. 23, no. 1, pp. 461–470, Jan. 2017.

8. L. Yao, A. Bezerianos, R. Vuillemot, and P. Isenberg,

“Visualization in motion: A research agenda and two

evaluations,” IEEE Trans. Vis. Comput. Graphics,

vol. 28, no. 10, pp. 3546–3562, Oct. 2022.

9. Y. Fu and J. Stasko, “Supporting data-driven basketball

journalism through interactive visualization,” in Proc.

CHI Conf. Hum. Factors Comput. Syst., 2022, pp. 1–17.

10. B. Ens et al., “Grand challenges in immersive analytics,”

in Proc. CHI Conf. Hum. Factors Comput. Syst., 2021,

pp. 1–17.

TICA LIN is currently working toward the Ph.D. degree

with Harvard University, Cambridge, MA, 02138, USA. She is

the corresponding author of this article. Contact her at

mlin@g.harvard.edu.

ZHUTIANCHEN is a postdoctoral with Harvard University, Cam-

bridge,MA, 02138, USA. Contact himat ztchen@seas.harvard.edu.

JOHANNA BEYER is a research scientist with Harvard

University, Cambridge, MA, 02138, USA. Contact her at

jbeyer@g.harvard.edu.

YINGCAI WU is a professor with Zhejiang University, Hang-

zhou, 310058, China. Contact him at ycwu@zju.edu.cn.

HANSPETER PFISTER is the academic dean of computa-

tional sciences and engineering and An Wang Professor of

Computer Science at Harvard University, Cambridge, MA,

02138, USA. Contact him at pfister@g.harvard.edu.

YALONG YANG is an assistant professor with Virginia Tech,

Blacksburg, VA, 24061, USA. Contact him at yalongyang@vt.edu.

Contact department editorMelanie Tory atmtory@tableau.com

or department editor Daniel F. Keefe at dfk@umn.edu.

90 IEEE Computer Graphics and Applications January/February 2023

PEOPLE IN PRACTICE

Authorized licensed use limited to: Brown University. Downloaded on July 25,2023 at 21:04:50 UTC from IEEE Xplore.  Restrictions apply. 


