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Abstract

In the last decade, the interactions among histone modifications and
DNA methylation and their effect on the DNA structure, i.e., chromatin
state, have been identified as key mediators for the maintenance of cell
identity, defined as epigenetic cell memory (ECM). In this paper, we
determine how the positive feedback loops generated by the auto and
cross-catalysis among repressive modifications affect the temporal dura-
tion of the cell identity. To this end, we conduct a stochastic analysis
of a recently published chromatin modification circuit considering two
limiting behaviors: fast erasure rate of repressive histone modifications
or fast erasure rate of DNA methylation. In order to perform this math-
ematical analysis, we first show that the deterministic model of the
system is a singular singularly perturbed (SSP) system and use a model
reduction approach for SSP systems to obtain a reduced one-dimensional
model. We thus analytically evaluate the reduced system’s stationary
probability distribution and the mean switching time between active
and repressed chromatin states. We then add a computational study of
the original reaction model to validate and extend the analytical find-
ings. Our results show that the absence of DNA methylation reduces
the bias of the system’s stationary probability distribution towards the
repressed chromatin state and the temporal duration of this state’s mem-
ory. In the absence of repressive histone modifications, we also observe
that the time needed to reactivate a repressed gene with an activating
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input is less stochastic, suggesting that repressive histone modifications
specifically contribute to the highly variable latency of state reactivation.

Keywords: Singular singularly perturbed system, Model reduction, Epigenetic
Cell Memory, Chromatin modifications, Synthetic biology

1 Introduction

Multicellular organisms are composed of cells with different phenotypes, even
if all cells share the same genetic sequence, and this phenotypic distinction is
maintained despite the unavoidable presence of noise. This property is known as
epigenetic cell memory (ECM). For instance, ECM allows human differentiated
cells to have different identities, even if they share the same genetic sequence,
and to maintain these identities across cell division. In the past years, several
studies have shown how the structure of the DNA, defined as chromatin state
and determined by histone modifications and DNA methylation, affects gene
expression and then has a critical role in ECM [1, 2].

This is the reason why several models describing the chromatin dynamics
have been developed and analyzed. While some of them include either histone
modifications or DNA methylation but not both [3, 4], and others are suitable
only for computational analysis [5-7], a chemical reaction model including both
DNA methylation and histone modifications has only recently appeared [8].
The circuit comprises positive feedback loops generated by the cooperation and
competition among chromatin modifications.

In this paper, we focus on determining the specific contributions of histone
modifications and DNA methylation to the features of the stationary prob-
ability distribution and temporal duration of cell memory. To this end, we
perform a mathematical analysis of this model using the theory of singular
singularly perturbed systems [9]. More precisely, we exploit this theory to
reduce the chromatin modification model to a one-dimensional system, which
we use to create a one-dimensional Markov chain suitable for analytical study.
Then, we consider two limiting cases. In the first case, we consider the limit
in which the erasure rate of DNA methylation becomes much larger than the
erasure rate of the other chromatin modifications, obtaining a reduced system
in which DNA methylation is absent. In the second case, we consider the limit
in which the erasure rate of the repressive histone modifications becomes much
larger than the erasure rate of the other chromatin modifications, thereby
obtaining a reduced system with no repressive histone modifications. In all
cases considered, the expression for the stationary distribution is obtained by
exploiting detailed balance [10], while first step analysis [11] is applied to ana-
lytically evaluate the temporal duration of memory. Finally, we validate and
extend the analytical results with computational simulations of the original
reaction model using Gillespie’s Stochastic Simulation Algorithm (SSA) [12].
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Fig 1. Reactions and diagram of the chromatin modification circuit. (a)
List of the reactions associated with the full chromatin modification circuit. The
numbers associated with the reactions are described in the main text. The boxes
enclose reactions associated with activating histone marks (blue), repressive histone
marks (pink), and DNA methylation (brown). Dark shades are associated with the
establishment and light shades are associated with erasure. (b) Full chromatin
modification circuit diagram. (c) Simplified circuit diagram in which DNA
methylation is absent. (d) Simplified circuit diagram in which repressive histone
modification is absent. In (b), (c), and (d), each arrow corresponds to reactions in
panel (a) associated with the same number. More precisely, solid arrows represent
the establishment and erasure reactions of chromatin modifications, while dashed
arrows represent the increase of the establishment and erasure reaction rate due to
the presence of another species.

2 Models

The chromatin modification circuit model analyzed in this work is developed in
[8]. It includes H3K9 methylation (H3K9me3) and DNA methylation (CpGme),
associated with repressed chromatin state [13], H3K4 methylation/ acetylation
(H3K4me3/ac), associated with active chromatin state ([1], Chapter 3 and [14]),
and their known interactions.

The basic unit of the model is D, that is, the nucleosome with DNA wrapped
around it. Then, we have DA, that is, nucleosome with H3K4me3/ac, D},
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that is, nucleosome with H3K9me3, DY, that is, nucleosome with CpGme, and
DY, that is, nucleosome with both H3K9me3 and CpGme. In terms of key
molecular interactions considered in the model, all the modifications can be
de novo established (reactions (0), D, and ®). Then, the read-write mecha-
nism, in which histone modifications recruit marks of the same kind to nearby
nucleosomes, generates auto-catalytic loops (reactions (2), ). Similarly, the
cooperation between DNA methylation and repressive histone modification,
through which each mark enhances the creation of the other, generates cross-
catalytic loops (reactions @, @) Finally, basal erasure and recruited erasure,
wherein activating marks recruit repressive mark’s eraser enzymes and vicev-
ersa, are represented by reactions @), ®), @ and ®), @), @0, @1), respectively.
In this reaction model, it is introduced the assumption that the rate of the
establishment, auto and cross-catalysis, and erasure of H3K9me3 (DNA methy-
lation) does not change if the other repressive chromatin modification is present
on the same nucleosome. All the reactions are listed in Fig. 1(a) and the dia-
grams of the chromatin modification models are represented in Fig. 1(b)-(d).
More precisely, Fig. 1(b) shows the full chromatin modification circuit, Fig. 1(c)
shows the simplified chromatin modification circuit including only activating
and repressive modifications, and Fig. 1(d) shows the simplified chromatin
modification circuit that only includes activating histone modifications and
DNA methylation.

Now, let us introduce the ordinary differential equation (ODE) model associ-
ated with the full chromatin modification circuit. More precisely, by letting
npa, Npk, Npk, NpE and np represent the number of DA, D} D} DR D,
we introduce the ODE model in terms of the fractions D4 = npa /Diot,
D{a = nD{?/Dtot, Df’ = npg/Dtot, D{%z = npg/Dtot and D = nD/Dtota
with Dyt the total number of modifiable units, that is the total number of
nucleosomes within the gene of interest. This can be done by assuming Dy
sufficiently large, such that npa, Npr, Npk, Npk and np can be considered
real-valued. Now, let us introduce Dy = Dyt /€2, with  the reaction volume,
and let us define the normalized inputs as 4 = uf} + uf, uf = ul} + uf and
a? = uft +u?, with

A A
kivo A _  kwy

i ki
Wo R_ _kw

U 7 Ut = —— .
k4l Diot k4 Diot

. A
=-———— fori=1,2, and uy =
k{8 Diot’ " ki Diot ’

R _
U0 =

We consider @f?, @4 and @ as inputs of our dynamical system because they can
be modulated by transcription factors external to the chromatin modification
circuit [8]. Now, let us define the parameters a = kyr/ki;, a@ = ka/kiy
and o/ = ky;/k#: the first one represents the dimensionless rate constant of
the auto-catalytic loops, while the last two represent the dimensionless rate
constants of the cross-catalytic loops. In our analysis, without loss of generality,
we introduce the simplifying assumption that these three parameters have the
same order. Finally, let us also define
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Param. Definition Interpretation
£ 6+ Iz‘g)/(k:é[Dmt) Parameter that scales the ratio between the rate of the basal erasure and the one of the
auto/cross-catalytic loop of each mark
g ké/k;\, Parameter that scales the ratio between the rate of the recruited erasure and the one of the
auto/cross-catalytic loop of each mark
M kg/ké Ratio between the erasure rates of repressive and activating histone modifications
,LL/ k;i‘/ké Ratio between the erasure rates of DNA methylaton and activating histone modifications

Table 1. Definitions and interpretations of ¢, &', u, and p’.

_5+E£‘ /_ké _kg /_k;:k (2)

T PR > S ¥ S
with b = O(1) such that (6 + k%)/(6 + k) = bu and B = O(1) such that
(8" + k) (6 + k&) = Bu/. More precisely, 1 represents the ratio between the
erasure rates of repressive histone modifications and activating histone modifica-
tions and ' represents the ratio between the erasure rates of DNA methylaton
and activating histone modifications. Furthermore, based on the previous defi-
nitions, we have that (6 + k%) /(k4; Diot) = bep and (8" + k%) / (k4 Diot) = Bept'.
This implies that the dimensionless parameter ¢ scales the ratio between the
rate of the basal erasure and the one of the auto/cross-catalytic loop of each
mark. Finally, given that k% /k4, = pe’ and k% /k{; = p'e’, the dimensionless
parameter ¢’ scales the ratio between the rate of the recruited erasure and the
one of the auto/cross-catalytic loop of each mark. We collect the definitions and
interpretations of these parameters in Table 1. Now defining the normalized
time 7 = tkﬁDtot, the ODEs associated with the full chromatin modification
circuit are

df = (a1’ + /(D5 + D1%))D + p(be + £’ D) Db
— (ully + o(DF + DI + a(DF + DY) + 1/ (8 + £’ D*)) DF
ddDT§ = (@ + o(DF + DIY) + a(DF + DIY))D + 4/ (8 + £’ DD,
— (uf + o/ (DF + DE) + p(be + £’ D)) DF
d?;% = (ufh + o/ (D + D)) DF + (ubhy + (DF + DIb) + a(Df + Dib)) DI
— (W (B + €' D?) + pu(be + ' D)) DI, (3)
% = 4/ (Be + € DAYDT + pu(be + £ DA)DE

+ (e + £/ (DF + DY) + ¢/(DF + DE)) DA
— (@} + (DF + DB) + a(Df + DB) + alt + o/ (D + DE) + a + DD
dD4
dr
with D + DA + Df + DE 4+ D, =1 as constraint.

= (@ + DD — (e + &'(DF + DE) + ¢/(DF + DE)) D4,
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We next write the system in singular perturbation form by assuming that the
rates associated with the auto and cross-catalysis are much faster than the rate
of the erasure processes. This assumption is in agreement with empirical findings
suggesting that the natural erasure of chromatin marks is a slow process [19].
We thus let € = ¢¢’, with ¢ = O(1). Then, introducing the new time variable
7 = 7¢’ in the ODEs (3), the system of equations can be rewritten as follows:

D% (@4 DD~ e+ (D + D) + (DR + D)

9D (ufy 4o/ (DF + DE)DE + (udh + a(DF + D) + (D + D)) DF
— &' (u(be + DA) + 4/ (Be + DA)) DIy

¢ df?; = (@l + o/ (DF + DE))D + &' u(be + DA DE
— (ubp + (D5 + Dib) + a(Dff + Di%))Df* — (/v (Be + DA)) DT (4)

¢ dff = (@5 + (D + Dib) + a(Df' + D1%))D + &'/ (Be + DA) D
— (ufty + o/ (DY + DIb) + & u(be + DA)) DF

5/% =& (i (Be + D_A)Df% + p(be + D_A)Df)

+&(c+ (D + D) + (DF + DE) DA — @* + DYD

— (a8 + (D5 + D1%) + a(Dff + DI%) + @it + o/ (D5 + D1%))D.
Here, €’ is the small parameter that we exploit in the model reductions per-
formed in Section 4. Furthermore, when we investigate the limiting behavior of
the system for large p’, we define the parameter U’ := &'y’ and assume that it
is ¢’-independent, so that the product £’ does not vanish as ¢’ approaches
zero. Similarly, in order to study the behavior of the system for large p, we
will define U := ¢’y and assume that it is ¢’-independent, so that &’p does not
vanish as & approaches zero. Each case will lead to a different reduced model,
as shown in Section 4.

3 Singular singularly perturbed system and
model reduction approach

In  this section, we introduce the definition of singular
singularly perturbed system and the model reduction approach developed in
[9], which we will apply to the full chromatin modification circuit model (3).
Let us first give the definition of integral manifold S provided in [15, 16]:
Definition 3.1 (Integral manifold). Given a general dynamical system Cé—”t” =
flz,y,t) with x € R", t € R, let us define a smooth surface S in R™ x R as
an integral manifold of the system if any trajectory (x(t),t) of the system, that
has at least one point in common with S, lies entirely in S.
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Definition 3.2 (Singular singularly perturbed system). Assuming x € R™
and yo € R™, let us introduce the system

et = fi(z,y2,t,€')  €'Po = fa(w,y2,t,€"), (5)

with functions fi and fo sufficiently smooth, and let us define the matrix

) N %J;l gzﬁ . flz f1y2
(‘r’y27t,€ ) = Ofs Ofa - f2z f2y . (6)

ox  0ya

If A(x,ys,t,0) is singular on some subspace of R™ x R™ x R, then we define
the system in (5) as a singular singularly perturbed system [9].

Now, let us consider the following conditions [9]:

¢ C1: fo(x,y2,t,0) = 0 has a smooth isolated root yo = ¢(z,t) with ¢t € R and
r € R™;

¢ C2: the matrix A, defined in (6), with ya=¢(z,t) and &’ = 0 has a kernel of
dimension m and m corresponding linearly independent eigenvectors, and

the matrix
B, ¢(a.1),1,0) = 220 1).1,0)
0ya
has n eigenvalues \;(z,t) : Re(\;) < —26, with 6 > 0;
¢ (C3: defining the domain X as X = {(z,y2,t,")|z € R™,||y2 — o(x,t)|| <
pt € R0 < e’ <gf}, the functions fi, fo and the matrix A are continuously
differentiable (k + 2) times in X', with k& > 0 for some positive e(, and p.

(7)

Now, let us introduce the new variables yo = y1 + ¢(x,t) in system (5), that
can then be rewritten as follows:

't = C(z,t)y1 + Fiz,y1,t) + ' X(z,y1,t,€)

e'yg1 = Bz, )y1 + Fo(z,y1,t) + €'Y (x,y1,t,€), ®)
with
C(z,t) = fiy, (z, ¢(z,1),t,0),
B(z,t) = fay,(z,¢(2,1),,0),
Fi(z,y1,t) = fi(z,y1 + é(2,1),t,0) — C(x, t)y1,
Fy(x,y2,t) = fao(z,y1 + é(2,1),t,0) — B(z, t)y1,
& X (z,y1,t,6") = fi(z,yr + ¢z, 1), t,") = fi(z,y1 + ¢(x,1),¢,0), (9)
'Y (z,y1,t,6") = falz,y1 + d(,1),t,€") — falz, y1 + é(=,1),1,0),
in which Fy and F} are such that HFl(ac vy, O = O(|lnl?), [|Fe(z,y1,t)|| =

O(||y1]1?), and & ~1Fy(x, &'y, t) and & 1 Fy(x, &'y, t), with y = y, /e, are con-
tinuous in X, with X’ defined in C3 [9]. Let us then consider the following
theorem and remark:

Theorem 3.1 (Theorem 7.1 from [9]). If conditions C1-C3 are verified, then
there exists an €}, 0 < ] < &, such that, for any &' € (0,&]), system (8) has a



Springer Nature 2021 BTEX template

8 Limiting behaviors of a chromatin modification circuit

unique integral manifold, y1 = ¢'h(x,t,e’), that is exponentially attractive. The
motion along this integral manifold is described by the following equation:

f:Xl(f,t,S/), (10)

in which X1(Z,t,e") = C(Z,t)h(Z,t,e")+ X (T, &' h,t,e’) +5/_1F1(3E,5’h,t), with
the function h(x,t,e") continuously differentiable k—times with respect to x and
t.

Remark 3.1. Given the fact that the integral manifold is exponentially attrac-
tive for a sufficiently small €', then, for any solution (x(t),y1(t)) of (8) with
initial conditions (x(tg),y1(to) = (2°,99) such that |y — 'h(z to,e")| is
sufficiently small, we have a solution of the reduced system (10) such that

z(t) =2(t) + Q(t), () =h(z(t),t,€') + C(b),

with ¢;(t) = O(e~0/N=t0)y i = 1.2 andt >ty ([9, 17], [18] Chapter 6). This
implies that the behavior of the original system’s trajectories near the integral
manifold can be determined by studying the reduced system’s trajectories (10).

Furthermore, as described in [9, 16], we can obtain h(z,t,e’) by introducing
the change of variable y = y;/¢’ in (8) and rewriting it in standard singular
perturbation form:

Z“ = X(x) y7 t’ El) E/y' = Y(x7 y’t)€/)’ (11)

with 2 € R™,y € Rt € R, X(x,y,t,&') = C(x,t)y + ¢ ‘F(x,ey,t) +
X(x,e'y,t,e"), Y(x,y,t,e') = B(x, t)y+e " Fy(x, ey, t)+Y (z, 'y, t,¢"). Given
that F;, with i = 1,2, are such that ||F;(x,y1,t)|| = O(||y1][*) in X, then
sllei(x, 'y, t) are well defined as ¢’ approaches zero [9]. Then, defining the
smooth isolated root of Y (x,y,t,0) = 0 as y = ho(z, 1), it is possible to show
that, since conditions C1-C3 are verified, the eigenvalues \; of the matrix
(Y /0y)(x, ho(x,t),t,0) satisfy the inequality Re(\;) < —26, with 6 > 0.
Then, the integral manifold y = y1 /¢’ = h(z,t,&’) can be calculated as an
asymptotic expansion in integer powers of €, h(z,t,&') = ho(z,t) + 'hi(z,t) +
ot eFhy (x,t) + ..., whose coefficients are smooth function with bounded norm
[16] and they can be found by substituting the expansion in the second equation
of (11), obtaining [9]:
,0h  ,0h

v i % / :"' /‘ 12
€ 5 +€axX(z,h,t,5) Y(x, h,t, ") (12)

4 Results

In this section, we obtain reduced versions of the full chromatin modification
system (4) in the limit where £’ approaches zero. We first show that, considering
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¢’ as small parameter, the ODE model (4) is a singular singularly perturbed
system, and then we apply the approach introduced in Section 3 to obtain
a reduced model. This allows us to obtain a one-dimensional reduced model
with one-dimensional associated Markov chain, whose stochastic properties can
be analytically determined, allowing a mechanistic understanding of how the
parameters defined in Table 1 affect system behavior. Then, in order to validate
the trends analytically determined, that rely on a deterministic quasi-steady
state approximation [20], we conduct a computational study of the original
reaction system and show that the analytically derived trends are mirrored by
the original system.

In order to single out the contributions of repressive histone modification
and DNA methylation to the system stochastic properties, we conduct the
model reduction for two limiting cases. In particular, in order to single out
the contribution of repressive histone modifications, we first introduce the &’-
independent parameter U’ := &’p/, so that €'y’ does not vanish as &’ approaches
zero in the model reduction, and then we consider the limiting behavior as
U’ — oo. Similarly, in order to single out the contribution of DNA methylation,
we repeat the model reduction introducing the ¢’-independent parameter U :=
¢’'u, so that ¢'p1 does not vanish as ¢’ approaches zero, and then we consider
the limiting behavior as U — oc.

4.1 Behavior of the full chromatin modification circuit
with &’ as small parameter

Let us summarize the results of the model reduction in the following proposition:

Proposition 4.1. Let € = ce’, with ¢ = O(1), and let us consider the following
system:

dD* _ [ (u(be +'DMp '(,Bs+s’15A))f<(aA+DA) bR
dr a4 + DA+ all + af + (e +a+ o) D 12
B s+25D12 (@ +af + (o +a+ o)D) HA
A + DA+ all + af + (o + a+ o) DY
deg: (e + 2/ D)Y@ + af + (a + a+ o) DE) DA (13)
dr a4 + DA +all + alt + (a +a + o) DE,
(u(be + &' DM/ (Be + € DA) K (a + D?) Iy
uAJrDAJru +aft + (a+a+o)DE 2
with DA + DF 1. Furthermore, let (D(7), DE(r),DE(r)) =

M(DA(t), D& ( )) represent the system’s unique integral manifold. Then, for
any solution (D (1), DE(7), D(7), DE(7), DE (7)) of (4) with initial conditions
such that |(D(0), DF(0 )7DR(O)) M(DA(0), DE(0))| is sufficiently small, we
have that, for €' sufficiently small, the solution of (18), (D**(r), D& (7)), is



Springer Nature 2021 BTEX template

10 Limiting behaviors of a chromatin modification circuit
such that

(D(r), Di(7)) = (D**(7), DI (7)) + Gu(7),

_ " 14
M (D™ (), Di' (7)) + Ca(7), -

]
S
]
=
S
]
N5
O
Il

in which ¢;(1) = O(e= /N7 with i = 1,2, > 0, and 7 > 0.

Proof Let us consider the ODE model (4) and let us define z, y2, f1 and fo as follows:
_ DR
T = (gé) Y2 = D_é% v f1= (ﬁl> f2 = g; )
D fa3
fu = @'+ DD~ (c+ (DI + Dib) + (DE + Di3))D?,
fiz = (uty + o' (DF + D13)) D3’ + (usy + (D5’ + Dib) + a(DT' + D1)) DI’
e(wo+DA%+uwc+DA»Du,
(af’ + o/ (D3 + D15))D + &' p(be + D*)Di
(ugo + (D5 + Dib) + &(Df + D) + €'4/ (Be + DA)) DT,
fo2 = (@' + a(DF + Dfb) + a(DT* + D1%))D + &'/ (Be + DA) Dib
— ((ufh + o/ (DF + Dib)) + &' u(be + DA)) DF,
fas = €' (i (Be + DAYDI + p(be + DA)DS + (e + (DI + Dit) + (D5 + Dib)) DY)
— (@5’ +a(DF' + Dib) + a(Df' + DY) + af + o/ (D' + Dit) +a” + D*)D.

fo1 =

Now, it is possible to show that ¢, defined in C1, is equal to ¢(x) = (0,0,0), and
that matrix A, defined in (6), with D = Dff = DI =0 and ¢/ = 0 can be written as
follows:

02,2 Ao 3) (15)

A ) = 7t70 = ’ =
(a2 = 9(0),,0) = (022 27
with

Ao n — 0 0 (a*4+D4)
237\ (ufhy+(a+a)Df) (ufy+a’Dfy) 0 ’

i Asn Agy n (al'+o' DR

Ay g = ( A2z 42 Any = 1 12
3.3 ( 01,2 A11 ) ’ 21 ((a§+(a+a)D{‘2) ’

i —(uih+(at+a@)Dih) 0

A2,2 = < 0 7(u§0+a'Dg) )

Ay = (—(@*+D*)—(@f+af+(a+a+a’) D) ) .
The matrix A in (15) is singular, and this implies that system (4) is singular singularly
perturbed (Def. 3.2). More precisely, A has a two-fold zero eigenvalue, with two
associated linearly independent eigenvectors, and matrix B = A3 3, with the definition
of B given in (7). When no external inputs are applied (v = uff = uff = 0 and then
u” = up, afl = uﬁ), and af = u§0) matrix B has three eigenvalues with negative
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real part if ulo, ugo, ugy >l with { > 0. This implies that we can apply Theorem 3.1
to reduce our system To this end, let us first introduce the new variables D = D/E ,
DI = DE/¢" and DE = DI/’ in (4):

e d(l;{% = (af" + a'(alﬁg + D{E))D + p(be + DA)D{E
— (uby + (e DF + Df) + a(e DF + Dfy) + ¢4/ (Be + DA)) DT
g’% = (@} + a(e DY + DR) + a(c DF + DI)D + 1/ (Bc + DAYDE,
— ((ufh + o/ (€ D + DY) + ' u(be + DA) DY
8’% =4 (Be+ le)a/D{% + p(be + 5A)€/D§

+(c+ (e DF + DIY) + (¢ DF + D)) DA
— (@5 + a(c DF + D) + a(e D + DD
— (aff + o/ (¢ DS + D)+ a* + DMD

(16)

dDR o~ _ ~ !~ — L~ _ ~
12— (ufh + o (¢ DY + D) DY + (ubly + a(c' DY + DfY) + a(e' Dff + D) !
— (ulbe + DA) + i/ (Be + DA)) Di
dD* A | BAVF "SR | AR "AR | AR\ AHA
?:(ﬂ + D )D—(C+(E D1 +D12)+(€ D; +D12))D :

Now, to determine the integral manifold M(DA DIy = (D DT DE), let us find the
expression for the asymptotic expansion of D Dl and D2

D = ho(D*, Diy.<') = hoo(D”, Di) + ¢ h01( Dy +0(E"),
Df' = h (D", Dih,€") = hao(D*, Dih) + £'ha1 (D, Diy) + 0<e O.an
DF = ha(D*, DIy, &) = hao(D*, Df) + ¢'hon (D, DIy) + 0(7).
To this end, let us substitute (17) in the first three equations of (16) to obtain

s _ o Ol dD*  am dD{E)
dr " 0DA dr 9D drF
= (af' + o (¢ ha + Df5))ho + p(be + D*) Db
— (ufh + a(e 'z + D) + a(e b + D) + '/ (Be + D))y
odhz _ i Ohs dD*  Ohy dD{g)
dr " 'oDA dr QDL dr

= (@5 + (e ha + Dfb) + a(e ha + DI%))ho + 1/ (Be + DA)DT (18)
— (uft + o' (€ ha + D) + & u(be + DA))hy

_ Oho dD_A Oho d[)_le)

o0DA dr 8D{%2 dr
= 1/ (Be + DAYe hy + p(be + DAY ho + (¢ + (¢ hy + D) + (¢ ha + D)) DA

ydho
dr
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— (@8 + ale ha + Db) + a(e by + D) + ait + o/ (e ha + Dib) +a + D*)ho.
Now, we can obtain h;g and h;1, with ¢ = 0,1, 2, by equating the terms of the right and
left hand 51de of the equations above multiplied by the same power of €’. More precisely,

given that 3 D’,% and 8%’2 are bounded Vi = 0, 1,2, and then &’ gg’,% € ’ggﬁ < 1 for

sufficiently small values of ¢’, we can write hjg and hj, with 4 = 0, 1,2, as follows:

(c+2D%)DA

700 = 2R DR + aDR, 1 af + /DR + a4 1+ DA’

(@l + o/ D)Yhoo + 1 (bc + DA) D
P10 = “go + (a+ d)DfQ ’
o (@b + oD + aDib)hoo Jf ' (ﬁc + D74) DE 19)

u{% + oz’D{%2 ’

pon = D04l Gt D)

all + oD + aDE + aft + o/ DE + a4 + DA
By — (af’ + o/ DIY)hoy —R(Oéh2o +ahio + ' (Be + D*))hyo

usy + (a + d)D{%2 ’

hyy — (2 + (@ + @) Dib)hoy = (o'h3y + pbe + D)oo

R DR
uty + ' Dy

Then, by introducing in the last two equations of (16) the asymptotic expansion
of D, D{% and ﬁf (17) with the expressions for h;y and h;; provided in (19), we
obtain the reduced system in (13), in which we have re-introduced the original
time variable 7 = T/E The sum of the equatlons in (13) is equal to zero, imply-
ing that D? + D12 = constant. Smce DA+ DE + D+ Dl + DI =1 and, for
sufficiently small ¢/, D = ¢/D ~ 0, D = DR 0, and D2 = D? ~ 0, then
DA+ D{%Q can be approximately set equal to 1 for sufficiently small ¢’. Furthermore,
given that the integral manifold obtained, M (D?, DY) = (D, DF, D£), is exponen-
tially attractive for a suff1c1ent1y small ¢’ (see Theorem 3.1), then, for any solution
(DA(7), DR (7), D(r), Dl (7') D2 (7)) of the original system (4) with initial condi-
tions such that |(D(0), DF(0), D¥(0)) — M(D*(0), D (0))| is sufficiently small, we
have a solution of the reduced system (13), (DA% (), DI%* (7)), that satisfies (14) (see
Remark 3.1). d

Now, if we multiply both sides of the ODEs in (}3) by Dtot(ngm) and
introduce k{j‘v = klévo + k{j‘w kL = k‘l;[,o + k%,[,, and k%v = k‘z,vo + k%,w we can
rewrite system (13) as follows:

A _ [(OAFE+KEDNE + ky + ky D) Kaim (ki + ki D) Dl
ki + kDA + k2, + kL, + (kag + kg + Ky ) D,

_ (O + kg + 2k DY) (K + ki + (kar + kas + kp)Dib) |
k{ + kqy DA + k2, + ki, + (kas + kg + Ky ) DE,

DR — O+ ke +2kEDE)(Ky + Ky + (ky + by + k) D) | pa o)
kiy + ki DA+ k2, + ki, + (kar + kg + k) DI
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(G RE+REDN)G + ky + kg D) Kaim (ki + k34 DY)\ ) R
ki + k{4 DA+ k2, + kL, + (kar + kar + k) DI

: P 1 1
with Kyjm = + = .
dim = G YK, DE " Kiyot(kntka) Dl

represented by the following chemical reactions:

This reduced system can be

DY *4% D, DY £ DA (21)

with reaction rate coefficients k4r and kra given by
(+ ka + Z%Dﬁ)@%{/ + ki + (kar + kar + kar) Dib)
kiy + ki DA+ k2, + ki, + (ks + kar + k) DE
(6 + KB + kEDN)(S + kp + ki DYYR giy (kY + ki D)
kiy + ki DA+ k2, + ki, + (kar + kg + Ky ) DE

kar =

kra =

4.1.1 Mathematical analysis of the stochastic properties

Since the reduced chemical reaction system (21) is characterized by the con-
servation law DE, 4+ D4 ~ Dy, its stochastic behavior can be approximately
represented by a one-dimensional Markov chain with state z =n DR € [0, Dot
For any state z, the rate associated with the transition to the next higher state
(x = x + 1), Az, and the rate associated with the transition to the next lower
state (x — x — 1), v, can be written as follows:

( ac )(EQ + ];,1 (kMJrTCM+k;u)x)
Az = D) z) Q (Dtot - x)?
ﬁA+%+u +aft+ (a+a+o)p2

tot

(mw’%) '(Be + &' Cigt =) o, (Rl + 54 (Deor — )
Tz = (Dtot x) e - (23)
D7+u +u1+(a+a+a)Dm

tot

Here, we mathematically compute the stationary probability distribution
and the time to memory loss of active and repressed chromatin states for this
one-dimensional Markov chain.

Proposition 4.2. Let A\, and v, represent the rate associated with the transi-
tion x — x+ land the rate associated with the transition x — x — 1, repsectively.
Then, the stationary distribution associated with the one-dimensional Markov
chain with rates A\, and 7y, can be written as

. T i
_ ﬁ )\i717r( [Tiza %1
=1 i (1 + ZDtot ( i_ A;:l))

in which ZDM m(x) = 1.

(24)
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Proof By using detailed balance, we can write A\y_17(z — 1) = yem(z), for any = €
[1, Dtot]- Then, these equahtles can be combined to write m(z) = [1_1(Ai—1/7i)7(0).
Finally, exploiting Zm;‘g m(xz) = 1, we obtain the formula in (24). O
Proposition 4.3. When ¢ < 1, the stationary distribution m(x) associated
with the one-dimensional Markov chain with rates A, and 7, as defined in (23)
can be written as

% ifx=0

I+
7T5<<1(:C) ~ 0 me' 75 07 Dtot (25)
HLP if © = Dyot
with P given by
p_ @ raf +ult(@tata)  atuf
(@A + af +uff + 1) wi'bBeKp,,, ut
Dtﬁl 2>l + ull —|—(a—|—o¢—|—o¢)Dt -)
' Dio _ Dio ’
i \ e Bt Do DRy (aA + & f)ttmi))
% _ 1 1
and Kp,,, = o + T era)

Proof Assumlng that ¢/ # 0 and ¢ < 1, for any j € [1,Dtot — 1] we have that
J Dtot /\L 1
i=1 'y

€ < 1, the sum Zj:tot ( /) = 1 can be approximated as

, with Az and 7, provided in (23). This implies that, when

Dtot Dtot )\
1= w(j)—[_z [17 ] | #(0) +7(0)

~ —L7(0) + 7(0) = 7(Dyot) + 7(0)
from which, introducing the notation P = HD““( —1)/(7i) and writing explicitly

Az and vz, the stationary distribution formula (24) can be rewritten as done in (25).
]

By studying the expression for m.«1(z) in (25), it is possible to notice that,
if ¢ < 1, the only states in which m(2) does not vanish are the fully active state
x = 0 and the fully repressed state x = Dyo. More precisely, the stationary
distribution for £ < 1 is bimodal, with two modes in correspondence to x =0
and x = Dy, and the probability of having the system in one of the intermediate
states is approximately zero. Furthermore, when ¢ decreases, P increases and
accordingly m.«1(Dtot) increases to the detriment of m.1(0). This result is in
agreement with the structural asymmetry towards a repressed chromatin state
characterizing the chromatin modification circuit because of the cooperation
between H3K9me3 and DNA methylation (Fig. 1(b)). This result (Proposition
4.3) implies that e plays crucial role in the duration of memory of the active and
repressed states and that, when it is small, the duration of memory increases.
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In order to make mathematically precise this qualitative statement, we
determine an expression for the temporal duration of the memory of the fully
repressed and fully active chromatin states and study how ¢ affects it. First, let
us provide the definition of time to memory loss and then let us introduce
the expression for the time to memory loss of the active and repressed states:

Definition 4.1 (Time to memory loss). Let t{ represent the hitting time
of © = j starting from x = 1, that is, tf = nf{t > 0 : z(t) = j with
x(0) = i} with i,7 € [0, Dyot], where x(t) is the Markov chain described above.
The time to memory loss of the fully repressed chromatin state is defined as
T]gmt = E(tODmt). Similarly, the time to memory loss of the active state is defined

as T(])D"Ot = E(tOD‘“).

Proposition 4.4. The time to memory loss of the repressed chromatin state
is given by

s Dot —1 Dot —1 s
Ty = 2 1 2ou)tat X =+ Z . (26)
VDot Sz Y j=1 S5
in which s, = 2322222 qnd X\, and ~, are defined in (23). The time to memory

loss of the active chromatin state is given by

3 Dot 1 Diot—1 3 z—1 1
e (15 L)L LS e (15 L),
J

ADioi—1 ‘= | ADior—z =
(27)
in which 8, = g Bt B
Proof By using first step analysis [11], we can write the following equations:
=0 ifi=0
(N +%) — N7y —viTd =1 ifi€ [1,Dyor — 1] (28)
'Yzi*’Yz 1—1_1 if i = Dot

Then, by solving system (28), we obtain the formula for Tgm as in (26). A similar

approach can be used to obtain the formula for 7-33 ot as in (27). O

Proposition 4.5. Assuming £ # 0 and normalizing 7']% and 7'Dt°t with

respect to Mg“’t (7B,.. = ™D.. kMg’“ and 730t = Tt kMD“’“) the times to
memory loss (26) and (27) in the regime € < 1 can be approximated with the

following expressions:

Dtot_l T
o ., Gr Gr
Dot ~ uu/€2 <1 + Z T ’ > ) (29)

gt ()

G Dtot z
,(])lot ~ 714 ( Z ) , (30)
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in which g7 (pp') and g3 (up') are increasing functions of pu' with g¥(0) =0
and g3 (0) = 0, respectively, and G, Gr, Ga and G% are functions that do
not depend on e, i/ and p.

Proof By multiplying by % the expressions for times to memory loss given in
Prop. 4.4, with Az and 7; defined in (23), we obtain the normalized expressions for
times to memory loss. Then, by approximating them with their dominant term (the
term O(1/e?)) for %I%tot and the term O(1/¢) for 7_'0[)“’°, respectively), we obtain the
expressions (29) and (30). O

By studying the expressions for 7 and 7" in (29) and (30), respectively,

it is possible to notice that decreasing ¢ increases both ?gm and 7"(1)) , implying
that lower € extends the duration of memory of both the active and repressed
chromatin states. However, given the cooperation of the repressive marks and
the consequent structural asymmetry of the chromatin modification circuit,
75... = O(1/e?), while 7" = O(1/e). This implies that decreasing ¢ extends
more the repressed state memory than the active state memory.

Now, let us also determine the effect of the asymmetry between the erasure
rates of repressive and activating chromatin modifications, encapsulated by the
non-dimensional parameters x4 and p’. From the expression for the stationary
distribution in (25) it is possible to notice that, by reducing p’ or u (i.e.,
reducing the erasure rates of the repressive marks compared to the erasure rate
of the active marks), m.«1(Dtot) increases to the detriment of m.«1(0), i.e., the
stationary distribution shifts towards the repressed state. In agreement with
these results, when p’ or u decreases, ﬂ%m increases, while 7"(? ot decreases,
that is, the temporal duration of the memory of the repressed state increases,
while the duration of memory of the active state decreases.

tot

4.1.2 Computational analysis

In this section, we validate the trends determined by the analytical study in
the previous section, which exploits a deterministic quasi-steady state approx-
imation [20], and we demonstrate the validity of these results for a broader
parameter regime than ¢’ < 1 and € = c&’, with ¢ = O(1). To this end, we
employ the stochastic simulation algorithm (SSA) [12] to study via simulation
the original chemical reaction system represented in Fig. 1(b), whose reactions
are listed in Fig. 1(a).

The trend with which € and p’ affect the stationary distribution of the original
system 7 () is in agreement with the results obtained from the analytical study
in Section 4.1.1. The parameter ¢’ does not significantly vary the way in which
g, i, p affect the stationary distribution. However, decreasing &’ compared to &
leads to less concentrated peaks in the bimodal stationary distribution and, by
further decreasing €', the distribution can become unimodal (Fig.2(b)). Now,
let us consider a parameter regime in which the system displays a bimodal
distribution and let us study how the switching time of the system temporal
trajectories depends on e (Fig. 2(c),(d)). In particular, in agreement with
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by ™ m ™ ™

% J S J H J 50 J S ‘

5 3 5 50 5

DA o npr ¥ Tnpa 0o "DR * MDA 4y npr ¥ Tnpa 0o MDR “ DA g npr !

(©) =1 =028 &=1 c=028

npa g ; (e)

[ P e |

0 time 7 6x10° 70 time T 108 ll, o time 7 paot
d I — 04 -— /— 0.4 _
@ =04 c=028 =04 =028 50
npa
npa
% %
50, c=0.14 50 c=0.14
'pa m % time T 1x16°
o - la "

0 time 7 6x10° 70 time 7 G107
Fig 2. Computational analysis of the full chromatin modification circuit,
shown in Fig. 1(b), using SSA. (a) The stationary probability distribution, 7, for
the chromatin modification circuit represented in Fig. 1(b), whose reactions are
listed in Fig. 1(a). The parameter values considered to generate the plots are in
SI-Table S1. In particular, in the left-side plots € = 0.28,0.14, x/ = 0.675,0.35 and
¢’ =1 and in the right-side plots e = 0.28,0.14, p/ = 0.625,0.35 and ¢ = 0.4. In all
plots npa and npr =n DR +n DF +n DR, represent the number of nucleosomes
with activating and repressive modifications. (b) The stationary distribution for the
chromatin modification circuit for different values of €’. The parameter values
considered are listed in SI-Table S1. In particular, ¢ = 0.28 and &’ = 1,0.01. (c) Time
trajectories of npa and npr starting from the fully active state npa =50, npr =0
(left) and repressed state npa =0, npr = npr =50 (right) for ¢’ =1 and different
values of €. (d) Time trajectories of npa and npr, as described in (c), but with
¢/ = 0.4. (¢) Time trajectories of the system starting from
npr =MNpr = 50,npa =0 and with an input u? that, at steady state, leads to a
unimodal distribution near the active state npa ~ 50. Each trajectory is represented
with a different color. In particular, we set € = 0.28, &’ =1, 4 =1 and
u' =0.675,0.35. In (c), (d) and (e), the time is normalized (7 = t%Dtot, with Q
the reaction volume) and the parameter values are listed in SI-Table S1.

our analytical findings, it is possible to notice that lowering ¢ increases both
the time that the system spends at the active state before switching to the
repressed state and the time that the system spends at the repressed state
before switching to the active state, but the latter one is a stronger effect.
We next determine via simulation how the parameter p/ affects the reac-
tivation time, that is, the time needed to re-activate an initially repressed
chromatin state after a sufficiently large activating input stimulus u” has been
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applied (Fig. 2(e)). It is possible to notice that the time trajectories show a
switch-like behavior, and that the time needed to see the trajectory switching
to the active state after an activating input is applied becomes more variable
for small p/. This implies that for low values of p’ the reactivation of the gene
becomes a very stochastic process.

4.2 Limiting behavior for large p’

In this section, we determine the stochastic behavior of the chromatin modifi-
cation circuit when p' is large (i.e., when the erasure of DNA methylation is
much faster than the erasure of histone modifications). Comparing the results
here with those of the previous section allows us to determine how the absence
of DNA methylation affects the system’s stochastic features. Since we are inter-
ested in the behavior of the system for large u/, we conduct again the model
reduction by assuming that the product &'y’ does not vanish as &’ approaches
zero. This leads to a different reduced model compared to the one obtained in
Section 4.1. To this end, we define the parameter U’ := &'y’ and assume that it
is ¢/-independent. Then, we introduce U’ in the ODE model (4), perform the
model reduction with &’ as a small parameter and consider the limiting case
U — . Then, we conduct an analytical study of the stochastic behavior of the
reduced system, and validate and extend the results obtained wvia simulation.

4.2.1 Model reduction

Proposition 4.6. Let ¢ = c&’, with ¢ = O(1), and let U' := &'u’ be &'~
independent. Then, let us consider the following system.:

dD* _ ([ p(be +'DNua+ DY)\ pr (e +e'D) (@5 +aDF) | 5a
dr uA + DA + alt + aDE u? + DA + alt + aDE

dDg _ [+ 5/D§)(ﬁ§ + aD?) DA _ p(be + EIDA)(UA + DA) DR (31)
dr a4 + DA + ull + aDE a4 + DA + all + aDF 2
with DA + DE = 1. Furthermore, let (D(7),Df(r),DE(r)) =
M (DA(1), DE(1)) represent the system’s unique integral manifold. Then, for
any solution (DA (1), DI%(7), D(7), DE(7), DE(7)) of (4) with initial conditions
such that |(D(0), DI(0), D (0)) — M(DA(0), DI(0))| is sufficiently small, we
have that, for ' sufficiently small, the solution of (31), (DA*(7), D¥*(1)), is
such that

(7)) = (D**(7), D3 (7)) + Gu(7),

R
_ 2 _ _ 32
(D(7), Df(7), Dfy(7)) = M(D**(7), D5™* (7)) + (a(7), (32

in which ¢;(1) = O(e= @/ withi=1,2, 0 > 0, and 7 > 0.

Proof Let us introduce U’ = ¢’y in system (4), obtaining
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¢ df;A = @* + D"D — &' (c+ (DF + DB) + (DF + DE)) DA
a%ﬁ = (ufd + o (D2’ + D12)) Dy’ + (uz + (D3 + D) + &(Dr + D13)) Di'
— (' u(be + DAY + U’ (Be + DA)) DTy
¢ df = (alf' + o/ (DF + DE))D + ¢ u(be + DA DE,
— (udh + (DS + D1h) + G(D{* + D1%) + U'(Bc + DA)) DY (33)
5§ = (a5’ +a(D7' + Diy) + a(Df' + D1))D + U’ (Be + DA) Dy
- (u{%o + o/(l_)g + D%) + E’u(bc + D_A))Df
5'% = (U'(Bc+ DAYDT + & ju(be + DA)DE)

+ & (c+ (Dff + DY) + (DY + Dfy)) DA
— (@ + (D5 + Dfb) + a(Df + Dfb) + af’ + o/ (DF + DTy) + a* + D*)D.
Now, let us define x, y2, f1 and fs as
- DE
T = <Q2) Y2 = D112 f1= (ﬁ;) yfa= ﬁ; )
D fos3
@* + DD — & (c+ (D + DfY) + (DF + Dfh)) D,
fi2 = (@8 + a(DE + D) + a(Df* + Df%)D + U’ (Bc + DAY Db
— (uth + o/ (D5’ + Dib) + &'u(be + D4)) DF
fo1 = (ufh + o/ (D5 + D1%) D3’ + (ush + a(D5' + Dib) + a(Di' + Dib)) DT’
— (' u(be + DAY + U’ (Be + DA)) DTS,
i’ + o/ (DS’ + D1%))D + €' u(be + D*) DT
— (ubh + (DY + Dfy) + a(Df + D) + U’ (Be + DA)) DY,
fo3 = (U'(Bc+ DAYDE + ' u(be + DA)YDE)
+&(c+ (DFf + DY) + (D5 + DY) DA
— (@8 + o(DF + Df5) + a(Df + DY) + af + o/ (DF + Df%) + a* + DM)D.

Now, it is possible to calculate that ¢(z) = (0,0, ¢12), with ¢(z) defined in C1

. _ (ufp+o’DFYDE
and with ¢12 = IJ’([§2+D—A):¢/2D§'

Furthermore, the matrix A, defined in (6), with D = DI =0, D, = ¢15 and &’ = 0
can be written as

Function ¢19 is inversely proportional to U’.

Az g A
Az, = o(),0) = (2 322) (39

with
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0
U'¢r2 —o/ DF —(u10+a (DR+¢12)))

0 (@ 4+D4)
U’ 5c+DA) o' DE 0 as+a(DE+¢12)+agio

( U’ ¢12 o' DF +<u10+a (DE +¢12))>

0

Ayg A
0n A;z) (A1,141,2) = (~U'(Be+D*)+a' D uffy+a(Df+¢12)+a¢12 0)

Udz D:-x

L ) , Ay 2 = (—(ufy+a(DE+¢12)+agi2+U (Be+ D)) —(ulh+o/ (DE+612)) ) ,

By 2 = (U'(Be+D?) —(@a+a(DE+¢12)+ad1a+as+a’ (DE+12)+a*+D4) ).

The matrix (34) is singular, and this implies that the system (33) is singular singularly
perturbed (Def. 3.2). Specifically, matrix A has a two-fold zero eigenvalue, and two
linearly independent eigenvectors associated with them, and matrix B = A3 3, with

B defined as in (7). When there are no external inputs (u? = uft = uff = 0 and then
= ug‘, u{% = uRO7 and u§ = ugb) matrix B has three eigenvalues with negative

real part if u{%, U0, uo > [ with [ > 0. This implies that we can apply Thgorem 3.1
to reduce our system. To do that, let us firgt introduce the variable D% = ng — @12,
and then the variables D = D/¢', DI = DE/e' and D, = DE /¢’ in (33):

¢ dfj = (af + o/ (DF + &' Dis + ¢12))D + p(be + D) (&' Db + 12)
— (ubh + (DF + &' Dfs + ¢12) + a(e D + &' DIy + ¢12) + U (Be + DA))DE
5'2—? = U'(Bc+ DA)DY + pu(be + DAYDE
+(c+ (¢ Df +&'Dfy + ¢12 + DF +'Df + ¢12)D? (35)

— (a5 + o(DE + DI+ ¢10) + @(E,D{% +&'Dis + ¢12))D

— (@ + o/ (DR + DB+ ¢12) + @t + DND
/di;_u = df;u + (u%% + a(D§ + e/D% + ¢12) + 64(5/[){% + slﬁ% + ¢12))D1
+ o' DEDY, — p(be + DY) DR + ¢12) — U'(Be + DY) DB
df = (@ + DY + &' Dfb + ¢12) + a(e DI + &' Db + ¢12))D

+U'(Bc+ DAYDE, — (o/ DB + pu(be + D)) DE

dD4 _ AL = = - _ . _
== (@t + DD — (c+ (e DE +&'DE + ¢12) + (DF + &' DE + $12))D
with
dgra _ 9¢12 dD? 01 dDF  U'(ufy + o’/ DS)DF  dDA
dr — 0DA dr DR dr (U/(Bc+ DA)—o/DE)? dT

+ (ufh + 20/ D) (U’ (Be + D) — o/ DF) + (ulf) + o/ DF)o/ DF dDF
(U’ (Bc + DA) —o/DR) ar -’
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Now, similarly to what we did in Section 4.1, in order to determine the integral
manlfold M(DA DIy = (D, DF, D), we evaluate the asymptotic expansion of D,

DI and DE, that can be written as follows:

~ _ _ _ _ _ — 12
D = ho(D*, D3 ") = hoo(D*, D3') + €'ho1 (D, D5 + O(e ),
— — — _ — — 12
DF = hy (DA, DE &) = hio(D*, DF) + 'hi (DA, DY+ 0(c ),  (36)
~ — — — — — — 12
DEy = ho(D?, DF €'Y = hoo(D?, DE) + € hoy (D, DFY + O(e ).
To this end, we plug (36) into the first three equations of (35), obtaining

cho _ 1 Oho dD* | dhg dﬁg)
dr " 0DA dr QDL dr

= U'(Be+ D*)hy + p(be + D) DY

+(c+ (e b1 +€'ho + 12+ DE + 'ha + ¢12))D

— (a§ + a(Dé% +¢eho + ¢12) + o_z(alhl +¢&'ha + ¢12))ho
— (@f + o/ (D5 + ' ha + ¢12) + 7™ + D*)ho

ydhi  ,, ®hy dD?  Bhy dDF
E — =¢ ( =1 — 4+ =R — )
dr oDA dr 8D2 dr

= (@t + o/ (DI + e hy+ $12))ho + p(be + DA)(E/hz + $12)
— (uly + (DEF + ¢ ha + ¢12) + ale by + € ha + d12) + U’ (B + DA))hy

,dha  , Ohy dD?  Ohs dDgf)

“4 ~“Gpa dr ' obF dr

d _ ’
= *ﬂ + (uby + (DF + &'ha + ¢12) + ale hy +&'ha + ¢12))h

+a D2 ha — u(be + DY) (' hg + ¢12) — U'(Be + D™ )hy.

Now, we can obtain h;g and h;;, with ¢ = 0, 1, 2, by equating the terms of the right and
left hand side of the equations above multiplied by the same power of &’. Specifically,
since ggg and gﬁ;g are bounded for any ¢ = 0,1,2 (i.e., e g%«ﬁ%’ ’g’[‘;g < 1 for
sufficiently small ') and since for U’ > 1 we have that ¢12 < 1 and d¢12/d7 ~

(uﬁ) +20/D§)h2, we can rewrite the expressions for h;g and h;1, i = 0,1, 2, as follows:

pu(be + DAYDE + (¢ 4+ DEYDA

hoo = - : ,
o0 all + aD + a4 + DA
hio = (@l + /(D5 + ¢12)hoo (ush + @D )h1o
U'(Bc+ D4) ’ U'(Be+ DAY + (ull + 20/ DL’

hoy = U'(Be+ D*)hay + (hao + 2ha0)D* — (o + & + &) hao + Ghio)hoo (37)
al + aDE + ult + o/ DI + a4 + DA ’
hiy = (ul + « D2 )hOI + thhoo + u(bc + DA)hQO — (ah10 + (Oc + a)hgo)hlo
U'(Be+ DA)
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(@hio + (@ + @hao)hio + (ufh + aD§)h11 — u(be + D*)hag

ho1 = _ =
2 U'(Bc+ DA) + (u{%o + 20/D§)

Then, by considering the limiting condition U’ — oo, the expressions for h;o and h;1
can be approximated as

u(be + DAYDE + (¢ + DEYDA

hoo = ~ .
00 all + aDE + a4 + DA

, hio =hao =ho1 = h11 = h21 =0. (38)

Now, by plugging the asymptotic expansion of D, D{% and 15{*’2 (36) with the expres-
sions for h;g and h;1, ¢ = 0,1,2, given in (38), into the last two ODEs of (35), we
obtain the reduced system in (31), in which we have re-introduced the original time
variable 7 = 7/¢’. Tt is possible to notice that the sum of the two ODEs in (31)
is equal to zero, 1mply1ng that D4 + D2 = constant. Since the conservation law
DA —|—D —|—D—|—DR +D2 =1 holds and, for suff1c1ently small ¢’ and sufficiently large
U,D*EDNO, DE = ¢/DF ~ 0, and DI}, = /D, ~ 0, thenDA+D2‘canbe
approximately set equal to 1 for sufficiently small values of ¢’ and sufficiently large U "

Furthermore, given that the integral manifold obtained, M(DA, Df‘) =
(D, DY, DE), is exponentlally attractlve for a sufflclently small ¢’ (see Theorem 3.1),
then, for any solution (D (7), D&(r), D(7), Dl (1), D12( )) of the orlglnal system
(4) with initial conditions such that |(D(0), Df¢(0), Df5(0)) — M(D4(0), D2 ( ))| is
sufficiently small, we have a solution of the reduced system (31), (D4*(7), D5 (7)),
that satisfies (32) (see Remark 3.1). O

~ Now, multiplying both sides of the ODEs in (31) by Dtot(kéDtot) and defining
ki = kivo + ki, and k%, = k2o + k%, system (31) can be rewritten as follows:

A (W k
D* =
(( + kDAY +

5+ ER 4 kB
( 2 E v ;)D§

(39)

D*)

)+
(kW+kMD2)(5+kE+k )
( kA DA) ( kR DR)

)
)+
)

HE — (EkW-I—kMDQ (6+k >DA

k4, DAY + (K2, k:R DR

D .

(ké, + kDM + KR+ kED
(kiy + ki DAY + (K2, + kT DR
This reduced system can be represented with the following chemical reactions:

DA kar D DR kra DA (40)

with reaction rate coefficients kg and kra given by
b — ((k%v + kDI (5 + Kk + képg))

bk + ki DA + R, + K, DF

ks — ((l«v“v kD)6 + KB+ ngA))
w T T . .
ki + kyy DA + k2, + k5 DE
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It is important to point out that this reduced system includes histone modifi-
cations only, whose cooperative and competitive interactions are shown in the
diagram in Fig. 1(c).

4.2.2 Mathematical analysis of the stochastic properties

The stochastic behavior of the reduced chemical reaction system (40) can be
represented by a one-dimensional Markov chain with state z = npr € [0, Dot
Furthermore, for any state x, the rate associated with the transition to the next
higher state (z — x + 1), A, and the rate associated with the transition to the
next lower state (x — x—1), ., for this Markov chain can be written as follows:

— kR
(R + ") (e + ¢/ p)

)\x ==
(@4 + P + @f +apl)

(Dtot — ),

(41)

— A

Y+ B Dror — 2))pa(be + &' Cpp=))

Y= (ﬂA + (Dtot—x)) + (ﬁR—Fa T ) T
Dot 2 Dot

Let us first evaluate the stationary probability distribution 7(z). In particular,
since this Markov chain is irreducible and reversible, we can exploit the expres-
sion for the stationary distribution 7 (x) provided in Proposition 4.2 (Eq. 24),
with transition rates A, and ~, as defined in (41). Now, let us evaluate 7 (x)
for e < 1:

Proposition 4.7. When ¢ < 1, the stationary distribution w(z) associated
with the one-dimensional Markov chain with rates \; and 7y, as defined in (41)
can be approximated by

H%P ifx=0
Tec1(7) = 0 if £ # 0, Dyot (42)
H_Lp if £ = Dot

with

_ (aa -+ +o) @) Pl a§+aDjm' .<1>Dwt
(g + ult +1)(aa)b '

i=1
with g = uag + U, ﬂ§ = ué?o + uf.

Proof Given that for the Ay and vz defined in (41) the product []_;(Az—1)/(z) =
O(e) for any = > 1 except for x = Dyot, then the stationary probability distribution
m(x), provided in Proposition (4.2) when £ < 1 can be rewritten as done in (42). O

It is possible to notice that, when ¢ <« 1, the distribution has two modes
in correspondence to the fully active state x = 0 and fully repressed state
x = Dyot, and the probability of having the system in the intermediate states
is approximately equal to zero. In contrast to what was observed for (25),
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by decreasing ¢, P does not change, that is, the distribution does not shift
towards either x = 0 or & = Dyos. Qualitatively, when p’ is large, DNA
methylation is erased quickly enough that its cooperation with the repressive
histone modifications becomes less effective. This also implies that when p' is
sufficiently large, the chromatin modification circuit (Fig. 1(b)) can be well
approximated by a circuit that takes into account histone modifications only
(Fig. 1(c)).

Then, expression (42) also implies that, when ¢ < 1, a system starting
at * = Dyoty or at x = 0 will tend to remain at that state, qualitatively
implying that e controls the temporal extent of memory even when ' is large.
To make this statement mathematically precise, we evaluate how e affects
the time to memory loss of the fully repressed chromatin state x = Dy,

S = IE(tO ), and the time to memory loss of the fully active chromatin
Dtot ot

state z = 0, TD“’“ = E(t5*"). To this end, we can use the formulas provided

in Pr0p051t10n 4.4 (Egs. (26) and (27)) and plug into them the trasition rates
defined in (41). Now, let us focus on the regime ¢ < 1:

Proposition 4.8. Assuming € # 0 and normalizing the time to memory
A A

loss with respect to % (T = T%}, the normalized time to memory

loss of the repressed and active state in the regime € < 1 can be respectively

approximated as follows:

H Diot—1 ;c Dtot —
-0 . 1R =Diot
TDtot ~ N5 <1 + Z hw( )) ? TO <1 + zzl > ’ (43)

in which hi(p) and hi () are increasing functions of p with hi(0) = 0 and
h3(0) = 0, respectively, and Hg, Hf, Ha and H% functions independent of e
and [

Proof By multiplying by M the expressions for times to memory loss given in
Prop. 4.4, with Ay and vz deflned in (41), we obtain the normalized expressions for
times to memory loss. Then, by approximating them with their dominant term, that is
the term of order 1/e for both ﬁ%m and %éj“’“, we obtain the expressions (43). O

Both 7"& and 7'Dtot are inversely proportional to . Therefore, also in this
case lower ¢ is crltlcal to extend the temporal duration of the memory of both
the active and repressed chromatin states. However, in contrast with what was
observed in the previous case, both 73 and 75t are O(1/¢). This implies that
a reduction of € has a similar effect on the memory of the repressed and active
chromatin state and this is because large p’ leads to a fast erasure of DNA
methylation, compared to the erasure of the other chromatin modifications,
and then its cross-catalysis with the repressive histone modifications becomes
less effective.
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Now, let us also determine how the difference between the erasure rates
of repressive and activating histone modifications, encapsulated by the non-
dimensional parameter pu, affect the duration of memory. From the expression
for m(x) in (42), it is possible to notice that lower u leads to higher 7. «1(Dyot)
and lower 7.«1(0). This implies that the height of the peak in correspondence
to the repressed state increases to the detriment of the height of the peak in
correspondence to the active state. In accordance with this result, if we decrease
1, then ﬂ%mt increases, while 7"33 ot decreases.

4.2.3 Computational analysis

Also in this case, the analytical results were obtained using a deterministic
quasi-steady state approximation [20]. Then, in order to validate the trends
obtained in Section 4.3.2 for the full reaction system and to extend the validity
of these results to a broader parameter regime than ¢’ sufficiently small and
e = cg/, with ¢ = O(1), we conduct a computational study. In particular, we
use the stochastic simulation algorithm (SSA) [12] to study via simulation the
behavior of the original chemical reaction system (Fig. 1(a),(b)) for large p'.

The effect of € and g on the stationary distribution 7(z) (Fig. 3(a)) is in
agreement with the results obtained by studing the analytical expression for
m(z), (24). The trend with €’ is analogous to what we obtained for the previous
case study (Fig. 3(b)). Now, let us study the effect of € on the switching time
of the system temporal trajectories (Fig. 3(c),(d)). In agreement with our
analytical findings, if € is reduced, then the time that the system spends at the
active state before switching to the repressed state (and wviceversa) increases.

Finally, we determine via simulation the effect of p on the reactivation time
(Fig. 3(e)). As obtained for the previous case in which we did not consider large
i’ (Fig. 2(e)), the time trajectories show a switch-like behavior. Furthermore,
the time at which a trajectory switches to the active state after an activating
input is applied is more variable for lower pu.

Overall, comparing these results to the ones obtained in Section 4.1, it is
possible to conclude that DNA methylation and its cooperation with repressive
histone modifications extend the duration of memory of the repressed chromatin
state.

4.3 Limiting behavior for large p

In this section, we analyze the stochastic behavior of the chromatin modification
circuit for the other parameter regime of interest, that is, when u is large (i.e.,
the erasure of repressive histone modification is much faster than the erasure of
the other modifications). This study allows us to understand how the absence
of H3K9me3 affects the stationary probability distribution and time to memory
loss of chromatin states. Since we are interested in the limiting behavior for large
1, we conduct again the model reduction, but now by assuming that the product
¢’p does not vanish as ¢’ approaches zero. This leads to a different reduced
model compared to the previous ones. To this end, we define the &’-independent



Springer Nature 2021 BTEX template

26 Limiting behaviors of a chromatin modification circuit
/I /
=1 —
@ m— E—— )
x10-2 10 «102 102 <10
15 4 s - . 15
™ ™ | | 7T ™ ™
0. 0 L 0.
0 50 30 50 % S0 % LJso 50 50
" NpA oy NprR MDA (- Npr u MpA " npr MpA (o Mpr , npa o~ npr
€
10 102 x1072 x10~" *1
6
2 4 , 4
m T I T m m
0 0 L L 0
50 50 30 50 % R 50 50 30
MDA 44 Npr MDA (o Npr NpA oo npe MDA -0 Mpr MDA o mpr
C ! — c=0." ! = -
©, =1 ==03 _ d=1 c=o03
npa (e)
. 50)
0 0
0 0
s c=0.12 o c=0.12 . —
n . ORI - D M,/‘f*"w*/‘y-ﬁ@"
e
i L ton bk ’ L
0 time 7 6x10" 70 time 7 G107 m 0 time 7 Lo’
d /= e= /= -
@ =04 c=02 _ &=04 e=02
o W
0 0
0 0
s c=012 c=0.12
1 WY B timo & o
SRR 1 R T i lis
% time 7 ax10° % time T 6x10°

Fig 3. Computational analysis of the chromatin modification circuit,
shown in Fig. 1(b), for large ;, using SSA. (a) The stationary probability
distribution, 7, for the chromatin modification circuit represented in Fig. 1(b), whose
reactions are listed in Fig. 1(a). The parameter values used to generate the plots are
in SI-Table S2. In particular, in the left-side plots € = 0.32,0.16, u = 1,0.85 and

¢’ =1 and in the right-side plots € = 0.32,0.16, x = 1,0.85 and &’ = 0.4. In all plots
npa and npr = npr +npr +npr represent the number of nucleosomes with
activating and repressive modifications. (b) The stationary distribution for the
chromatin modification circuit for different values of €’. The parameter values
considered are listed in SI-Table S2. In particular, ¢ = 0.32 and ¢/ = 1,0.01. (c) Time
trajectories of npa and npr starting from the fully active state npa =50, npr =0
(left) and repressed state npa =0, npr = npr =50 (right) for ¢’ = 1 and different
values of €. (d) Time trajectories of npa and npr, as described in (c), but with

¢/ = 0.4. (e) Time trajectories of the system starting from

Npr =Npr = 50,npa = 0 and with an input u? that, at steady state, leads to a
unimodal distribution near the active state npa ~ 50. Each trajectory is represented
with a different color. In particular, we set € = 0.16, ¢’ = 1, and p = 0.8,0.38. In (o),

A
(d) and (e), the time is normalized (7 = tkﬁMDtot, with © the reaction volume) and
the parameter values are listed in SI-Table S2.

parameter U := ¢’p. Then, we introduce U in the original ODE model (4),
perform the model reduction with & as a small parameter and consider the
limiting case U — oo. We then conduct an analytical study to determine the
stochastic behavior of the reduced system, and then a computational study to
validate and extend the analytical findings.
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4.3.1 Model reduction

The result of the model reduction can be summarized by the following
proposition:

Proposition 4.9. Let ¢ = ce/, with ¢ = O(1), and let U := &'p be
¢’-independent. Then, let us consider the following system:

dDA_ i (Be + &' DAY (uy + DY) PR _ alt(e + &' DF) pA
dr A + DA +aft ! A + DA +aft

dDf* _ <u{%<g+m{%> ) 5 <M/(55+5/DA)(UA +DA>) DR ()

dr— \ A + DA +aff aA + DA +afl

with DA + DF = 1. Furthermore, let (D(7),D¥(r),DE (7)) =
M(DA(7), DE(1)) represent the system’s unique integral manifold. Then, for
any solution (DA (1), DI(7), D(7), DE(7), DE(7)) of (4) with initial conditions
such that |(D(0), D¥(0), DE(0)) — M(D#(0), DE(0))| is sufficiently small, we
have that, for €' sufficiently small, the solution of (44), (D**(1), DF*(1)), is
such that

(1), Dfi(7)) = (D (1), D™ (7)) + Gu(7),

A
o _ _ _ 45
(D(7), D3'(7), Di(7)) = M(D**(7), D{* (7)) + (a(7), )

in which (;(T) = O(e_(e/E/)T), withi=1,2, 0 >0, and 7 > 0.

Proof The steps of the proof are similar to the ones in the proof of Proposition 4.6.
In this case, we define = and y as (D? Df)T and (Dfy, DE D)7, respectively.
Then, we verify that the system is singular singularly perturbed, so that we can
apply Theorem 3.1 to reduce it, and then we consider the limiting condition U —
co. Given that the integral manifold obtained, M(D?, D) = (D, D¥, DF), is
exponentially attractive for a sufficiently small ¢’ (see Theorem 3.1), then, for any
solution (D(7), DE(r), D(7), DE(7), D15 (7)) of the original system (4) with initial
conditions such that |(D(0), D (0), D (0)) — M(DA(0), Df(0))] is sufficiently small,
we have a solution of the reduced system (44), (D?*(7), D{¥*(r)), that satisfies (45)
(see Remark 3.1). See SI - Section S.1 for detailed derivation. O

_ If we multiply both sides of the ODEs in (44) by Dyot (ks Dyot) and define
ki = kivo + ki, and ki, = ko + ki, system (44) can be rewritten as follows:

A _ [ iy + kDG + kp + kg DY) D _ Fiv (5 + ki + kD) \ pa
ki, + ki DA + kly, kit + ki DA + kL,

DR — k(0 + kg + kgD \ pa (ki + k3 D)6 + by + by DY) DR
kit + ki DA + kL, ki + k3 DA + kL, '
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with k{1, and kj;, defined as done for the ODEs (20). This reduced system can
be represented with the following chemical reactions:

DA kam, pR - pR Fra, pA (46)

with reaction rate coefficients defined as

b — (k%v(é +kp+ k@‘D{‘)) bra — ((kg‘v + ki D)6 + by + k'T*DA)> .
kiy + kDA + kL, )7 kit + ki, DA+ kl,

As opposed to what we obtained in the reduction done in Section 4.2.1, this

system does not include repressive histone modifications, but only DNA methy-

lation and activating histone modifications, whose interactions are shown in

the diagram in Fig. 1(d).

4.3.2 Mathematical analysis of the stochastic properties

The state of the one-dimensional Markov chain associated with the reduced
system (46), x, represents the number of D}, that is, x = npr € [0, Dyot]-
Furthermore, the rates associated with the transitions to the next higher and
lower states, A\, and -, respectively, can be written as

];,1 (8 + E/ x )
)\w = ( W(D Diot (Dtot — .T,‘), (47)

a4 + Bst=2) 4 gR

tot
7 ky, —z
(ki + S5 (Dior — @)/ (82 + &' Pt

ﬂA+ (Dmt_m) +,u1R

Dot

Yo = x.
Now, in order to study how large p affects the memory of the chromatin states,
we first derive the expression for the stationary probability distribution ()
and then the ones for the time to memory loss of the active and repressed
states. Then, in the next section, we validate the theoretical predictions against
stochastic simulations of the full set of chemical reactions (Fig. 1(a)).

Concerning the stationary distribution, also in this case we can exploit the
expression for 7(z) introduced in Proposition 4.2 (Eq. 24), plugging into the
transition rates A, and v, as defined in (47). Now, let us consider the regime
ek 1t

Proposition 4.10. When ¢ < 1, the stationary distribution w(x) associated
with the one-dimensional Markov chain with rates Ay and 7, as defined in (47)
can be approximated by

H-LP ife=0
Te<1(2) = € 0 if © # 0, Dyot (48)
H_Lp if © = Dot

with

P 1G4 1P
T @t all 1)@t i+ Bt ) \W)
1 i tp + Dot
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with 4 = w4 +u?, alt = ull + ult.

Proof Given that for the Ay and vz defined in (47) the product []7_;(Az—1)/(Yz) =
O(e) for any = > 1 except for x = Dyot, then, for the Markov chain considered here,
the stationary probability distribution 7(x), provided in Proposition (4.2), can be
rewritten as done in (48) when ¢ < 1. O

From (48) it is possible to notice that, when ¢ <« 1 the distribution is
bimodal and a further reduction of € does not shift the distribution towards
the repressed state. This is because considering large p implies that repressive
histone modifications (H3K9me3) are erased fast enough that their cooperation
with DNA methylation becomes negligible. This confirms that, when p is
sufficiently large, the chromatin modification circuit (Fig. 1(b)) can be well
approximated by a circuit that takes into account only DNA methylation and
activating histone modifications (Fig. 1(d)). Furthermore, comparing m.«1(z)
for the large u case, (48), with the one obtained for the large p’ case, (42),
the main difference to notice is that in the large p’ case the expression for
P, (43), has the « term, while in the large u case the expression for P, (49),
does not have it. This is because of the presence of the autocatalytic loop for
repressive histone modifications, but not for DNA methylation (Fig.1(c),(d)).
As a consequence, when no external inputs are applied (u? = uff = 0 and
then @ = %47 ult = uﬁ), with ué“ = ufl = ug), then the lower ug, the lower
P and then the more 7(0) increases to the detriment of m(Dyot), that is, the
distribution shifts towards the active state = = 0.

On the contrary, in the large u' case, even if the effect of cross-catalysis is
negligible as in the large p case, since we still have the autocatalytic loop for
DZ£ with associated rate constant a (see expression for m.«1(z), (42), and P,
(43)), then low ug does not have a critical effect on varying the relative height
between the peaks (the values of (0 ) and m(Dyot)).

Now, let us evaluate how ¢ affects 73, = E(t3, ) and o = E(tg ), that
is, the time to memory loss of the fully repressed and fully active chromatin state,
respectively. To do that, we can exploit the formulas provided in Proposition
4.4 (Egs. (26) and (27)) and plug into them the trasition rates defined in (47).
Now, focusing on the regime € < 1, these expressions can be approximated as
shown in the following proposition:

Proposition 4.11. Assuming ¢’ # 0 and normalizing the time to memory

A LA
loss with respect to % (T = T%}, the normalized time to memory
loss of the repressed and active state in the regime ¢ < 1 can be respectively
approzimated as follows:

I Pl fo I Proe 1

-0 R R -D A

~— |1 = tot &% — [ 1 49
73, u’s( + ) lf(;/))’ 7o <+ E ) (49)

=1 1
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in which I (u') and I3(u') are increasing functions of 1/ with I1$(0) = 0 and
15(0) = 0, respectively, and Lg, L}, La and LY functions independent of e
and p'.

A
Proof By multiplying by % the expressions for times to memory loss given in
Prop. 4.4, with Az and 7; defined in (47), we obtain the normalized expressions for
times to memory loss. Then, by approximating them with their dominant term, that is
the term of order 1/e for both ﬂ%mt and 7_'(1))“”, we obtain the expressions (49). O

As for the large 4/ case, both 73 ~ and 70wt are O(1/e). This implies
that lower ¢ extends in a similar way the memory of both the active and
repressed chromatin states, in contrast with what was observed for the original
study case in Section 4.1, in which 7} =~ = O(1/e?) and e = O(1/e).
Concerning the effect of p’ (the non-dimensional parameter encapsulating the
asymmetry between the erasure rates of DNA methylation and activating
histone modifications) on the memory of the chromatin states, it is possible to
notice that its trend on the stationary distribution and time to memory loss is
the same as the one that g has in the u' case study (Section 4.2.2).

4.3.3 Computational analysis

We use the stochastic simulation algorithm (SSA) [12] to study via simulation
the original chemical reaction system (Fig. 1(a),(b)) for large p. We can first
notice that the trend with which € and ' affect the stationary distribution 7 (z)
is in agreement with the analytical findings (Fig. 4(a)). That is, smaller € leads
to more concentrated peaks, and reducing u’ increases the height of the peak
for the repressed state to the detriment of the height of the active state peak. It
is important to point out that in this case, when ' = 1 (DNA methylation and
activating histone modifications have the same erasure rate), the distribution is
shifted towards the active state (Fig. 4(a)). This bias is given by the presence
of the auto-catalytic loop characterizing the histone modification dynamics,
but not the DNA methylation dynamics (Fig. 1(c),(d)). Furthermore, the effect
of ¢’ is similar to what was observed for the previous case studies (Fig. 4(b)).
We then consider a parameter regime in which the system displays a bimodal
distribution and study the effect of € on the switching time of the temporal
trajectories (Fig. 4(c),(d)). It is possible to notice that smaller values of ¢
increase the time that the system spends at the active state before switching
to the repressed state, and viceversa. These results are in agreement with the
ones obtained by studing the analytical expression for the time to memory loss
of the repressed and active state (49).

Finally, concerning the reactivation time of this system (Fig. 4(e)), it is
possible to notice that the absence of repressive histone modifications, compared
to the case in which we do not have DNA methylation (large u’ case), leads
to shorter reactivation time, unless y’ is sufficiently small. However, even for
lower p’ and then slower reactivation, the time needed to switch to the active
state is less variable compared to the previous case studies, suggesting that
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Fig 4. Computational analysis of the chromatin modification circuit,
shown in Fig. 1(b), for large u, using SSA. (a) The stationary probability
distribution, 7, for the chromatin modification circuit represented in Fig. 1(b), whose
reactions are listed in Fig. 1(a). The parameter values used to generate the plots are
in SI-Table S3. In particular, in the left-side plots € = 0.16,0.08, 1/ = 1,0.185 and
¢’ =1 and in the right-side plots € = 0.1,0.06, x = 1,0.15 and & = 0.4. In all plots
npa and npr = npr +npr +npr represent the number of nucleosomes with
activating and repressive modifications. (b) The stationary distribution for the
chromatin modification circuit for different values of €’. The parameter values
considered are listed in SI-Table S3. In particular, ¢ = 0.16 and ¢/ = 1,0.01. (c) Time
trajectories of npa and npr starting from the fully active state npa =50, npr =0
(left) and repressed state npa =0, npr = npr =50 (right) for ¢’ = 1 and different
values of €. (d) Time trajectories of npa and npr, as described in (c), but with

¢/ = 0.4. (e) Time trajectories of the system starting from

Npr =MNpr = 50,npa = 0 and with an input u? that, at steady state, leads to a
unimodal distribution near the active state npa ~ 50. Each trajectory is represented
with a different color. In particular, we set e = 0.16, ¢’ = 1, and z/ = 0.8,0.38,0.08.

A
In (c), (d) and (e), the time is normalized (7 = tkﬁMDtot, with © the reaction
volume) and the parameter values are listed in SI-Table S3.

large p, i.e., the absence of repressive histone modifications, could reduce the
stochasticity of gene reactivation.

Overall, similarly to what was obtained in the previous section, this analysis
shows that when repressive histone modifications are erased quickly enough that
their cooperation with DNA methylation becomes less effective, the duration
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of the repressed chromatin state memory decreases. However, in contrast to
what we obtained for the previous limiting case study, the reactivation process
of the system characterized by large p is less stochastic compared to the
reactivation process of the full system (Fig. 2(e)). This result highlights that
repressive histone modifications contribute to the highly stochastic latency of
state reactivation.

5 Discussion and conclusion

In this work, we considered a chromatin modification circuit including both
histone modifications and DNA methylation [8] (Fig. 1(b)) to single out the
specific contributions of DNA methylation and histone modifications to the
duration of the active and repressed chromatin states memory. For this purpose,
we first proved that system (3), with & as a small parameter, is singular
singularly perturbed and then exploited a proper reduction approach proposed
in [9] to obtain a one-dimensional model suitable for analytical study. We
performed this model reduction for the full chromatin modification system
(Section 4.1) and for two limiting cases: DNA methylation almost completely
absent (Section 4.2) and repressive histone modifications almost completely
absent (Section 4.3).

Our analysis showed that the coexistence and interaction between DNA
methylation and repressive histone modifications biases the system stationary
distribution towards the repressed stated and, accordingly, strengthens memory
of the repressed chromatin state (Fig. 2). When p’ is large enough to have a
negligible amount of DNA methylation in the system and then the interplay
between repressive chromatin marks does not have a relevant effect on the
system dynamics (Fig. 1(c)), the bias in the stationary distribution and the
asymmetry between the active and repressed state memory are reduced (Fig.
3(a),(c),(d)). However, the latency of state reactivation remains highly stochas-
tic, especially for low p (Fig. 3(e)). Different results can be obtained when g is
large (repressive histone modifications almost completely absent). The reason
is that, not only the cooperative interactions among repressive modifications
can be neglected, but here the remaining repressive mark (DNA methylation)
does not have the positive feedback loop associated with the auto-catalytic
process (Fig. 1(d)). This implies that the state reactivation latency becomes
less stochastic (Fig. 4(e)).

These results suggest then the removal of repressive histone modifications
and of the positive feedback loops associated with the auto and cross-catalysis
could reduce the stochasticity associated with the reactivation of a silenced
gene, shown in earlier experimental studies [21]. As future work, we are planning
to develop theoretical tools to derive analytical expressions for stationary
distribution and times to memory loss for our original reaction system and then
to obtain a quantitative characterization of the original system. Furthermore, we
will also conduct experimental investigations in order to validate the theoretical
results obtained in this paper.
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Supplementary information. S1 File. Supporting information file with
derivation of the reduced model for the large u case, and tables containing the
parameter values used to generate the plots in Figs 2 - 4.
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Supplementary information: S1 file

S.1 Proof of model reduction in Proposition 4.9

Let us introduce U = &’y in system (4), obtaining

AA

dD4 A _ _ _ _
& =@+ DYD — &' (c+ (DF + D) + (DI + DI))D

dr
% = (ufh + o/(DF + DIy)DE + (ulh + a(DF + D) + &(Df + Dfs)DF
— (U(bc+ DA) + €'/ (Bc + DA)) D
d — (@t + o/ (DF + DR))D + U(be + DA)DE,
— (udh + (D5' + D1h) + a(Df* + Dib) + &'t/ (Be + DA)) DY (S-1)
e df;? (@l + a(DE + DY) + a(DF + DR))D + &4 (Be + DAYDS,
— (ufh + o/ (D5 + D) + U(be + DA)) DS
El% = (') (Bc + DA)DF + U(be + DA)DE)
+ & (c+ (D + DE) + (DF + DR)DA
— (@4 + a(D§ + Df) + a(Dff + DfY) + af' + o/ (DS + DfY) + a® + D*)D.
Now, let us define z, yo, f1 and f5 as

SR
DA) DlRQ) (fll) (f21)
= y2= | D5 |, f1 = fo=1fz],
(D{% ( [)2 h f23

fi1 = @ + D*)D — &' (c+ (Dff + Dib) + (D5 + Di%)) D™,
(ult + o/ (DF + DE))D + U(be + DY DE,

fi2 =
— (ush + a(DF + Dib) + a(Df* + D) + '/ (Be + DA)) DT,
= (uh + o/ (D3 + D{%)) DF* + (ush + a(D5' + Di5) + a(Df + Dib)) DT’
(U(bc + DAY + &1 (Be + DA)) DTS,
fa2 = (@4 + a(D5' + Dib) + a(Df* + D1%))D + &'/ (Be + DA) D}
— (ufh + o/ (DF + Df%) + U(be + DA)) DE

fo3 = (' (Be + DA)D1 + U(bc + DA)DQ )
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+¢'(c+ (DI + DE) + (DF + DE)DA
— (a8 + «(DF + Dfy) + a(Df + DY) + aft + o/ (DS + D) + a* + D*)D.

Now, it is possible to calculate that ¢(z) = (0,0, ¢12), with ¢(x) defined in C1

3 — (U§0+5‘D{%)Df
and with ¢15 = T(bet DA)—(ata)DF"

U. Furthermore, the matrix A, defined in (6), with D = DI =0, DE, = ¢y
and ¢ = 0 can be written as

Function ¢15 is inversely proportional to

AQ 2 1212 3
Alx) = 777 7 S.2
@ = (2 5 (2
with
A _ 0 B 0 B
2,2 = \ U¢pro —aDF—(ubl+apia+a(DF+¢12)) |
Ao e — 0 0 (a*+D%)
23 = U(be+D?)—(a+a)DF —aDF w41+a’¢1s )’
Auy — (U¢12 @Df+(u20+a¢12+a(D1 +¢'12))>
3,2 — 0 5
0 O
T Ay A 2 _
Aua= (20 47), Ara = (ratosanfio),
Ao — ( (ull+a’ p12+U (be+ D)) Ao+ (a+a)diz )
22 U(be+D4) — (2 +apra+a(Dif+¢12)+a1+a pra+a* +D?)
Al,l = ( U(bc+DA)+(o<+a)DR)

The matrix (S.2) is singular, and this implies that the system (S.1) is singular
singularly perturbed (Def. 3.2). Specifically, matrix A has a two-fold zero
eigenvalue, and two linearly independent eigenvectors associated with them,
and matrix B = A3 3, With B defined as in (7). When there are no external
inputs (u4 = uff = uff = 0 and then @4 = uf', @t = uf), and @} = ul}),
matrix B has three eigenvalues with negative real part if uf}, ), ugt > [ with
[ > 0. This implies that we can apply Theorem 3.1 to reduce our system. To do
that let us first introduce the variable D12 = D — 15, and then the variables

=D/, D = DF /e’ and DE = DE /' in (S.1):
,dD§ '5R | IAR _/AR | /AR ~
e —= = (2 +ale D3 +' D13 + ¢12) + a(D1" + € D15 + ¢12))D
+4/ (Be+ DY) (' Db + ¢12)
— (ulh + o/ (€' DE + &/ D + ¢12) + U(be + D)) Dy
s’% = 4/ (Bc + DAYDF + U(be + DA)DE
+(c+ (D + &' Dfs + ¢12 + €' DF + ' DIy + ¢12)) D? (S.3)
— (@5 + (e’ DF + &' Dy + p12) + &(DF + &' Dy + 612))D
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—(@f +a(' D5 +&'Dfb + ¢12) +a” + DD
dD% d . . _
SO 002 (ff o/ (¢ DE + < DI + 912)) DF
+ (a(DF' + Difb) + aDb) DIt — 1/ (Be + D) (' Db + ¢12) — U(Be + D) DYY

dDR . _ . _
d; = (@l + o/ (€ DF + &' DIy + $12))D + U(be + DA DL
— (a(DF + Dfb) + aDfb + 1/ (Be + D)) DY
dD4 _ AL~ _ - . - _
== (@ + DD — (c+ (DE + /DI + ¢12) + (e DI + /DB + ¢12)) D™,
with
doi2 _ 8(?12 dD4 0912 dD{% _ U(ugo + &D{%)D{% dD4
dr — oDA dr ~ oDf dr  (U(be+DA) ~(a+a)Df)? dF
N (uby +2aDI)(U(be + D) — (a4 @) D) + (uy + aDf)(a + a) D dDE
(U(bc + DA) — (a + a)DIt)? ar -
(S.4)

Now, similarly to what we did in Section 4.1, in order to determine the
integral manifold M (D4, D) = (D, Df, D},), we evaluate the asymptotic
expansion of D, DIt and Df, that can be written as follows:

D = ho(D?, DE &'y = hoo(D?, DE) + &'ho1 (DA, DE
Dé% :hl(DAaD{%ﬂS/)
DIy = ho(DA, DI ') =

To this end, we plug (S.5) into the first three equations o

hoo )+ O

_ _ _ _ 12

hio(D*, DYy + €h1 (D, DYy + O(c ), (S.5)
hao (D™, D) + ' hoy (D?, DY) + O(

-
—~

S.3), obtaining

cdho _ 1 Oho dD*  9hg dDﬁ)
dr " 0DA dr QDL dr

=4 (Be+ D_A)D{R + U(bc + D_A)hl

+ (c+ (D{% +e'ho+p1a+e'hy +e'ha + ¢12))DA

— (@ + a(e'h1 + €' ha + ¢12) + &(DF + 'hg + $12))ho
— (@l + o/ ('h1 + 'ha + $12) + @ + D)o
5’@ = E/( 81}1 deX 8?1 de)
dr ODA dF E)D{% d7
= (@2 + a(e'h + &'ha + d12) + &(DF + €'ha + $12))ho (S.6)

+ i (Be+ DY) (' hg + ¢12) — (Wl + &/ (€'h1 + €'ha + ¢12) + U(be + D))y

,dha  , Bhy dD?  Oho dDE
e—==¢( )

P oDA dr  9DF dr
d
- _% + (uth + o/ (e'h1 + ' ha + ¢12)) 1

+ (b1 + ha) + aho)DF — 1/ (Be + D?)('hy + ¢12) — U(be + D?)ho.
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Now, we can obtain h;g and h;;, with ¢ = 0,1, 2, by equating the terms of
the right and left hand side of the equations above multiplied by the same

power of &’. Specifically, since ggﬁ% and g’[‘;g are bounded for any ¢ = 0,1, 2

! g%?%, ’ggg < 1 for sufficiently small €’) and since for U > 1 we have

that ¢12 < 1 and dgia/d7 ~ (ully + 2aDF)hs, we can rewrite the expressions
for h;o and h;1, 1 = 0,1, 2, as follows:

(i.e, &

i (Bc+ DYDE + (c+ DF)DA

hoo = : ,
00 afl + aA 4+ DA
(@8 + agr2 + aDf)hoo  (ufl + aDT + o/ p12)hio
hio = =1 , hao= " e
U(bc+ D4) (bc+D )+(u20+2aD )
hor — U(bC+DA)h11 +(h10 +2h20)DA ((a+a )hIO + (a+a+a )hgo)hoo
ot u2—|—aDR+u1 + a4 + DA
hiy = (ﬂ§ + @D{%)hm + (Ozh19 + (o + @)h20)hoo (S.7)
U(bc+ DA) '
1 (Be + D*Yhag — Oéi(hlo + hao)h1o
U(bc + DAY ’
hyy = ah11 Df + ufhhiy + a(hio + hao)hio — p/ (B + D) hag

U(bc+ DA) + (ulf) + 2aDF)

Then, by considering the limiting condition U — oo, the expressions for h;g
and h;; can be approximated as

w (Bc+ DMDE + (c+ DF)DA
aft + a4 + DA

hoo = . hio = hog = ho1 = h11 = ho; = 0. (S.8)

Now, by plugging the asymptotic expansion of D, 135% and D% (S.5) with the
expressions for h;g and h;1, i = 0,1,2, given in (S.8), into the last two ODEs
of (S.3), we obtain the reduced system (44), in which we have re-introduced
the original time variable 7 = 7/&’. It is possible to notice that the sum of
the two ODEs in (44) is equal to zero, implying that D4 + DF = constant.
Since the conservation law D4 + DI, + D + Df + DE = 1 holds and, for
sufflclently small ¢’ and sufficiently large U,D=¢D~0, DE = ¢ ‘DI ~
and D, =¢ D ~ 0, then DA + DZE can be approximately set equal to 1 for
sufficiently small values of ¢’ and sufficiently large U. Furthermore, given that
the integral manifold obtained, M(DA DF) = (D, DI, D&), is exponentially
attractive for a sufficiently small &’ (see Theorem 3.1), then, for any solution
(DA(1), DE(1), D(7), DE(7), DE(7)) of the original system (4) with initial
conditions such that |(D(0), D(0), D&,(0)) — M(DA(0), Df¥(0))] is sufficiently
small, we have a solution of the reduced system (44), (D?*(r), DI*(7)), that
satisfies (45) (see Remark 3.1).
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S.2 Tables

Param. Value (h—!) Value (h~1) Value (h=!') Value (h=!) Value (h=!) Value (h™!)
Fig.2(a) Fig.2(a) Fig.2(b) Fig.2(c) Fig.2(d) Fig.2(e)
left plots right plots

kﬁvo 3 3 3 3 3

Ky 0 0 0 0 25

ko 3 3 3 3 3

Iy 0 0 0 0 0

k&"" 3 3 3 3 3

e 0 0 0 0 0

ki /Q 1 1 1 1 1

5 7,35 7,3.5 7 7,3.5 3.5

kA 7,3.5 7,3.5 7 7,3.5 3.5

kg/n 1 0.4 1,0.01 1 0.4 1

kar/Q 0.2 0.2 0.2 0.2 0.2 0.2

kar/Q 0.2 0.2 0.2 0.2 0.2 0.2

Ky, /Q 0.2 0.2 0.2 0.2 0.2 0.2

[ 7,35 7,3.5 7 7,35 7,35 3.5

kg/ﬂ 1 0.4 1,0.01 1 0.4 1

5 4.725,2.3625 (up. plots)  4.375,2.1875 (up. plots)  4.725 4.725,2.3625  4.375,2.1875  4.725,2.45
2.45,1.225(low. plots) 2.45,1.225(low. plots)

ko 4.725,2.3625 (up. plots)  4.375,2.1875 (up. plots)  4.725 4.725,2.3625  4.375,2.1875  4.725,2.45
2.45,1.225(low. plots) 2.45,1.225(low. plots)

kgt /2 0.675,0.35 0.625,0.35 0.675,0.00675  0.675 0.625 0.675,0.35

Table S1. Parameter values used to generate the plots in Fig.2.

Param. Value (h™1) Value (h~!) Value (h~!) Value (h~!) Value (h~!) Value (h™1)
Fig.3(a) Fig.3(a) Fig.3(b) Fig.3(c) Fig.3(d) Fig.3(e)
left plots right plots

ki}o 3 3 3 3 3 3

k%, 0 0 0 0 0 25

Fivo 3 3 3 3 3 3

k?, 0 0 0 0 0 0

Ko 3 3 3 3 3 3

k%, 0 0 0 0 0 0

ki /9 1 1 1 1 1 1

5 8,4 8,4 8 8,3 7,3 4

kg 8,4 8,4 8 8,3 7,3 4

k%/sz 1 0.4 1,0.01 1 0.4 1

kar/Q 1 1 1 1 1 1

Far/Q 1 1 1 1 1 1

Ky /Q 1 1 1 1 1 1

E‘% 8,4 (up. plots) 8,4 (up. plots) 8 8,3 7,3 3.2,1.52
6.8,3.4(low. plots)  6.8,3.4(low. plots)

KR/ 1,0.9 0.4,0.36 1,0.01 1 0.4 0.8,0.38

§ 4,2%10* 4,2%10* 4*10* 4,1.5%10% 3.5,1.5%10% 2*%10%

k¢ 4,2%10* 4,2%10* 4*10% 4,1.5%104 3.5,1.5%104 2*%10%

ko /Q 5%10% 2*%10% 5%10%,5%10 5*10% 2%10% 5%10%

Table S2. Parameter values used to generate the plots in Fig. 3.

)
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Param. Value (h™!) Value (h™1) Value (h™!)  Value (h™!) Value (h™!) Value (h™!)
Fig.4(a) Fig.4(a) Fig.4(b) Fig.4(c) Fig.4(d) Fig.4(e)
left plots right plots

kﬁ,o 3 3 3 3 3 3

Ky 0 0 0 0 0 25

kv,o 3 3 3 3 3 3

kyy 0 0 0 0 0 0

Ko 3 3 3 3 3 3

ki, 0 0 0 0 0 0

k‘,%,/ﬂ 1 1 1 1 1 1

5 8,4 8,4 4 3,15 2,0.75 4

kA 8,4 8,4 4 3,1.5 2,0.75 4

kg/n 1 0.4 1,0.01 1 0.4 1

kar /0 1 1 1 1 1 1

kn/Q 1 1 1 1 1 1

Ky /2 1 1 1 1 1 1

k% 2.6,1.3*10% 2.6,1.3*10% 2.6*%10% 1.5,0.75%10% 1,0.375%10* 2.6%10*

kg/ﬂ 6.5%103 2.6%10° 6.5%10%,6.5%10  6.5%10% 2.6%10° 6.5%10%

5 4,2 (up. plots) 2.5,1.5 (up. plots) 0.64 0.54,0.27 0.28,0.11 3.2,1.52,0.32
0.74,0.37(low. plots)  0.378,0.227(low. plots)

ko 4,2 (up. plots) 2.5,1.5 (up. plots) 0.64 0.54,0.27 0.28,0.11 3.2,1.52,0.32
0.74,0.37(low. plots)  0.378,0.227(low. plots)

kgt /Q 1,0.185 0.4,0.06 1,0.01 1 0.4 0.8,0.38,0.08

Table S3. Parameter values used to generate the plots in Fig. 4.
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