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Abstract

We provide a perspective of the challenges and opportunities for the group contribution approach for

property prediction modeling with respect to their use in the design of chemical-based products in the

modern era of artificial intelligence. In particular, we discuss issues related to the correct formulation

of the product design problem, representation of molecular structures for property prediction as well

as generation of product candidates, regression of property model parameters, and the integration of

property related data and models with product design methods and tools using several conceptual

examples. The need for developing appropriate hybrid AI models is described and recommendations

for future work are presented.

Keywords: group contribution; property prediction; hybrid modeling; artificial intelligence; chemical

product design

Symbols

cx vector of regressed contribution for group x (first, second, or

third)

CpL heat of capacity, liquid

CpV heat of capacity, vapor

ei prediction errors attributable to measurement errors or mod-

eling inaccuracies for the ith property
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f(.) regression function that maps input molecular descriptors to

target property

F, S, T superscripts in equation 2 indicating first, second, and third

order group contributions

HL liquid enthalpy

Hsp Hansen solubility parameter

Hvap heat of vaporization

HV vapor enthalpy

K(.) kernel function to transform data to high dimensions

LC50 represents concentration in water that kills half of Fathead

Minnow in 96 hours (or Daphnia Magna in 48 hours)

LD50 represents the amount of chemical (mass of the chemical per

body weight of rat) which when orally ingested kills half of

rats

LogP logarithm of the Octanol-Water partition coefficient

Ms miscibility index (Ms = 1 implies miscible mixture, Ms = 2

implies immiscible mixture

Mw molecular weight

nf, ns, nt first, second, and third order group types in equation 2

nx number of occurrences of group x (first, second, or third order)

in equation 2

Pc critical pressure

p̂j,i predicted value for property of interest i for the jth chemical

pj vector of properties for chemical or system j

pKa negative log of acid dissociation constant

P Pressure (conditions at which properties are to be estimated)

P sat saturation pressure

sj vector of molecular structural variables that describe the

chemical (for molecular design)
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T Temperature (conditions at which properties are to be esti-

mated)

Tb normal boiling point

Tbub bubble point temperature

Tc critical temperature

Tdew dew point temperature

wk tunable parameter to control regression of model parameters

xi vector of molecular descriptors for ith molecule

xj vector of compositions of the chemicals present in the system

for which the properties are needed

ŷ predicted value for variable y

βi vector of model parameters for property i

γLi liquid phase activity coefficient of compound i in phase L

δP Hildebrandt solubility parameter

η viscosity

Θ matrix of regression coefficients

λ, λ∗ Lagrange multipliers

ρ density

AI artificial intelligence

Evap evaporation rate

GC group contribution

GWP global warming potential

HLB hydrophilic-lipophilic balance

HLD hydrophilic-lipophilic deviation

ML machine learning

ODP ozone depletion potential

RVP Reid vapor pressure
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1. Introduction

Chemicals-based product design refers to products where one or more chemicals define the functions

of the product. As Gani and Ng [1] observed, these products can be classified as single species, blends &

mixtures, formulations, and devices. In each of these products, selected chemicals are added to provide

one or more of the desired functions of the product. For example, as a solvent, the selected chemical

must dissolve the solute as well as provide other desired operational properties. In the case of blends

or mixtures, for example in a lubricant or liquid fuel, the additive chemical enhances the functions of

the product, such as absorbing heat for the former and providing heat for the later. For formulations,

which contain several chemicals with specific product related functions, an active ingredient provides

the main function of the product, such as the protection of a surface, while a solvent delivers the active

ingredient on the surface and vaporizes out. In devices, the added chemical contributes to the function

of the device during its operation, such as the refrigerant for cooling or release of aroma as a mosquito

repellent.

In all the chemicals-based products (called products from here on), chemicals deliver the desired

product functions through their properties. However, for specific products, their desired functions are

different and they therefore require different sets of properties [2, 3]. Table 1 gives a selected list of

product functions and their related chemical properties. Product design methods therefore need to use

different types of property estimation methods for different types of properties in the various steps of

the product design work-flow, if measured data are not available.

Note that property estimation could be regarded as a forward computational problem (given the

molecule or mixture, estimate its properties), and product design could be regarded as the inverse

problem (given a set of target functions defined by properties, find the molecule or mixture that

matches the targets). For computer-aided product design, therefore, a collection of measured data as

well as property estimation models are needed. A review on computer-aided chemical product design

can be found in Adjiman et al. [4] and Zhang et al. [5]. Perspectives on thermodynamic properties

prediction for chemical process and product design is given by O’Connell et al. [6], while reviews

on group contribution based pure compound properties prediction is given by Gani [7] and on phase

equilibrium prediction is given by Gmehling et al. [8].
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Table 1: Product functions and their relation to chemical properties

Product
Related chemical properties

Type Example Function

Single species

Solvents (for extraction)
Liquid state Boiling point, melting point

Dissolves solute Solubility parameter, activity coefficients

Non toxic LC50, LD50

Refrigerant
Ability to cool Boiling point, critical temperature, critical pressure

Environmental impact Ozone depletion potential, global warming potential

Non-flammable Flash point

Blends
Jet-fuel

Burning ability Reid vapor pressure

Engine efficiency Higher heating value, density

Environmental impact Human toxicity (LC50), CO2 emission, emission during combustion

Lubricant
Ability to lubricate Kinematic viscosity

Prevent wear & tear Friction coefficient

Formulations

Insect repellant
Long lasting Evaporation rate & solvent

Water-based Water miscible solvents

Stability Phase stability

Detergent (emulsion)
Ability to clean Surface tension, HLB

Foamability Micelle concentration, surface tension

Stability Cloud point, Krafft temperature, HLD

Device Inhaler Deliver drug Biological activity as a function of LogP

In general, property estimation methods could be broadly classified as those that are predictive

and those that are empirical (or semi-empirical) functions, depending on the measured data used to

develop the models and their extrapolation features as proposed by Gani [7]. For example, in the case

of phase equilibrium related properties, the group-contribution based UNIFAC method [9] is predictive

in terms of mixtures handled because the regressed group interaction parameters can be extrapolated

to many molecules outside the training set, while the UNIQUAC method [10] is not predictive because

the regressed molecular interaction parameters can only be used for the specific molecules present

in the chemical system, although they may be extrapolated in terms of temperature, pressure and

composition.

In computer-aided product design, the work-flows for property estimation and product design are

integrated and the methods could be mainly classified as database search [11], generate and test

[12], mathematical programming [13–15], AI-techniques [16, 17]. Review of recent literature shows

an increasing trend on the use of machine learning based models for property estimation [18] and

AI based techniques to identify potential molecular structures with promising properties [19] as well

as integrated mathematical programming solution approaches for product design as proposed by Liu

et al. [15]. While good advances have been made in systematic computer-aided product design, it
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has been pointed out in [20] that significant improvements (and extensions) of current methods and

tools are needed to address the challenges we are facing on earth. For example, the ability to find

significantly better products through increased search space; guarantee of product safety; ability to

reuse, recycle and/or replace; etc., are challenges where reliability of chemical properties and their

related product functions play an important role. Note that questions like “what to make” are related

to product design, while questions like “how to make” are related to design of processes to manufacture

the designed product. Integrated product-process design involves simultaneous design of the product

and design of its sustainable process manufacturing system. In this paper, we concentrate only on

selected aspects of product design.

Regarding perspective papers, we take the view that they should have the form of a focused review

that provides the reader with an overview on the subject and gives insights into the advances and

challenges the future may hold - they are selective in their coverage rather than an in-depth review

of an area. Therefore, in this perspective paper, we first give a brief overview of the background

concepts, methods and tools related to computer-aided product design. To limit the scope, we will

restrict this manuscript to only single species products (molecular design) and blended or formulated

products (single phase mixture design). We give a brief overview on the state-of-the-art on group

contribution-based properties prediction suitable for product design, and, on computer-aided product

design techniques. Next, we highlight some of the challenges and issues related to advancing the state-

of-the-art and how they could be tackled through the development and use of integrated methods and

tools in a hybrid AI framework. In particular, we highlight the need and use of property estimation

methods that are predictive in nature to increase the search space, while fitting in within the work-flow

of computer-aided product design. Then, we provide a perspective on future developments and uses

of integrated hybrid systems to tackle the challenges. Finally, we make some concluding remarks.

2. Background Concepts

Figure 1 gives an overview of the framework for computer-aided molecular (and mixture) design

(single species and mixed products) in terms of three main parts: problem definition, molecular design,

and screening and selection. The problem definition is related to the type of product that needs to

be designed, where the product needs and functions are converted to property constraints. Molecular

design needs tools to generate candidate molecules and to estimate their properties. Screening and
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selection verifies the properties of the feasible candidates to make the final selection. In molecular

design, the building blocks are usually functional groups or descriptors, whereas, for mixture design,

the building blocks are an initial set of molecules from which mixtures are generated. Note that the

molecular design problem may also be used to create an initial set of molecules in mixture design.

Each of these parts are briefly described below.

Figure 1: Workflow diagram for computer-aided molecular and mixture design

2.1. Problem definition

Each product type has its unique set of functions and needs. As shown in Figure 1, these product

functions are translated to a set of properties and their desired values as the target for design. To

help the designer consistently define the design problem, it’s useful to have a template based on expert

knowledge as shown by Kalakul et al. [11]. Data similar to those given in Tables 1 and 2 help to

define the design problem. Knowledge-based intelligent systems could be used to automate the use of

templates.

2.2. Molecular structure representation and generation

Molecular structures can be represented in different ways. Ideally, the same representation system

should be used for molecular structure generation as well as property prediction. A brief overview of

some of the molecular representation systems suitable for group contribution methods is given below.
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2.2.1. Use of functional groups

Functional groups are defined as a group of atoms with at least one free bond, with the exception of

special (molecular) functional groups that have no free bonds, such as water and methanol. The valency

rule [21] is used to make sure that a molecule represented by the functional groups is a feasible chemical

compound. These groups are usually characterized into various orders of complexity, where the simple

functional groups such as ‘CH3-’,‘-OH’ are considered first-order groups as shown by Fredenslund [9].

As the first-order groups are unable to distinguish between isomers, conjugation based second-order

groups such as ‘CH3-CH(CH3)-’ are used as additional molecular structural information for GC-based

the property prediction models as shown by Gani [7].

Also, to enlarge the application range and prediction accuracy, third-order groups are used for com-

plex molecules [7], such as molecules with fused aromatic rings (for example, biphenyl) and multifunc-

tional molecules (e.g., dipropylene glycol). A useful feature of molecular representation by functional

groups is that they are also used as building blocks for the generation of candidate molecules. Similar

to functional groups, fragments have also been reported by Li et al. [22].

2.2.2. Use of descriptors

A variation of the functional groups is the representation method employing a combination of atoms,

bonds, topological indices, etc., commonly regarded as descriptors. The use of these descriptors can be

found in property prediction models classified as QSAR (Quantitative Structural Activity relationships)

or QSPR (Quantitative Structrural Property Relationships. For example, Patel and Mannan [23] for

flash points of solvents and Abramenko et al. [24] for toxicity of chemicals. Examples of the use of

topological indices for property prediction as well as molecular design can be found in Sippl et al. [25]

for design of inhibitors and Chemmangattuvalappil and Eden [26] for molecular design for reactive

systems including solvent design for ester production. Also, Visco et al. [27] proposed signature

molecular descriptors for QSAR based pure compound property prediction.

2.2.3. Properties based descriptors

Another way of representing molecules solely for the purpose of property estimation involves repre-

senting molecules as vectors of relevant physicochemical properties that could correlate well with the

target property of interest. This often requires expert selection of appropriate descriptors and hence

the molecular representation would differ for different target properties. In scenarios where several
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properties might be important to be included in the molecular representation, dimensionality reduc-

tion techniques such as principal component analysis (PCA) or features selection strategies such as

LASSO [28] or genetic algorithms have been shown to be successful by Venkatasubramanian et al. [29].

It is often observed that such physicochemical features (or representations) when combined with other

molecular descriptors such as Morgan fingerprints [30], extended-connectivity fingerprint ECFP4 [31],

or other custom descriptors [32, 33] could result in better performance. Unlike the functional group

representations, the generation of molecular structures with the descriptors is more complex.

2.2.4. Grammar2Vec

Generating dense (continuous-valued) numeric vector representations of molecules, generated using

context-preserving neural network frameworks, offer an approach for encoding text-based molecular

representations as numeric vectors of any arbitrary size in the latent space. Such methods are inspired

by natural language processing methods that utilize the neighboring context of words to learn patterns

and ‘embed’ them in a latent space using continuous-valued vectors. Therefore, generating such embed-

dings for molecules requires drawing a natural language analogy where the underlying atoms/groups

are considered as ‘words’ in a ‘molecular sentence’. Such molecular descriptors are property-agnostic,

meaning that each molecule would have a unique representation irrespective of the property being

predicted. Approaches such as grammar2vec [34], smiles2vec [35], and mol2vec [36] utilize these ideas

to generate molecular descriptors with appropriate regression frameworks. A molecular structure gen-

eration routine needs to be developed with the identified set of vectors to help integrate the property

modeling and molecular design.

2.2.5. Graph Neural Networks

Molecules could also be represented as graphs or an adjacency matrix (possibly augmented with

additional bonds/atoms-specific features) and used in graph neural network framework for property

estimation. The graph neural networks involve performing convolution operations on the molecular

graph (or adjaceny matrix) to ‘embed’ the molecule in a latent space which is then used in a neural

network framework for property estimation as proposed by Ishida et al. [37]. Owing to the presence of

deep neural networks, these methods typically suffer from poor interpretability and black-box nature

of the developed models.
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2.3. Property prediction for product design

Properties can be classified [7] as primary properties (these are pure compound properties and each

chemical has only one value of this property), functional properties (these are also pure compound

properties but they may change with temperature and/or pressure), mixture property type-a (these

are properties of a homogeneous mixture) and mixture property type-b (these are phase equilibrium

properties of a mixture).

The relationship between property prediction and product design can be understood from equation

1

pj = f(sj,xj,βi,Θi,j, T, P ) (1)

where, pj is a vector of properties for chemical or system j; sj is a vector of molecular structural

variables that describe the chemical (for molecular design), or, is a vector of chemical identities (for

mixture design) system j; xj is a vector of compositions of the chemicals present in the system for which

the properties are needed (if all compositions except one are zero, then the corresponding property is a

pure compound property), βi is a vector of model parameters for property i, Θi,j is a matrix of model

parameters related to property i and molecule (or mixture) j; and, T and P are conditions at which

the properties are to be estimated. Note that for a specific product design problem, pure compound

properties as well as mixture properties may be needed to describe the product functions.

If all the variables on the right-hand side of Eq. 1 are known or specified, then estimation of the

unknown property pij (property i of chemical or system j) represents the forward property estimation

problem. If subsets of variables sj and xj are unknown while subsets of pj are known, it is the reverse

problem of property estimation related to molecular design. If subsets of variables sj and xj are

unknown and a subset of pj are specified instead, it is the reverse problem of property estimation

related to mixture design. More complex reverse problems may also include T and/or P as unknown

variables. Note that while for the forward problem, a unique property value is thermodynamically

feasible, for the reverse problem, there can be multiple solutions or no solutions, depending on what

desired property values are specified. A natural solution approach for the reverse problem is therefore

optimization to find the best match among various feasible solutions as shown by Zhang et al. [20].

From the above problem description, it is clear that an integrated solution approach that combines

the work-flows and data-flows for property estimation and product design is necessary because the
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variables s and x are involved in property estimation as well as product design. As stated above,

this perspective paper is limited to the concepts, methods and tools for two classes of product design,

namely molecular design and mixture design, employing mainly group-contribution based methods for

property prediction.

Table 2 gives a list of properties needed for different molecular and mixture design problems. Figure

2 illustrates the different components of GC-model based properties prediction. Note that this is not a

comprehensive list. It is given to highlight mainly the relation between properties and product design.

Table 2: Properties needed for different molecular and mixture design problems

Problem Primary Functional Mixture Phase

Refrigerant Tc, Pc, ODP, GWP Hvap, CpL , CpV

Refrigerant blend Tc, Pc, ODP, GWP Hvap, CpL , CpV HL, HV , ρ Tbub, Tdew

Solvent for extractive distillation Tb, Tm, LD50, δP , LogP Hvap, CpL , CpV

Solvent for extractive distillation Tb, Tm, LD50 Hvap, CpL , CpV HL, HV , ρ Tbub, Tdew, Sp, Ms = 1, γi
Solvent for liquid-liquid extraction Tb, Tm, LD50 Hvap, CpL , CpV HL, HV , ρ Tbub, Tdew, Sp, Ms = 2, γi
Solvent for crystallization Tm, LD50 HL, ρ Ts, Sp, Ms = 1, γi
Solvent for reaction synthesis Tb, Tm, LogP , pKa Tbub, Tdew, Ts, Sp, Ms = 1 or 2 , γi
Lubricant
Active ingredient Tb, Tm, LogP , pKa, LC50, LD50, LogWs Ts, Sp, Ms = 1 or 2 , γi
Diesel blend RVP, HV , HL, ρ Ms = 1
Insect repellent Evap, ρ, η, solubility Ms = 1

Note: Ms = 1 indicates one stable liquid phase; Ms = 2 indicates two stable liquid phases

Also, all target properties have not been listed here

Figure 2: Workflow diagram for GC-based property prediction with starting point as “user data” and end-point as “output
values”
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2.3.1. GC-based property modelling

For the properties listed in Table 2, GC-based models can be found for most primary properties

involving organic chemicals [38]. Although for some functional properties, GC-based models have been

developed [39], in most cases, the primary properties are used as input in equations of state to obtain

the functional properties. Note that at normal pressure of 1 atm and/or at temperature of 273 K, the

corresponding functional property could be regarded as a primary property. For the mixture properties

of type-a, if the mixture property has a linear dependence with respect to composition, the primary

or functional pure compound properties are used together with linear mixing rules with respect to

composition. For non-linear dependence, non-linear mixing rules are often used. For phase equilibrium

related properties (type-b), depending on the computational procedure used for phase equilibrium,

different sets of primary, functional and mixture properties are used. Here, use of GC-based models

for properties such as activity coefficients of molecules present in the liquid phase of a mixture are

well-known [9],[10]. Phase equilibrium can also be predicted through GC-based equations of state, such

as SAFT [40] and PC-SAFT [41]. Note, however, properties such as, Tbub, Tdew, Ms are conditional

properties because they also need to satisfy the condition of equilibrium. GC-based property models

are briefly described in the sub-sections below.

Primary Properties. In GC-based property modeling, we are highlighting those that use the func-

tional groups. For estimation of pure compound properties (primary properties) of chemicals, this

information on molecular representation of chemicals is needed together with the property contri-

butions of the groups representing the molecular structure. A simple example for the well-known

Marerro-Gani method [42] and its updated versions [38, 43] is highlighted through Eq. 2.

f(pi) =

N∑

nf=1

FcFnfn
F
nf +

N∑

ns=1

ScSnsn
S
ns +

N∑

nt=1

TcTntn
T
nt (2)

In Eq. 2, the summation of the group contributions are given on the right-hand side (RHS) of the

property function, where, the superscripts F , S, and T indicate the first-, second- and third-order

contributions, respectively, and subscripts nf , ns and nt indicate first-, second- and third-order group

identities, respectively; n is the vector of the number of occurrences of each group and c is the vector

of regressed contributions, which are needed to estimate the property pi. See also, [44], [45] for other

examples of GC-based pure compound primary property modeling.
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Functional properties. The pure compound primary property estimation methods can be extended

to temperature dependent functional properties (heat of vaporization, specific heats, density, etc.) by

making the property group parameter (variable c in Eq. 2) also temperature dependent [39, 46, 47].

Another option for estimation of temperature dependent pure compound properties is to use equations

of state, which in this case, only need primary properties (such as the critical properties) as input. A

simple model to obtain the vapor pressure as a function of temperature is shown through Eq. 3 for

the van der Waals cubic equation of state from which the well-known SRK equation of state [48] can

be derived.

P = RT/(V − b)− a/v2 (3)

where a, b are model parameters, which could be expressed in functional form, as

a =f(x, T, P, Tc, Pc, kij) (4)

b =f(x, T, P, Tc, Pc) (5)

As the ki,j in Eq. 4 relate to the binary interactions between molecules, this form of the equation of

state are not GC-based, although, GC-based equations of state, such as SAFT [40], PC-SAFT [41]

can also be used for pure compound properties; x in Equations 4 and 5 are the compositions of the

chemicals in the mixture, which is set=1 for the pure compound.

Mixture properties (type-a). For mixture properties of type-a, if the mixture can be assumed to be

ideal, then ideal mixing rule is used to compute the mixture property from the known pure compound

properties. If the ideal mixing rule cannot be assumed, then specific mixture property models need to

be developed. For example, Tochigi et al. [49] proposes ASOG based method for kinematic viscosity

and thermal conductivity of liquid mixtures; Liu et al. [50] proposes a GC-based method for surface

tension of ionic liquid-water mixtures; and Chen et al. [51] proposes a GC-based model for solubility

of selected organic chemicals.

Phase equilibrium properties (type-b). Phase equilibrium properties are typically related to VLE

(vapor-liquid equilibrium), LLE (liquid-liquid equilibrium), SLE (solid-liquid equilibrium) plus other

combinations. Examples of the phase equilibrium condition that needs to be satisfied for a mixture in
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equilibrium (for specific phase equilibrium problems), are given by Equations 6, 7 and 8 for VLE, LLE

and SLE, respectively,

xiγ
I
i P

sat
i = yiP (6)

xiγ
I
i = yiγ

II
i (7)

siγ
S
i = xiγ

L
i exp[∆HF

i /(RTmi)((T − Tmi)/T )] (8)

A typical VLE phase equilibrium computation problem with (Eq. 6), involves the iterative deter-

mination of, for example, the saturation temperature (Tbub) and the corresponding vapor composition

(y) in equilibrium with a specified liquid of composition (x) and pressure P. In the above equations, the

variables in red indicate properties for which data or models are needed to supply their values. That

is, γIi , a mixture property that needs to be predicted through a liquid phase activity coefficient model,

while, P sat
i , is a functional pure compound property dependent on temperature that can be estimated

in various ways (correlation, equation of state or GC-based), (s) is composition of compound i in solid

phase. Therefore, for phase equilibrium computations, primary properties, functional properties as

well as phase equilibrium properties are needed. Specific to phase equilibrium properties (for example,

activity coefficients, γi, in the liquid phase for each chemical), GC-based models can be used, for ex-

ample, UNIFAC [9], GC-based COSMO-models proposed by Wang et al. [52]. GC-based equations of

state can also be used to predict phase equilibrium. The following review articles on PC-SAFT [53],

SAFT [54] and cubic EOS models [55] provide useful information.

2.3.2. ML-based property modeling

The significant advances in computational power combined with the availability of data and power-

ful machine learning frameworks have greatly improved the development of property prediction models

as argued by Venkatasubramanian [16]. Several property estimation models have been reported that

have either surpassed the accuracy of traditional QSPR and GC-based methods, or have been com-

bined with them to improve their performance under certain scenarios where they were lacking. Such

ML-based methods are heavily reliant on the availability of data for learning model parameters by

discovering correlations between various molecular descriptors and the target property, thus making

the task of representation learning crucial for the success of such models as shown by Mann and

Venkatasubramanian [19]. In addition, combining these models with domain knowledge and expert
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insights results in the development of hybrid machine learning models that often have better predictive

performance, are more explainable, and correlate well with the underlying chemistry as demonstrated

by Mann et al. [34] and Alshehri et al. [38]. Other examples of ML-based property prediction models

are, prediction of density of deep eutectic solvents proposed by Roosta et al. [56] and prediction of

viscosity of bio-chemicals proposed by Hernandez et al. [57].

Typical ML framework for property estimation. The property estimation task is usually for-

mulated as a regression problem where the objective is to build a machine learning-based regression

model between the regressors and the target variable as,

p̂j,i = f(sj,βi) + ei (9)

where (for the jth chemical) the target variable p̂j,i is the predicted property of interest i; sj is the

vector representation of the chemical’s descriptors and is of dimension m×1; βi is a vector of regression

coefficients (with appropriate dimensions depending on the ML model-form) that is estimated; and ei

is the noise in the prediction that could be attributed to the measurement errors in the training data

and/or the modeling inaccuracies.

The two important aspects for estimating the target property pj,i accurately, therefore, are –

choosing an appropriate functional transformation f(.) and using rich molecular descriptors sj that

correlate well with the property of interest. Note that functional groups are a special type of descriptors.

Several works have been reported that either focus on finding an appropriate set of descriptors for a

molecule as well as using advanced ML architectures that provided a complex functional form for

mapping the descriptors to the target property. While predictive accuracy is central to ML models,

the ability to explain and interpret them is equally important but challenging, thus making it an

important area of research.

Model architectures for ML. Model architectures play an important role in mapping the various

non-linear and complex correlations between molecular descriptors and a target property of interest.

This functional mapping could be represented through f(.) in equation 9, which could be either para-

metric or non-parametric depending on the underlying ML model architecture. Several ML model

architectures that fit in the regression framework could then be used for estimating the target prop-

erty such as – least squares regression [58], support vector regression [59], Gaussian process regression
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[60], ensemble methods [61], or deep neural networks [62].

Since most ML approaches have the inherent drawback of poor explainability, a class of hybrid

machine learning frameworks that combine domain knowledge with data-driven methods could play

a crucial role towards improving interpretability of ML models. This could be done at several levels

such as computing the individual feature importance and contribution towards predictions, correlating

observed data-driven trends with underlying chemistry knowledge, performing detailed error analysis

for various molecular types and classes, and combining traditional QSPR methods such as GC with

machine learning frameworks as shown by Mann et al. [34] and Alshehri et al. [38].

2.4. Methods for Chemical Product Design

2.4.1. GC-based Molecular Design

As pointed out through Eq. 1 and Figure 1, in product design problems, the product functions

in the form of properties are specified and the identity of the chemical or the mixture of chemicals

matching the properties need to be determined. Much advances have been made in developing efficient

methods to solve these problems, for example, as generate and test (Kalakul et al. [11], Sippl et al.

[25]), optimization-based techniques (Jonuzaj et al. [14], Liu et al. [15]). Note that for molecular

design problems, pure compound, functional properties as well as mixture properties may be selected

as target properties. However, the design variables are the building blocks such as functional groups,

fragments, or descriptors. A review of computer-aided methods for chemical product design is given

by Austin [63].

2.4.2. GC-based Mixture Design

When a large number of target properties need to be matched, it is unlikely that a single molecule

would match all the target properties. In this case, a blend or mixture is formulated as a mixture

design problem. Therefore, for these problems, the objective is to find mixtures of molecules that

satisfy a set of target mixture properties. There are three important decision variables, namely, the

number of molecules present in the mixture, their identity and their composition. In addition to the

property constraints, the mixture must be a single phase, usually a liquid. A decomposition-based

solution strategy where mixtures of fixed number of molecules are generated and tested, first for their

miscibility and then for mixture compositions that match the target properties, have been reported

for liquid formulated products by Conte et al. [64] and blended fuels by Yunus et al. [65]. Also,
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a mathematical programming based design approach to simultaneously obtain values of the decision

variables that match the property targets for simpler mixture design problems have been reported by

Liu et al. [15].

2.4.3. AI applications in product and molecular-mixture design

Artificial intelligence in our context refers to the broader collection of methods such as pattern

matching, search algorithms, knowledge representation, data-driven models-based simulation, and

agents learning from their environment (reinforcement learning) that could be used either in con-

junction with ML or independently for product design. We treat AI different from traditional ML by

limiting the definition of ML only as something used for mapping the inputs molecular descriptors to

the target property of interest.

The following sections give a brief overview of the various applications of AI such as high through-

put screening, computer aided chemical reaction prediction and synthesis, design and optimization of

molecules, modeling interactions between several entities, and so on, that are important for the design

of molecular-mixtures.

High throughput screening. High throughput screening is essential for quickly evaluating several

candidates with a desired property that would help in screening out the undesired molecules. Such

methods offer a virtual experimentation bench that sidesteps the need to perform exhaustive wet-

experiments saving a lot of effort, time, and money. Typically, at the heart of such high throughput

experimentation tools lies a computational-model that is highly efficient in computation time with

fairly high accuracy and performance, as shown by Mayr and Bojanic [66] and Phillips et al. [67].

Chemical reaction prediction and retroysnthesis. There has been a recent surge in the devel-

opment of accurate reaction modeling strategies that could be used for solving the forward reaction

prediction problem (given reactants, predict reaction products) and the restrosynthesis problem (given

target product, identify starting reactants). Several different class of methods have been utilized

for both of these problems, and they could be categorized into three major classes as identified by

Venkatasubramanian and Mann [19] – symbolic AI, purely data-driven AI, and hybrid AI. Each class

of method has their own pros and cons but the most promising is the latter class of hybrid AI methods

that combines domain knowledge with data-driven methods [34, 68–71].

Multi-step chemical synthesis is often very important since they offer information not only on the
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starting reactants but also on the various intermediate steps and transformations that are required to

synthesize the target molecule. Similarly, predicting the reaction yield [72], selectivity [73], and the

reaction class [74, 75] is equally important and has practical significance for computer aided reaction

synthesis.

Molecule design and optimization. Molecule design involves identifying or optimizing the struc-

ture of molecules that results in a desired behavior, often in terms of certain physical, chemical, or

thermodynamic properties of interest. For practical significance, several properties need to be opti-

mized simultaneously. Many deep learning-based approaches have been proposed in this area that

primarily involve learning latent space representation of molecules and then optimizing the properties

of interest by sampling (often probabilistically) from that latent space. It is often required to learn

a continuous, smooth latent-space representation of molecules using autoencoder frameworks since it

has been shown in [76] that a smooth latent space results in better identification of molecules with

desired properties.

Agents learning from environment interaction. An important aspect of AI is the problem for-

mulation in the form of agents and environment where the ‘agents’ interact with an ‘environment’

and try to maximize their ‘reward’ (and consequently learn) from sequential ‘interactions’ with the

environment, thus eventually finding the optimal goal state. The definition of the different components

– namely, agent, action, reward, and environment – depends on the problem formulation and desired

goal. Various applications of reinforcement learning combined with deep learning has been shown in

[77–79] to be useful in optimizing chemical reactions, searching for synthesizable novel molecules, and

other chemicals-based product design applications.

3. Challenges and Issues

In this section challenges and issues related to representation of the molecular structure, regression

to obtain the final form of the model, and integration of different methods and tools within the product

design work-flow are highlighted, as they influence the scope and significance of property prediction

models as well product design methods and tools. We first discuss some of the related issues through

an illustrative and typical single species (molecular) product design problem and then highlight the

different associated challenges and issues.
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3.1. Single molecule product design problem

The single species (molecular) product design problem is defined as, find a replacement solvent

having the following properties:

• Set 1: 90 < Mw < 120; 350K < Tb < 425K; Tm < 250K; Hsp < 20 (GC-simple models available)

• Set 2: LogP > 1.5; LogLC50 < 4 (higher-order GC-models available)

• Set 3: Miscibility with water (GC-based liquid phase miscibility calculation option available)

• Set 4: Check for environmental, health and physical hazards (data available in a separate

database)

3.1.1. Problem statement

As the specific target properties with their bounds are given, the translation from needs to proper-

ties is not needed here. Also, as an objective function is not given, instead of searching for the optimal

replacement solvent, a set of feasible candidates need to be determined. The solution methods that

are more appropriate for this problem are database search [11], enumeration-based generation-test [12]

and genetic algorithm-based [29] solution approaches. Note that after a feasible set of molecules have

been identified, they can be ordered according to any specified selection criteria to identify the most

suitable (single species) product. Also, if the application process for the designed molecule is included

(as in the case of a solvent-based separation process), then the simultaneous design of the separation

process and the selection of the solvent could be formulated as a mathematical optimization problem,

which can be solved in different ways [13–15]. Note that if instead of properties and their target values,

the functions or needs such as a solvent must be liquid, dissolves selectively a solute, is miscible (or

not miscible) with water, and does not have hazardous properties, a knowledge-based system would

need to translate these functions to the property sets that will define the product design problem.

3.1.2. Problem solution

The solution of the problem is highlighted through the solution options available in the ProCAPD

software [11] as it is available to the authors. The first step is to check the availability of data and/or

property models for the target properties in ProCAPD. The following property models and data are

available in ProCAPD.
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• Set 1: GC-simple models available within the CAMD work-flow and also database engine includes

these target properties

• Set 2: Higher-order GC-models available within the CAMD work-flow in a hybrid option; also,

a different database includes these properties

• Set 3: GC-based liquid phase miscibility calculation is included in the CAMD work-flow and also

qualitative miscibility with water data available in a database search engine

• Set 4: Data available in a separate database that is not part of the CAMD database search engine

Based on the above, different solution schemes could be employed, even though a single solution

approach matching all the target properties is not yet available.

Database search. From a practical point of view, this solution option is useful only for search based

on single value pure compound properties. Additional levels of search are needed for functional prop-

erties and mixture properties. A first search is made for the four properties in set-1, which gives

124 compounds matching the constraints. Figure S1 (see supplementary material) gives details of

the search problem specification and Table S1 (see supplementary material) gives the list of feasible

candidates. Adding now the search related to miscibility with water (qualitative data available in the

same database), compounds that are soluble, or slightly soluble or insoluble in water in addition to

the set-1 target properties are identified. This gives 8, 24, and 66 candidate molecules, respectively,

for soluble, slightly soluble and insoluble in water, out of the original 124. This is also highlighted in

Table S1. From the 124 compounds, the following four compounds representing different molecular

types hydrocarbon (n-heptane: 000142-82-5), aldehyde (1-hexanal: 000066-25-1), ketone (diisopropyl

ketone: 000565-80-0) and ether (n-butyl-ethyl-ether: 000628-81-9), which are all well-known solvents,

are selected for hazards analysis (available in ProCAPD in a separate section of the database library,

which is not included within the CAMD work-flow). Not surprisingly only n-heptane is listed as a

danger in terms of environmental hazards; all are listed as physical hazards because of flammability,

with 1-hexanal being the safer; all have health hazards and again 1-hexanal has warnings as opposed

to being listed as danger.

Issues: What this analysis shows is that selection of a chemical product needs to be thoroughly

investigated and requires searches in multiple databases, none of whom are currently complete. Another

limitation of database search is the issue of mixture properties. For the problem defined above, typically
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this solvent would be used for extractive distillation and the specific choice of the solvent would also

need to check for solubility of the solute in the solvent as well as creation of a two-phase vapor-liquid

equilibrium system. These criteria would need to be checked through phase equilibrium computations,

process simulations, as well as experiments.

CAMD based on generate-test method. The same problem solved through database search, can

also be solved through the CAMD-option, where the GC-model (simple) based property models are

available for different types of properties. This CAMD work-flow is similar to the one highlighted

in Figure 1. Unlike the database search, here for every generated candidate molecule, if the GC-

model parameters are available, the target properties can be calculated. Therefore, the search space is

potentially larger than in database search. Unlike database search, LogP from set-2 and water solubility

from set-3 are also included. Set-4 analysis, however, needs to be done separately as only qualitative

data for hazardous properties of chemicals are available in a separate database. For a minimum of 2

groups and a maximum of 8 groups (as this kind of solvents are usually not large molecules) and only

acyclic hydrocarbons, alcohols, acids, ketones, aldehydes, esters, and ethers (that is, only compounds

with carbon, hydrogen and oxygen atoms are considered), the CAMD-option generated 3498 molecules,

out of which 82 were found feasible and it took 0.88 seconds on a computer with Intel(R) Core(TM)

m7-6Y75 CPU @ 1.20GHz 1.51 GHz processor. Note that this selection of building blocks prevents

potential problems with hazardous chemicals by avoiding aromatic compounds or compounds with

halogens, for example. In Figure S2 (see supplementary material), the problem definition details are

given; and in Tables S2 and S3 (see supplementary material), the list of feasible molecules and the

solution statistics are given. It can be noted that a majority of the generated molecules were screened

out because some of their GC-model parameters were missing. The solution statistics highlight how

many molecular structures are generated and how many were screened out because of different reasons,

such as unavailable model parameters or out-of-bound properties. Also, from the list of molecules in

Table S2, it can be noted that some generated molecules can be found in the database, while others are

not. It is possible that among those that are not found in the database, they may exist in some other

database, or are newly generated molecules that would need to be synthesized first before their actual

use could be considered. However, the 4 molecules identified through database search are also found

in this problem solution and their hazards analysis would again need to be performed separately.

Issues: Although the search space is enlarged compared to database search, there are also limita-
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tions. Is the number of generated molecules limited by the the use of combination rules of groups to

form molecules, which are employed to avoid a potential combinatorial explosion? Are the inaccuracies

of the GC-simple models acceptable? How to predict the properties of the generated candidates if the

GC-simple model parameters are not available?

CAMD with hybrid model option. As pointed out by Hukkerikar et al. [43] accuracy of the

GC-simple (based on 1st-order groups) is qualitatively acceptable, but a more accurate prediction is

obtained through the addition of 2nd- and 3rd-order group contributions. The use of higher-order

groups also increases the search space for the design problem as reported by Liu et al. [15]. In this

example, use of the higher-order model is used in an outer-loop to validate and screen the results from

the GC-simple model in an inner-loop. The number of molecules generated are still the same as the

higher-order groups are only used for property prediction. However, the number of feasible molecules

has now decreased from 82 to 56 and the computing time has increased from 0.88 seconds to 63.05

seconds. Therefore, increase of search space and accuracy is paid through additional computational

time. In Table S2, the 56 screened molecules are highlighted in Italics and in Table S3, the problem

solution statistics are given. The target properties for the four selected molecules predicted with

GC-simple and GC-ML models (a computationally more expensive model but giving more accurate

predictions) are compared with available measured data in Table S4 (see supplementary material). Note

that using the hybrid scheme, the additional property in set-2 is included. However, set-4 properties

still needs an additional separate analysis of the selected candidates.

Issues: How to incorporate the computationally expensive but more accurate property models

within the CAMD work-flow? Is the overall computing time to obtain a more reliable solution worth

the additional computational times? Should the decomposition of target properties into different sub-

sets be based on model availability, computational time and/or application range?

Comparison of GC-model and GC-based ML-model. The ProCAPD software [11] also has the

option for stand-alone pure compound property estimation tool called Pure. It calculates 46 GC-based

primary properties, 11 secondary properties where the primary properties are used as input and 9

temperature dependent functional properties. As reported in [38] the accuracy of prediction for 25

(out of the 46 available in the Pure software), by the GC-ML model is much higher than the GC-

simple model (close to 90% of the molecules has less than 1% error with the GC-based ML-model as

opposed to around 50%, on average with the GC-based simple model). In Table S5 (see Supplementary
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material), the prediction comparison between the GC-simple and GC-ML models are given for the two

selected molecules. Note that a detailed list of training data and their correlation error are given

as supplementary material by Alshehri et al. [38]. The work-flow for prediction with the GC-based

simple and GC-based ML models are illustrated in Figure 2. In Table 3, the storage required, the

computation time required for the 25 properties are listed, based on a computer with with Intel(R)

Core(TM) m7-6Y75 CPU @ 1.20GHz 1.51 GHz processor.

Table 3: Comparison of GC- and ML-based property prediction models

Comparison metrics GC-based simple model GC-based ML-model

Computation time (s) <1 ∗ 43
Storage (MB) 101 ∗ 3434

Note: ∗ the storage and computing time given for GC-based simple includes all 65 properties in the Pure
software tool

Issues: Based on the data in Table 3, clearly, the best way to incorporate ML-based models within

the product design work-flow needs to be carefully developed to get the maximum benefit. The accuracy

is not an issue here, but the storage and computational time are. However, as the primary property

of a molecule needs to be estimated only once, the computational time may not be an issue if the

calculated data is added to the database as a pseudo-measured data for future use.

3.2. Other variations of the product design problem

A few variations of the above single species molecular design problem are highlighted briefly.

3.2.1. Refrigerant design - molecular and mixture design

This design problem includes only pure compound target properties such as critical temperature,

critical pressure, and functional properties such as boiling point (as a function of pressure), vapor

pressure (as a function of temperature), heat of vaporization (function of temperature and pressure),

specific enthalpies (function of temperature) and hazardous properties. While GC-based property

models have been used (Achenie et al. [21]; Austin et al. [13]), it has been shown recently that the

functional groups used in GC-based property models for solvents (for example) are not appropriate for

the small molecules representing the refrigerants as shown by Kuprasertwong et al. [80].

Issues: How to define the appropriate descriptors and based on them, develop the associated target

property models? Also, as a single chemical is unlikely to satisfy all the target properties, should

design of refrigerant blends be considered? How to generate the basic set of chemicals from which the
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mixtures could be designed? Should they be binary mixtures or multi-component mixtures? For this

class of molecules, the GC-based computationally expensive equations of state could be more suitable.

How to incorporate them within the molecular and mixture design work-flow?

3.2.2. Liquid fuel or formulation (mixture) design

These design problems include only mixture target properties but to identify the mixture chemicals

and predict the mixture properties, pure compound properties are also needed. As pointed out by

Kalakul et al. [11], Conte et al. [64] and Yunus et al. [65], different products need different sets

of target properties and therefore, property models. Also, in some cases, as in fuels (for example,

gasoline, diesel or jet-fuel), different types of chemicals with different molecular sizes are found in these

products.

Issues: To enlarge the application range of the computer-aided methods and tools, potentially

a large library of property models and chemicals are needed to cover a wide spectrum of products.

Should an apriori set of molecules be developed and stored in a database as potential additives for the

mixture design problem?

3.3. Molecular structure representation and generation

As briefly mentioned in Section 2.2 and the above examples, molecular representations play an

important role for accurate modeling of correlations between descriptors and the target property. Since

they can also be used as building blocks for generating molecular structures, the issue of representation

of molecular structures is very important and needs to be tackled to enhance the scope and significance

of any product design method. While, in principle, molecular structures for a very large number of

chemicals can be generated, the properties for only a fraction of them can be estimated and measured

data are available for even a smaller fraction of chemicals as shown by Syeda et al. [81]. Some issues

are highlighted as bullet points below:

• How to overcome the well-known limitations of the functional groups? For example, they are not

suitable for small molecules, such as refrigerants; and for large complex molecules such active

pharmaceutical ingredients.

• Can representation methods like grammar2vec be used to simultaneously identify promising

molecular structures and predict their properties?
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• Can a system to convert one representation system to another be developed so that the properties

for a larger set of molecules can be predicted?

3.4. Property model development

The development of GC-based property estimation models is usually formulated as a regression

problem, where, the primary objective is to estimate the model parameters if the model equations are

fixed, or, identify the model as well as its parameters if the model is not fixed. This is true irrespective

of the underlying modeling approach, which could be either of group-contribution-based, ML-based,

or hybrid ML-based approach that combines the two. As described in [34, 38], the model parameters

could be obtained for various GC-based property estimation methods, namely, GC-simple and GC-ML

as described in the following sections.

3.4.1. Regression of GC-model parameters

Typically, the GC-based formulation involves estimating the model parameters (in Equation 2)

using different methods (least squares, maximum liklihood principle, etc.), which involves, for the least

squares method, minimizing the difference between the squared error between the true and predicted

property values as shown in Equation 10. Such estimation is usually performed at three different

levels: y considering only the first-order term; the first and second-order terms; and/or all three terms

simultaneously.

S(cF, cS, cT) = minwk

N∑

j=1

(yMj − ypred,j) (10)

where wk is a tune-able parameter that controls simultaneous regression of the model parameters.

The regression of model parameters using the above approach could either be done simultaneously by

regressing all the parameters at once, or in a step-wise manner (SWR regression) where the parameter

regression is done sequentially for the first order groups, followed by the second order groups, and

finally the third order groups as described by Hukkerikar et al. [43, 82].

On the other hand, for ML-based methods, regression could either be performed for the parameters

if the underlying model is parametric (such as artificial neural networks, or support vector regression

with linear kernel), or estimated indirectly for non-parametric models such as support vector regression

with radial basis function kernels or Gaussian process regression. For a parametric model such as ANN,
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the property is estimated as

ŷ = f2(W2)[nf1(W1) + b1] + b2 (11)

where W1(NP × NG) and W2(1 × NP ) are weight matrices, for the hidden and outer layers while

b1(NP × 1) and b2(1 × 1) are bias vectors, and NP and NG are the number of neurons and the

number of groups, respectively. The parameter matrices are estimated by using the back-propagation

method with squared error as a loss function that is minimized over iterations during the model training

stage. Similarly, for a non-parametric model such as kernel-support vector regression, the estimation

is formulated as an optimization problem with Lagrange and support vectors as:

min
λ

1

2

N∑

j=1

N∑

k=1

(λj − λ∗

j )(λk − λ∗

k)K(xj , xk) + ǫ(λj + λ∗

j )−

N∑

j=1

yj(λj − λ∗

j ) (12)

subject to,

N∑

i=1

(λj − λ∗

j ) = 0, 0 ≤ λj ≤ C, 0 ≤ λ∗

j ≤ C

where K(.) is the radial basis function (RBF) kernel used for transforming the data to a high dimen-

sional space, given by,

K(xj , xk) = exp(−γ||xj − xk||
2) (13)

where the parameter γ controls the width of the kernel. The regressed (predicted) values, ŷi, for an

input xi, is given by

ŷi =

N∑

j=1

(λj − λ∗

j ) exp(−γ||xj − xi||
2) + b (14)

Therefore, Equations 12 and 14 characterize a trained non-parametric regression model, and the re-

gressed values for thermodynamic properties of a give molecule could be estimated using Equation 14

for a given molecule represented as xi. Additional details on regression of model parameters can be

found in [34, 38, 83]. Some issues are highlighted as bullet points below:

• How to optimally combine the GC-simple models, which are simple and fast but less accurate

with GC-ML models, which are like a black-box model but are very accurate?
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• Can the ML-based more accurate property prediction models and other computer-intensive mod-

els be used to generate pseudo-measured data for use in regression of the model parameters and

thereby develop new models with larger application range?

• What about the extrapolation and interpolation features of the regressed models? How to ensure

increased predictive capabilities?

3.5. Integration of databases, property models and design method work-flow

The scope and significance of the molecular and mixture design problems depend on the available

data, the application range of the property models together with how the design problems are formu-

lated and solved. As the data in Tables 1 and 2 indicate, the product functions need to be translated

to properties with targets or bounds on their values for a typical molecular or mixture design problem.

Also, as pointed out through the examples in section 3.1, multiple databases need to be used; different

sets of property models are needed for different product design problems; different property models

come with their parameter sets, storage requirements, and computational times. From an integration

point of view, the following issues are highlighted (not in any order of priority):

• What should be the role of AI in chemical product design problems? Which steps of the product

design work-flow would benefit most through integration of AI techniques?

• What should be the role of ML-based property modeling? What would be the best way to

integrate ML-based models within the product design work-flow? Should they be used as black-

box models in specific applications?

• How to increase the portfolio of product design software tools that can solve much larger numbers

of problems, reliably and efficiently?

3.6. Challenges

Based on the above, the following challenges are identified and needs to be tackled with respect to

development of product design methods and tools:

• Databases - their extension and use in property models as well as in the product design work-flow

• Property models - Understanding the value of ML-models with respect to property modelling
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• Analysis (data, design problem and design solution) - inclusion of AI techniques in more versatile

problem definition through translation of needs to property constraints; selection of the best

candidates; efficient search and retrieval of data

• Integration of computer-aided methods and tools - define a flexible, reliable and versatile software

architecture that meets current needs and allows extensions for future needs.

A few additional specific challenges related to property prediction and their use in chemicals-based

product design are highlighted below (not in any order of priority).

• The simple GC-based methods have reached their limits of accuracy (they are simple but further

accuracy is probably not possible). How to keep the simplicity and yet improve the accuracy?

• Can ML help with accurate interpolation for generating similar structures and predicting their

properties? Can ML help with more accurate extrapolations?

• Can AI techniques be used to capture the important binary interaction parameters for phase

equilibrium models such as UNIFAC?

• Can AI techniques help to identify and tackle proximity effects that limit the use of GC-based

models?

• With the wide range of data that need to be stored, retrieved and used, is there a need for more

advanced knowledge representation systems?

• What is the most efficient way to represent molecules and also use them for property prediction?

Do we need different levels of representation systems depending on the product design problem

and accuracy?

• Can AI identify inconsistent data in collected data-sets and help to select the data-sets for training

and testing?

4. Perspective on Challenges and Opportunities

A discussion on how the challenges listed in section 3 could be addressed is presented here.
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4.1. Databases

As shown in Fig 2, databases are used for providing property model parameters during property

estimation as well as providing property values during validation of the final selected molecules. As data

typically would come from different sources, an intelligent knowledge representation system could check

the consistency of the data as well as provide efficient maintenance, search and retrieval of data. As

availability of measured data is limited and also measurement of new data is time consuming, expensive

and may even be infeasible due to safety concerns, use of ML-based models could be considered to

expand the contents of the databases.

4.2. Property models

A central part of computer-aided product design is the estimation of the target properties for a

generated molecule or mixture. For the synthesis stage, simple models, such as GC-simple models that

are computationally inexpensive could play an important role in product design if they give qualita-

tively accurate predictions, while, quantitatively accurate but computationally expensive models, such

as GC-ML models could be useful for the validation stage. As availability of the model parameters

define the application range of the models, they therefore, also affect the range of products that can

be designed. Note that as GC-based property models need molecular representation or mixture com-

positions as input data, inclusion of different options to provide this data would make the property

prediction tool more versatile and flexible.

4.2.1. Screening and validation of generated candidates

To identify the molecule or mixture that match a set of target properties, it is essential to evaluate

the target properties of generated candidates. Development of a computer-aided tool capable of pre-

dicting the target properties (through a versatile property model library) and/or retrieving the needed

data (from a large and comprehensive database) for a large percentage of generated candidates could

enhance the application range and reliability of these tools for chemical product design.

4.2.2. Understanding the value of ML-based models

Since the GC-based machine learning models are primarily based on modeling correlations between

molecular descriptors and the target property of interest, it is imperative that uniformity in the data

would lead to better property estimation results. For instance, training a model on data containing

molecules of a given type (say hydrocarbons) would perform better than models trained on a diverse
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set of molecules with different chemistry (hydrocarbons, alcohols, amides, aromatics, halogens) put

together into a single data-set. This is not trivial since segregating the data-set into different molecular

categories results in reduction in number of samples which is crucial for the performance of complex ML

models such as graph neural networks and deep learning frameworks. However, if the underlying model

is simple enough, the trade-off favors better performance due to uniformity as opposed to performance

degradation due to smaller data-sets as shown by Mann et al. [34]. Note, however, many molecules of

interest could be multi-functional, adding to the complexity of the modelling problem.

Table 4 shows the performance of three models – first, a hybrid ML model that combines GC

with ML using Gaussian process regression (GPR) framework that reported better performance than

individual approaches [38]; second, a support vector regression (SVR)-based ML model that utilized

chemistry-rich dense vector representations of molecules obtained using the grammar2vec framework

[34]; and third, the performance of the SVR-grammar2vec method when trained only on hydrocarbons

data-set. It is clear that the uniformity of the data-set as a result of considering only hydrocarbons

translates into significant performance improvement – almost all the predictions for Tb and Tc are

within a 5%-error threshold and the maximum percentage error in prediction error was reduced by

nearly a factor of four. However, the application range is also significantly reduced.

Table 4: The numbers indicate the percentage of molecules below the given percentage relative error threshold except
the last column that provides values for the maximum percentage relative error observed in the predictions.

1% error 5% error 10% error 15% error Max. error

GC-ML approach [38]
Tb 79.1 87.8 92.7 - >50%
Tc 84.4 91.4 94.2 - >40%

SVR-grammar2vec [34]
Tb 42.0 82.3 94.9 98.8 30.2%

Tc 51.8 82.1 94.9 98.9 25.3%

Tb,hydrocarbons 65.8 98.9 100 100 8.2%

Tc,hydrocarbons 72.9 98.0 100 100 6.3%

4.2.3. Explainability and interpretability of ML models

As ML is dominated by deep neural networks these days, we focus our discussion on its limitations

for certain scientific applications. One of the major limitations is their black-box nature and lack of

explainability. However, there are certain indirect approaches that could be used to better understand

seemingly black-box models. As an example, we consider the most commonly used approach is that of

computing Shapley values, a concept from cooperative game theory used to compute the contribution

of each player to the final payout, to understand the feature importance for the property estimation
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task, as proposed by Lundberg and Lee [84]. Shapley values are a measure of the average marginal

contribution of a feature across all possible coalitions (or feature combinations). To quantify the

importance of a given feature, different feature coalitions are simulated and the predicted value for the

different contributions are averaged and subtracted from the predicted value with the given feature in

the coalition. This computation is performed for all possible coalitions, and the Shapley value is the

average of all the marginal contributions to all possible coalitions. Formally, the Shapley value for a

feature j is defined as,

φ̂j =
1

M

M∑

m=1

(f̂(xm+j)− f̂(xm
−j)) (15)

where f̂(xm+j) is the prediction for x with a random number of feature values replaced by feature values

from a random data point z except for the respective value of feature j; xm+j is identical to xm
−j except

that the value xmj is taken from the random sample z in xm
−j ; features on the left of xj have values

from the original observations and those on the right of xj take their values from a random instance;

and M is the number of instances generated. This procedure is repeated M times for all the features

and feature importance are computed.
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(a) Tb vs Tc

(b) Tb vs Pc

Figure 3: Comparison of feature importance (contributions) for regression models for Tb, Tc, and Pc. Based on the
underlying chemistry-based correlations, it is expected that Tb and Tc would have similar feature importance, whereas Tb

and Pc would have relatively higher differences in feature importance. This behavior is observed in the above comparison
plots between Tb vs Tc and Tb vs Pc. Figure from Mann et al. [34].

The feature importance obtained using this approach has been shown in [34] to correlate with

the underlying chemistry and expert intuition. For instance, Figure 3 shows the side-by-side plots

of feature importance for Tb, Tc in Figure 3(a) and Tb, Pc in Figure 3(b). An interesting observation

based on this is that the feature importance are very similar for Tb and Tc, whereas the correlation

between feature importance for Tb and Pc is much weaker. Both the observations agree with underling

chemistry and the similarity (and differences) in driving forces responsible for the properties. This

points towards a possible correlation between the features and the underlying molecular chemistry

(such as intermolecular forces and interactions between various molecular groups) that is captured
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by the ML model to some extent. Moreover, as shown by Mann et al. [34], the computed feature

importance could be further used to prune or simplify the model by retraining the ML model only

using the most important descriptors identified for estimating a given property. Thus, this offers an

approach to develop custom-built ML models that are simpler but more accurate, and hence, better

suited for chemicals-based product design.

4.3. Analysis of data, design problem and design solution - Use of AI techniques

Computer-aided reaction synthesis is an area where the additional benefits of AI has been realized

with several works reporting different approaches for solving both the forward reaction prediction as

well as the inverse or the retrosynthesis prediction problem. Moreover, realistic retrosynthetic analysis

involving multi-step synthesis reactions with intermediates have been developed and successfully val-

idated against expert-developed synthesis planning. Figure 4(a) shows the reactants predicted by an

AI-based chemistry-informed single-step retrosynthesis model for synthesizing a given target molecule.

The ground truth reactants are shown in the figure along with the top-3 most likely reactant-sets pre-

dicted by the model. It is observed that the most likely prediction matches the ground truth and even

the incorrect predictions (second and third) are very close to the ground truth. This means that the AI

model has largely learned the correlations characterizing the complex transformations that molecules

undergo during chemical reactions and gets the molecular syntax right. Figure 4(b) shows the com-

parison of the AI-model’s accuracy against those of expert chemists on the forward reaction prediction

problem across different class of reactions (easier ones are towards the left with increasingly difficult

reactions on the right). The model outperforms the chemists across each of the reaction categories

except for the last two where the performance is comparable to the human chemists. However, it must

be highlighted here that one of the biggest challenges across a majority of the ML methods is to ensure

the system respects the underlying physics and chemistry (and biology). Again, explicitly incorporat-

ing these right at the beginning using symbolic AI could go a long way in addressing this challenge

and ensure wider adoption in chemicals-based product design as argued by Venkatasubramanian and

Mann [19].
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(a) (b)

Figure 4: Computer aided reaction synthesis (a) Example predictions by retrosynthesis model developed by Mann and
Venkatasubramanian [85] (b) Comparison of forward prediction accuracy between model and human chemists shown in
Mann and Venkatasubramanian [68]

4.4. Integration of computer-aided methods and tools

Figure 5 presents an example of a general framework for chemical product design together with

five of its associated computer-aided tools (software components) that tackles some of the challenges

and issues highlighted in section 3. Note that only a few representative paths in each decision tree are

shown for purposes of illustration of the concepts. Some of the features in this framework have been

implemented and tested in the ProCAPD (computer-aided product design) software tool by Kalakul et

al. [11]. As also highlighted in Figure 1, the main components of the framework are an interface (design

problem) for communication with the user and the different software components of the framework. In

this example, four software components are highlighted, namely, a generator of (product) candidates; a

library of databases; a library of property models, and a solver library, in addition to the main (design

problem) interface. The communication between all the components is through the chemicals (single

molecules or mixtures) or through the list of properties. If a list of chemicals is available from the design

problem interface, then it is a product evaluation problem (that is, a properties prediction problem), as

highlighted in Figure 2. In this case, the needed properties can be retrieved from the database library,

if they are available, or, they may be predicted, if a property model and its associated parameters are

available in the property models library. If the design problem specifies a list of target properties with

their desired values together with the type of product to be designed, then it is one of many chemical

product design problems, which can be solved by following the work-flow highlighted in Figure 1. In

this case, the design problem interface selects a solution approach and the corresponding work-flow
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in the solver library guides the user through the solution steps involving the candidate generator,

the database library and the property model library. For example, in the generate-test paradigm, a

sequential approach is employed. That is, first enumerate a list of candidates and then use either the

database library or property model library to predict their properties and then use a screening method

to find a feasible set. In the mathematical programming approach, the mathematical model of the

design problem including the representation of the enumeration procedure together with the models

for the target properties are solved with a direct approach (solve all equations simultaneously) or as

a decomposition-based approach (solve sub-sets of equations according to a hierarchical order). Note

that only the main decision steps are shown in each of the software component diagrams in order

to illustrate the main concepts. The SMILES of molecular structures is one option to connect all

components in the product design work-flow. In the text below, each of the components are briefly

described.

4.4.1. Design problem interface

The user and the other software components communicate through this interface, which is the

green decision tree on the top right hand corner. The problem definition decision tree is highlighted

for molecular and mixture design. The end-point is a set of properties, which can be a combination

of the four types of properties (see section 2.3). Note that while the decision tree is the same for

many molecular design problems, the property sets and therefore, the corresponding property models

are different and the design problem type specifies the types of chemicals as well as the product type.

Consider, for example, design of an API, or a solvent, or a refrigerant. For each of these products, the

target property sets, the sections of the database library and the property model library are different.

Similarly, the decision tree for liquid formulations and blends are similar but the target property

sets for specific products are different. A knowledge-based system is used to convert specific product

needs-functions to target property sets. Another knowledge-based system is necessary to select the

appropriate property models. Based on the target properties and the type of product to be designed,

yet another knowledge-based system is necessary to select the solution strategy together with the

property models. As indicated in Figure 5, currently 189 product types with the needs and functions

have been identified by Syeda et al. [81]. The output from this tool, which can be used by the other

software components, is a set of instructions and the problem definition details. The output for the

user is a set of promising candidates that matches the target properties.
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4.4.2. Candidate generator

This software component is needed for product design problems only. The decision tree (shown in

top left hand corner of Figure 5) provides separate paths for each product type, such as molecular design

and mixture design, because the building blocks are different for each product type. From an initial

selection of building blocks, candidates are generated that satisfy constraints such as valency rule for

single molecule products and normalized compositions for mixtures where the number of compounds

may or may not be fixed. In the case of single molecular products, two types of commonly used building

blocks, which can generate different types of product candidates (for example, organic chemicals, ionic

liquids and polymer repeat units) are highlighted. In the case of mixture design, the decision tree for

liquid formulations and blends are highlighted. Note that chemicals involved in each of the building

blocks (for example, active ingredients, additives, etc.) are different for different types of products.

This software component influences the selection of models in the property models library because the

same building blocks need to be used for prediction of at least a sub-set of target properties. The

output from this software component is a set of candidates represented by their building blocks and/or

SMILES.

4.4.3. Database library

This software component allows the user and the solver library to retrieve collected measured data

for specified molecules and mixtures (shown in the bottom left hand corner of Figure 5). The size of

the database library needs to increase continuously as more and more measured data are collected and

added, after verification. Only the decision tree for organic chemicals is highlighted in Figure 5. At the

end of the tree, the available measured data can be viewed or retrieved. Quantitative and qualitative

data for a total of 919823 chemicals are available from different sources in the work by Syeda et al.

[81]. The end-blocks of the decision tree indicates the numbers of properties available for each property

type. The mixture data, which potentially can be very large, is mainly limited to binary mixtures.

They could potentially include solid solubility, saturation temperatures, binary azeotrope details, and

many more. One source of new data in databases could be pseudo-measured data generated through

computationally expensive but accurately predicted property values, increasing thereby, the potential

search space and application range of problems that could be solved. Models such as COSMO-based

property prediction for specific mixtures, the PC-SAFT equation of state and ML-based property

estimation are gaining use in this area. The output from this software component are property values
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for a set of target properties of a product candidate represented by, for example, functional groups.

4.4.4. Property model library

As the measured data available in the database library is limited, especially for mixture properties,

a suite of models is usually needed in product design. The scope and significance of any product design

tool is related to the application range and accuracy of the models in the property model library. The

bottom right hand corner of Figure 5 illustrates the decision tree for pure compound and mixture

properties. Note that for each property a model is necessary, which can be different for different

chemicals. That is, the model for a primary property, such as normal melting point, is different for

organic chemicals, ionic liquids and polymers. Even in the case of organic chemicals, different models

for different types of chemicals may need to be selected. For example, different GC-based models

may be used for critical properties of refrigerants and solvents. This software component needs to

be integrated with the software component for candidate generator as both need to use the same

building blocks to represent the products. Integration of this software component with a computer-

aided modeling tool (not shown in Figure 5) could help to quickly test and implement new models in

the property model library. The output from this software component is predicted property values for

a set of target properties.

4.4.5. Solver library

The solver library connects the product design interface with the other three software components.

Based on the selected product design work-flow, different solution strategies could be used. A collection

of product design templates that stores different work-flows, the associated data-flow and the tools

needed for each step of the work-flow could guide the user. Note that the work-flow, for example, for

liquid formulations is different from the work-flow for blends, even though both belong to the class of

mixture design problems. Also, even though the work-flow for different products, for example in blends,

are the same, the data-flow, the associated target properties and the corresponding property models

(or the model parameters for the same models) are different. An important step in the work-flow is

the screening of generated candidates. Here, use of AI techniques could help to make the templates

intelligent and smart. Output from this software component is a product design template containing,

for example, the required work-flow, a set of models for prediction of target properties and a list of

feasible candidates.
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4.4.6. Integration aspects

The flexibility and versatility of the framework’s ability to access specific options within the needed

software components make it more general and widens the scope of the applications. Well-defined

interfaces for communication between the software components could be established through training

and testing on different product design problems. Use of AI techniques together with appropriate

knowledge representation systems could help to make the framework more generic and intelligent.

Use of ML-based and other computationally expensive models could help to increase the size of the

databases with the database library.

4.5. Hybrid options

With respect to the product design work-flows shown in Figures 1,2, and 5, an important issue is

to consider the GC-based simple and XX-based ML (where XX means GC or other forms of molecular

representation) models such that the search space for product design problems could be increased

and products with more accurate predicted properties could be determined. One option is to use

the GC-based simple model in the inner-loop and verify the best solution in the outer-loop with the

XX-based ML models. If the GC-based simple and the XX-based ML models use the same molecular

representation method, other schemes of combining the different methods could also be considered.

More work is needed to establish the convergence criteria for these mixed model design work-flows.

Another option would be to use the XX-based ML models to fill out the databases and use these

values in the generate-test algorithms, where, testing is done through database comparisons as well as

property predictions. If the number of alternatives is not large, the XX-based ML models could also

be directly used, if the time to find an innovative and novel design is not a factor.

4.6. Pitfalls in computational product design

This is an important topic because the product designs must not fail when they are used in business-

2-business (B2B) or business-2-consumer (B2C) modes. To guarantee correct performance additional

precaution needs to be taken with respect to,

• Problem formulation - is the design problem correctly formulated? That is, are the needs for the

product correctly and consistently converted to target properties with associated target values?

• Increased use of computer-aided methods and tools for product design - Common functionality

among many methods suggests the utility of a software library that could contain the diversity
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of techniques for describing molecules, calculating properties, and exploring the molecular design

space. Such a library would lower barriers to using alternative design methods and promote better

understanding of the relative capabilities of different design techniques as argued by Austin [63].

• Safety, health, environmental impacts - to avoid proposing products with chemicals that may be

banned or dangerous, the safety, health and environmental impacts need to considered. Should

it be done at the end or could molecule generation algorithms also incorporate some of these

issues?

• Hybridization - the scope and significance of the design methods could be improved through an

optimal integration of models of different dimensions and scales, data from different sources and

different AI-techniques for decision making.

• Validation - the designed product functions need to be validated with experiments for all model

(and data) based design work-flows. Design of experiments could be incorporated to propose

the optimal set of experiments to validate the product functions. Also, design algorithms should

be compared to enumerated design spaces whenever possible and a common set of enumerated

problems would aid in algorithm benchmarking and promote advances in the field. Development

of useful validation problems would help to establish the methods and tools as argued by Austin

[63].

• Hardware and/or software issues - the advances in computational power, speed and storage,

combined with developments in modeling and AI techniques offers the possibility for significant

advances in the state of the art in computer-aided chemicals-based product design.

5. Conclusions

The design and synthesis of chemicals-based products has not reached the same status as computer-

aided process design because the former has a wider search space, requires the consideration of prop-

erties for which measured data may not be available, and the number and type of products is very

large. Consequently, many products are still designed using the laborious Edisonian trial-and-error

based experimentation. While this approach may not give the best product, it nevertheless is a safe

option, because performance of the product is simultaneously verified.
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Model and data-based product design work-flow, particularly using AI techniques, present the

opportunity to significantly reduce the time to develop and market a product. The model and data,

however, need to be validated first. It needs to be understood that to predict properties of a chemical,

its molecular structure needs to be known, while, in molecular design, if the desired property is specified,

molecular structures that satisfy the desired properties may be found.

The key issue is how to represent the molecular structure. Graph theory-based description of

chemicals need the structure as an input. Another challenge is how to tackle the application range

of the models and the availability of knowledge of different types of chemicals and products as they

influence the scope and significance of the design methods. Also, from a circular economy point of

view, recycle, re-use, and recovery of the chemicals in the products also need to be considered.

Furthermore, it seems superfluous to state that the thermodynamic principles cannot be violated

in the final design or to stress that all hazardous effects (safety, health, and environmental) need to be

considered when screening alternatives to avoid practical problems, but one observes such publications

now and then. These mistakes often stem from the incorrect formulation of the design and synthesis

problems with all their constraints.

The advances in modeling in terms of machine learning and data-analysis can help address these

challenges. However, in all the current excitement about data science, we must not ignore the already

developed concepts, theory, models based on first principles that already exist in our domain. It is

necessary to use all of them together, like a symbiosis of data, models, and tools to achieve the desired

final results. To this end, the development of hybrid artificial intelligence models that combine symbolic

knowledge with numeric techniques is the most promising approach [16, 19, 86, 87].
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