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Keywords: We use the separation of variables technique to construct analytical solutions for peridynamic
Peridynamics models of dynamic elasticity. We show that, similar to the case of peridynamic models for
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transient diffusion, infinite series nonlocal solutions for peridynamic elasticity can be obtained
directly from the solutions of the corresponding classical model by inserting “peridynamic/
nonlocal factors” in the time-exponential part of the solution. The analytical solutions show that
wave dispersion, caused by nonlocality, is contained in the horizon-dependent nonlocal factor.
We obtain formulas for wave dispersion and group velocities for 1D and 2D peridynamic elastic
wave propagation with three commonly-used peridynamic kernels. We observe interesting
complexity in nonlocal solutions, generated by nonlocal wave dispersion, and “proportional” to
the size of the nonlocal interaction region. Different from the diffusion case, as time goes to in-
finity, the nonlocal solution for elasticity does not converge to the classical one for a fixed horizon
size, meaning that nonlocal effects persist in time. We solve several examples of wave propagation
with Dirichlet boundary conditions and smooth or discontinuous initial conditions and compare
these analytical solutions with those corresponding to the classical model, which is seen as a
particular case of the PD model for horizon equal to zero. Interestingly, we find that in PD so-
lutions, initial discontinuities in space persist at the same location, in time. While most of the
analytical solutions we present here are formal, for some of the cases, we are able to prove
uniform convergence of the series solutions. This work is the first presentation of a systematic
analytical treatment of peridynamic problems in 2D finite domains.

1. Introduction

The peridynamic (PD) theory, introduced by Dr. Silling in 2000 (Silling, 2000), is based on nonlocal interactions between material
points in a continuum. In a PD model, the interaction between a material point and its neighbors extends beyond the nearest neighbors,
over a region called “the horizon”. Given the replacement of the spatial differential operators with an integral one, displacement
discontinuities are easily handled in this theory, and with a PD model fracture and damage result naturally from the solution process.
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The relation between PD and conventional/classical (PDE-based) formulations for elasticity, as well as convergence of numerical
schemes for approximating solutions to PD models, have been analyzed in, for example (Seleson, 2014; Silling & Askari, 2005; Silling &
Lehoucg, 2008).

While tough problems related to fracture become easy in PD, finding analytical solutions for the integro-differential peridynamic
formulations seems more complicated than finding analytical solutions for the corresponding classical models of elastodynamics. A
number of analytical solutions have been reported for PD models, but all appear to be limited to infinite domains: static and dynamic
response has been studied in Mikata (2012); Silling et al. (2003); Wang et al. (2017); Weckner and Abeyaratne (2005), solitary waves
in Silling (2016), and defect propagation by Wang and Abeyaratne (2018). Only a few of analytical solutions to PD elastodynamic
problems posed in 1D finite domains have been reported (Chen et al., 2018), and none in 2D or 3D finite domains.

In Part I of this work (Chen et al., 2022), we reported a way of obtaining analytical solutions of peridynamic equations for diffusion
problems (in 1D and 2D, and easily extendable to 3D) based on existing series solutions of the corresponding classical formulation of
the problem. The PD analytical solutions, derived from the corresponding infinite series classical solutions, insert a nonlocal factor,
named here the “PD (nonlocal) factor”, in the time-dependent term of the local solution. The nonlocal factors depend on the horizon
size and converge to value one as the horizon size goes to zero, recovering the classical form of the solution for the corresponding
partial-differential equations. In Part I of this work, we showed that, at time goes to infinity, the nonlocal solution converges to the
classical one, for a fixed horizon size.

In this paper, we follow the same approach used in Part I for PD diffusion problems (Chen et al., 2022), and use the method of
separation of variables to find analytical solutions of PD models for dynamic elasticity corresponding to classical models for which
analytical solutions can be found via separation of variables. Our methodology allows to directly write analytical solutions for PD
models in elasticity based on series solutions of the corresponding classical model. These PD solutions satisfy the initial and local
boundary conditions posed for the classical formulations of elasticity problems.

2. Analytical solutions for 1D peridynamic models of dynamic elasticity

In the following we adopt the method of separation of variables for classical wave equation (Greenberg, 1988) to arrive at
analytical solutions for PD elasticity.

2.1. Separation of variables for 1D peridynamic wave equation

The 1D linear elasticity (wave) PD equation can be expressed as:

u(x, 1)
or?

=V Lsu(x,1) @

where u(x, t) is the displacement field which is a function of position x and time t, and v = \/}E (E is the Young modulus, p is the mass
density) is the wave speed. .#’; denotes the PD Laplacian operator, defined by:

Foule,t) = / W(E = x)u(E, 1) — ulx, 1))d% @

H,

an integral over a finite size neighborhood of x: H,, which, in 1D, is a line segment centered at x of length 25. We refer to & as the horizon
size or simply the horizon. p is the kernel function with u = u(|é|), with support Hy, (u(|&]) = O for |¢] > &, where § =X — x).

Inspired by the derivation of analytical solutions for problems described by partial differential equations (PDEs), we use the method
of separation of variables to find analytical solutions for Eq. (1), subjected to initial and (local) boundary conditions. We seek, therefore,
a solution to Eq. (1) in the form of a product:

u(x,t) = X(x)T(). 3)
Substituting Eq. (3) into Eq. (1) gives:
X(x)Tn(t) = Vv*T (1)L 5X(x) 4
where the double-prime denotes second order ordinary differentiation with respect to t. Dividing Eq. (4) by X(x)T(t) leads to:

1 T@)n _ Z5X(x)

5

v2 T(r) X(x) &
Since the left-hand side of Eq. (5) is a function of t only, and the right-hand side is a function of x only, we conclude that:

L T = <X = constant in x and t =y’ (6)

v2 T(r) X(x)

where the superscript § in y° denotes the dependency on . As a result, a solution for the integro-differential Eq. (1) must be a solution
to the following pair of equations, an ordinary differential equation (ODE) and an integral equation:
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Ti(t) —vyT(t) =0 %)

ZsX(x) —w’X(x) =0 8
The general solution for the ODE Eq. (7) is:

Dt+E ,ify’ =0

() = {Ksin(\/\/——l//ét) +LCOS(V\/——W%) ,if Yy #0 ?

where D, E,K and L are undetermined constants.

In the case of the integral equation (Eq. (8)), we search for a solution X with a form similar to that obtained when using separation
of variables for the corresponding classical (local) elastic waves PDEs. Then y? is found from imposing that the integral equation (Eq.
(8)) is satisfied for this X.

We briefly review the form of the solutions for the 1D linear classical wave equation, the local version of the nonlocal form in Eq.

(1):

u(x, 1)

prEa VAV2u(x, t) (10)

Separation of variables for Eq. (10), leads to:

o Dt +E =0

() = {Ksin(vkt) + Leos(vkt) y* #0 an
el Gx+H y =0

X(x) = {Isinkx + Jeoskx w#0 12

where G,H,I,J,and k are undetermined constants, and y° = —k? (see Appendix A and (Kreyszig, 2017) for derivation details). The
superscript ¢ in T¢, X¢, and ¢ stands for the “classical” solution.
As in the diffusion case, see Chen et al. (2022), X(x) = Gx + H satisfies Eq. (8) for y® = 0, while for nonzero y’, we have:

V=R - (13)
5

where, f° = / u(|ENdE iy = () = / u(|€])cos(k&)dé We then write the “ansatz” solution of Eq. (1), u(x,t), by using superposition:
-5 —00

u(x,t) = (Gx+ H)(Dt + E) + (Isinkx + Jcoskx)(Ksin(vy/—y? 1) + Lecos(vy/—y? 1)) a4

We notice that the solution in Eq. (14) is identical to the one for the classical wave problem, with the only difference being the
replacement of the y* = —k? factor with y°. The same held true for the diffusion case (Chen et al., 2022). Therefore, we can define the
same peridynamic “nonlocal factor”,

v PR
A(k, 5) v ' (15)
as in 1D peridynamic diffusion case.

Separation of variables was applied for solving 1D peridynamics in Chen et al. (2018). As in Chen et al. (2018), separation of
variables here decouples the integro-differential peridynamic equation into a spatial integral equation (Eq. (8)) and a temporal or-
dinary differential equation (Eq. (7)). The 1D solution formulation above, however, is more general than the one in Chen et al. (2018).
Moreover, the approach we propose here is easily extended to 2D and 3D, and we provide detailed solutions for the 2D case. The
authors of (Chen et al., 2018) only cover the 1D case. In addition, we focus our attention on the properties and influence the nonlocal
factor has in characterizing nonlocal solutions versus corresponding local ones.

3. Examples of initial and boundary value problems for 1D peridynamic elasticity

First we consider an IBVP (with Dirichlet boundary conditions) in PD elasticity: a bar of length L, with given initial displacement
g(x), and velocity f(x) along the bar, and zero displacements imposed at the ends of the bar:
u(x, 1)
or
u(x,0) = g(x) and u,(x,0) =f(x), 0<x< L
u(0,t) =u(L,t) =0, > 0

= EZ 5u(x,1)
(16)
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We further assume that the kernel function (which specifies the PD Laplace operator) has the form (Chen & Bobaru, 2015):

B-—n 1
p(lg) =g 8
0, >0

H 5
€] e ,withn:0,17 or 2. a7

In order to obtain the PD analytical solution for this problem, we first write the solution for the corresponding local problem:

0 u(x,1)
Fran EV7u(x,1)
(18)
u(x,0) = g(x) and u,(x,0) =f(x), 0<x< L
u(0,t) =u(L,t) =0, > 0
The exact solution to this local IBVP can be written as (Kreyszig, 2017):
Z D,,co8(vky,t) + H,,sin(vk,,t))sink,,x (19)
m=1
where the wave speed v = \/§, and k, = %* with m being a positive integer. D, and Hy, are found from the initial conditions:
2 L
=7 /f(x)sin(kmx)dx (20)
0
2 L
H, = L /g(x)sin(kmx)dx (21)
0
Note that depending on the boundary conditions, the “wavenumber” k,, takes different forms.
Using the kernel function in Eq. (17) into Eq. (15), we obtain the corresponding PD/nonlocal factor:
8 1
Wl -F 1 [(B3-n)1 (3—n) / cosk,, 6 — 1
Aky,0) = —— = = —— cos(k,, dé = = d 22
( ) _krzn k}’i kr2” H 5(3—;:) |§| [ ( 5 ] 5 (km&)z ‘f‘ é ( )
-5

From Eq. (22) we notice that using kernels given by Eq. (17) leads to A(ky,, §) = An(rm) where r,, = k;,6, and the subscript n refers to
the n value for the specific kernel. By replacing k,, with /A,(r)ks in the classical solution in Eq. (19), we arrive at:

Upa(x,1) = Z(Dmcos( \/—_r,,,‘kmt> +H,, sm( mkmt>)51n (kmx) (23)

m=

where the nonlocal factor, A,(r), is given in Eq. (22). Since the nonlocal factor only shows up in the time-dependent term in the
infinite series, similar to the diffusion case in Part I of this work, the PD Dirichlet boundary conditions are automatically satisfied. The
methods described here are applicable to other types of boundary conditions.

3.1. Analytical results for 1D wave dispersion for different PD kernels

In this section we analyze the dispersion properties of the different PD kernels used in this work. From Eq. (23), we obtain the
dispersion relation (eigenvalues):

O = v/ An(Fin) ki (24)
The group velocity is defined as:

dw,, (k)

dk,, (25)

Vg =

Recall that group velocity is the propagation velocity of the envelope of a modulated travelling wave, which is considered as the
propagation velocity of information or energy contained in it.

Waves with the negative group velocity are known to exist in optics and in some mechanical cases like layered media, cylindrical
shells and cylinders (Tamm et al., 2017).

Substituting Egs. (28), (29), (31) in Part I of this work (Chen et al., 2022) and Eq. (24) into Eq. (25), we obtain:
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Fig. 1. Dispersion relations for 1D PD dynamic elasticity with different kernels (different n values).
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Fig. 2. 1D normalized group velocities (%) as a function of r, for PD formulations with different kernels (different n values).

3(M - cos(rm)>

o/ =
o)
Ve _ 4(1 — cos(ry)) B (26)
v g n=1
rmy/ —Ci(ry,) + In(r,) +7
Si(r)

\/Zrm <5i(rm) + %)

The non-dimensionalized dispersion curves and non-dimensionalized group velocities are shown in Figs. 1 and 2, respectively.
Since Si(r) > 0, 1 — cos(r,) > 0, and % — cos(r,) can be smaller than zero, we have: when n = 2, the group velocities are always

positive; when n = 1, the group velocities are always positive or zero; when n = 0, the group velocities can be negative for certain ry,.
Fig. 2 confirms this observation from Eq. (26). The existence of the negative group velocities in the case of n = 0 indicates that PD
formulation with n = 0 can be used for modeling materials with anomalous dispersion (Mikata, 2012).

3.2. Example 1: exact solution for a 1D elastic problem with Dirichlet boundary conditions

In this section, we apply the PD analytical solution for a Gaussian wave propagating along a 1D bar with fixed ends (Chen, Bakenhus
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Fig. 3. Example 1: Displacement profiles at time t = 0.01 ms, 0.02 ms, 0.04 ms, 0.19 ms and 0.20 ms, from analytical solutions (for n = 2) with four
different ratios between horizon size and bar length: 0, 0.01, 0.1 and 0.2.

& Bobaru, 2016). A similar example, but with free ends, has been studied with PD in Bobaru et al. (2009). The length of the baris L =1
m, Young’s modulus E = 200 GPa, density p = 8000 kg/m®. The initial displacement imposed on the elastic bar is a Gaussian of the

form u(x, 0) = 0.02exp(—100(x — 0.5)?) m. The initial velocity along the bar is v(x,0) = 0 m/s. The PD solution as an infinite series is:

u(x, )

= i D,,cos (vx/An(rm) kmt> sin(k,,x)
m=1,3,5...

(27)
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Fig. 4. Example 1: Comparison of solutions from PD formulations with different kernel (different n values). The ratio between horizon size and bar
length is 0.1. Classical solution shown by the solid curve.

where,

2
D,, = (0.004y/7 /L)sin(?)exp<7§8 > (28)

Since |Dycos(Vy/An(Tm) kit)sin(knx)| <(0.004\/7 /L)exp( - %), and ), 5 5 exp (—’fm;> converges uniformly (satisfying the
Weierstrass M-test), the solution in Eq. (27) converges uniformly.

The classical solution (recovered when § = 0) and the PD solutions for horizon sizes § = 0.01L, 0.1L and 0.2L are plotted, at a
number of time instances, in Fig. 3. The first 40 terms of the PD series solutions are used for the plots and videos in Sections 3.2 and 3.3
(see Fig. 15 in Appendix B for the average difference between the PD solutions and corresponding classical solutions). In this figure,
solutions are from the PD formulation with n = 2 defining its kernel. Fig. 3 shows how wave dispersion enlarges with time, and the
larger the horizon size, the higher the effect of wave dispersion.

In Fig. 4, we fix the horizon size to be 0.1L (except for the case of the classical solution), and compute results for different n values in
the PD kernel. As seen from the dispersion curves in Fig. 1, the PD formulation corresponding to the kernel with n = 0, has a stronger
nonlocal dispersion effect compared with the other two choices for n; the one with n = 2, shows the weakest dispersion.

3.3. Nonlocality-induced complexity

In the previous section, we showed that the nonlocal wave dispersion effect persists in time. In observing the long time behavior of
wave propagation, numerical simulations are limited by the stability-requirements on the size of the time step. The analytical solutions
obtained in this work, will enable us to compute the wave profile over any time period. In this section, we show that the PD nonlocality
leads to highly complex behavior and “random” oscillations. We consider the same example shown in the last section and monitor the
displacement (u) at the center point (x = 0.5 m) on the elastic bar in time.
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Fig. 5. Phase-plane (velocity versus displacement), for different horizon sizes and the three types of PD kernels. Along the y-axes we have du /dt (m/
s) at the center point of the bar (x = 0.5 m), while on the x-axes we have the displacement at the center point in m. The color scheme represents the
time, from O to 40 ms.

For the three types of PD kernels, we use the analytical solution to compute the displacement and velocity at the middle point
during the first 40 ms. Fig. 5 gives the phase-plane plots (velocity versus displacement), for different horizon sizes. The results show
that wave dispersion, caused by nonlocality, changes the harmonic local oscillations into quasi-periodic behavior, and then to
“random”-like complexity. To more intuitively show the phase transition induced by the nonlocal wave dispersion, in Videos 1-4, we
present the phase-plane evolution from these analytical PD solutions with n = 2. Four different horizon sizes, 0.002L, 0.01L, 0.02L and
0.2L, are used for the results seen in Videos 1-4, respectively. Nonlocality-generated complexity, useful in data encryption, has been
recently reported in other nonlocal operators, like fractional differential operators (Lizama, Murillo-Arcila & Peris, 2020). The
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Fig. 6. Example 2: Displacement profiles at time t = 0, 5, 10, 20, 30 and 40 us, from the classical and PD analytical solutions with different horizon
size (6 = 0.01, 0.05, and 0.2L) for the PD kernel with n = 0.

“random”-like complex behavior observed here for the first time in PD models will be further investigated in the future.
3.4. Example 2: exact solution for a 1D elastic problem with an initial discontinuous displacement

The example considered in the last two subsections had a smooth initial displacement. To check the ability of the developed
analytical PD method to solve problems with discontinuities, in the following two subsections we consider the following non-smooth
initial conditions: (1) 1D propagation of a square wave, and (2) a 1D elastic problem with initial discontinuous velocity (a similar case
was considered in Weckner and Abeyaratne (2005), but in the infinite domain) in Section 3.5. In these two examples, the domain,
material properties and boundary conditions are the same as in Example 1.

A square wave initial displacement is imposed on the elastic bar, with u(x,0) =0.02 m for x € (L /3, 2L /3) and zero elsewhere. The
initial velocity is v(x,0) = 0 m/s. Both ends of the bar are subjected to the Dirichlet boundary conditions. The infinite series analytical
PD solution for these conditions is (see Eq. (23)):
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Fig. 7. Example 2: Displacement profiles at time t = 0, 5, 10, 20, 30 and 40 us, from the classical and analytical solutions with different kernel
functions (n = 0, 1, 2) for 5 = 0.05L.
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Fig. 8. Example 3: Displacement profiles at times t = 0, 15, 30, 45, 60 and 75 us, from the classical and PD analytical solutions with different

horizon size (§ = 0.01, 0.05, and 0.2L) for the PD kernel with n = 0.
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Fig. 9. Example 3: Displacement profiles at times t = 0, 15, 30, 45, 60 and 75 us, from the classical and PD analytical solutions with different kernel
functions (n = 0, 1, 2) for 6 = 0.2L.

where,

u(x,t) =

m=

L

2,

3.

D,,sin (anx) cos (v Ay (Fn) ki t)

12

(29)



Z. Chen et al. International Journal of Engineering Science 188 (2023) 103866

0.04 mm 2mnm
D,, = i <cos (T) — cos (T)) (30)

Fig. 6 and Video 5 (with the same legend as the one in Fig. 6) show displacement evolution for the classical and corresponding PD
analytical solutions with different horizon sizes (§ = 0.01L, 0.05L, 0.2L) and the PD kernel with n = 0. The first 10,000 terms of the PD
series solutions are used for the plots and videos in Sections 3.4 and 3.5. The snapshots in Fig. 6 show how displacements vary in time
(see Fig. 16 in Appendix B for the average difference between the PD solutions and corresponding classical solutions). A Gibbs type
phenomenon is seen around the initial points of discontinuity. The analytical classical solution maintains the shape of the square wave
at all times, while the PD solutions are modified by the nonlocality-induced wave dispersion, which is more pronounced the larger the
horizon size. Another feature of the PD solutions is the presence of displacement jumps/oscillations at the initial locations of dis-
continuities, which persist in time. As the horizon size decreases, the oscillation frequency at these locations gets higher. For a small
horizon size, e.g., 5 = 0.01L, fluctuations are dramatic, while the overall displacement profile of the nonlocal solutions roughly tracks
the shape of the classical square wave as it propagates. The classical solution and the PD solution for horizon size § = 0.05L with
different PD kernels,n =0, 1, 2, are plotted in Fig. 7. The oscillations characteristics vary with the chosen kernel functions, which the
case withn = 0, showing the higher jumps, and the n = 2 case showing smaller amplitude but higher frequency. This is expected given
the more localized behavior implied by the latter versus the former.

3.5. Example 3: exact solution for a 1D elastic problem with a discontinuous initial velocity

In this section, we consider a problem with a discontinuous initial velocity. The initial displacement of this bar is u(x,0) = 0, and
the initial velocity is v(x,0) = —v for x < L/2 and v(x,0) = v for x > L/2. Both ends of the bar are subjected to the Dirichlet boundary
conditions. This discontinuous problem has been studied for the case of the infinite bar in Weckner and Abeyaratne (2005). The infinite
series analytical PD solution for our finite domain BVP is (see Eq. (23)):

u(x,t) = Z D,ﬁin(?)cos(wmn(m)kmt> (31)

m=123...

where,

D, = ﬁmcos (%) sin® (%) (32)

The evolution of displacement profiles for the classical and PD analytical solutions (for n = 0) with different horizon sizes are
shown in Fig. 8 and Video 6 (with the same legend as the one in Fig. 8). In the classical solution, the displacement is continuous through
the bar, but the strain contains traveling discontinuities (the spatial derivative of the displacement is not continuous). The
displacement fields of the PD nonlocal solutions appear to feature a persistent discontinuity at the middle of the bar, where the initial
velocity discontinuity was located. This persistent discontinuity in the PD displacement profile was also observed for the case of
infinite bar solved in Weckner and Abeyaratne (2005). The magnitude of displacement jump decreases as the horizon size decreases.

Fig. 9 shows the displacement evolution for classical and PD analytical solutions with different kernel function (n =0, 1, 2) for the
particular horizon size § = 0.2L. The jump discontinuity in displacements at x = 0.5 m (middle of the bar) can be observed for the
kernel with n = 0 and 1, however, it is barely visible for n = 2.

4. Analytical solutions for 2D peridynamic elasticity

In this section, we extend the approach introduced in the previous sections to construct analytical solutions for 2D PD models of
linear elastic vibrations of a taut membrane. Extensions to 3D problems would follow a similar pathway.
The PD wave equation for elastic vibrations in a 2D membrane can be expressed as:

0 u(x, 1)

7 =V Lsu(x, 1) (33)

where u(x, t) is the deflection of the membrane (the out-of-plane displacement) at location x and time t. v? = \/%, and T is the tension

per unit length. p in this 2D case is the mass of the undeflected membrane per unit area. T is the same at all points and does not change
during the motion (Kreyszig, 2017), and together with the density p are assumed to be given here. The PD Laplacian operator in 2D is:

Lsu(x, 1) = /ﬂ(|?€—x\)[u(f, 1) —u(x,1)]dV; (€D

Hy

which is the area/volume integral over H,. Boldfaced letters denote vector-valued quantities, e.g. x = { ; } is the position vector in 2D.

The neighborhood Hy, in 2D, is a disk centered at x with the radius 8. dV; is the volume of node X covered by the horizon of node x. y is
the kernel function with y = p(|€]), that has the support Hy, therefore p(|&]) = O for |£] > &, where & = X — x is the bond vector.

13
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Following the method of separation of variables in 2D, we seek a solution of the form:

ulx, y, 1) = S(x,y)T(1) = X(x)Y () T(7) (35)
Substituting Eq. (35) into Eq. (33) gives:

S(x,y)Tn(r) = v*T(0)Z5S(x, ) (36)

and diving Eq. (36) by ST yields:

1 Tn Y
7 T((tg) = S‘S(Sxi();’)y) = constant in x, y, t (depends on §) = v’ 37)

As aresult, the solution to the integro-differential equation Eq. (33) is the solution to the following pair of equations, an ODE and an
integral equation:

Tn(t) — vy’T(t) = 0 (38)

Z5S(x,y) —y’S(x,y) =0 (39

The ODE in Eq. (38) is identical to that from the 1D case, yielding solution for T as given in Eq. (23).

For the integral equation Eq. (39), we choose S(x,y) to be the same as the spatial solutions obtained when using separation of
variables for the corresponding classical (local) wave PDE (see Appendix A). Then y? is found from requiring that Eq. (39) is satisfied
for this S(x,y).

For the 2D classical wave equation, separation of variables leads to the following formal solutions (see Appendix A):

at+a, l//( =0

T(0 = {a;sin(v\/—y/c t) + a4COS(V\/—l//C t) v #0 (40)

(as + agx)(a; +agy) w* =0
aosink x + ajpcosk;x)(a1sink,y + ajpcoskyy CH#EO0& Kk #0& ky #0
Sc(x7y) _ X"(X)Yc(y) _ ( 9 1 10 1 )( 11 2, 12 2. ) V/ 1 2 (41)
(a7 + asy)(aosinkyx + ajpcoskix) W' #0& ki #0 & k, =0

(as + a(,x)(a“sinkzy + d]zCOSkzy) l[/c 75 0& kl =0& k2 75 0

where a;,0z, ..., aia, and kjand k; are constants, and y¢ = — (k2 + k2).
As shown in Part I of this work, S(x,y) = (as +aex)(a; +agy) satisfy the integral equation Eq. (39) for y° = 0, and for nonzero y?,
we have (see for details Chen et al. (2022)):

v =2l - “2

© 27

5
where, jij; = / u(w)wJo(\/kf + k% w)dw is the Hankel transform of order zero for y evaluated at {/k? + k2 = /=y%, and f° = / /
0 00

u(w)wdwdg is the integral of the kernel function. Jy is the zeroth-order Bessel function of the first kind.
The PD nonlocal factor for 2D wave equation is then:

Y 2 - s [ [6R
Ak doso) = 1= ST = 2 /y<7>R[JO(R)—1]dR (43)
0

where r = 1/ (k16)% + (k28)* = 6/=yF~.

One can therefore use any analytical series solution for the 2D classical (PDE-based) wave IBVP to write the analytical solution for the
corresponding 2D nonlocal (PD) wave IBVP by replacing y*¢ = —(k? +k2) with A(k;, ks, §)y* in the time-exponential part of the solution.
A similar derivation can be carried out for 3D problems.

Next, we present an example for finding analytical solutions to a 2D PD elasticity IBVP with Dirichlet BCs, and also study the 2D
wave dispersion using the analytical solutions of the PD models.

5. An initial and boundary value peridynamic elasticity problem in 2D
Here we find the analytical solution for a particular 2D PD elasticity problem with Dirichlet BCs. We consider 2D elastic wave

propagation in a vibrating rectangular PD membrane of length L and height H with clamped BCs, with initial displacement and velocity
as follows:

14
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Fig. 10. Dispersion curves for 2D PD elasticity and different kernels (different n values). r = 1/ (knd)? + (ks8)>.
0 u(x,y,t )
7”(;[2}1 ) =V Lsu(x,y,1)
lieo =0sul,_y =0,ul,_y=0,ul,_,; =0 (44)
u(x,y,0) = f(x,y)
u(x,y,0) = g(x,y)
with the kernel function that specifies the PD Laplacian operator to be of the form
S N
p(lgh) = w0 e ? andn=012 (45)
where the kernel function with n = 2 (the “constructive kernel”) was given in Bobaru and Duangpanya (2012). The kernel functions
with n = 0, 1 are can be derived by following the same process as shown in Bobaru and Duangpanya (2012)
To obtain the analytical solution, we first find the solution to the classical wave equation subjected to the same boundary and initial
(46)

conditions. This is (see (Greenberg, 1988))
1)+ B, sin

u(x,y, 1) i > (Buscos(Aut)
m=1
(47)

s=1

2 Ams = Vy/ km? + kg2, and,

where ky, =",k =%
(48)

(Ams?) ) sin(kyx)sin(k,y)

/ x, y)sin(k,,x)sin(k,y)dxdy
0

c\m

4
By =—
LH

L
/g x, y)sin(k,,x)sin(k,y)dxdy
0

H
B |
0
m and s are posmve 1ntegers
44 —
= 49)

&24—n) [ 1
=2 [ R =
and Jj is the zeroth-order Bessel function of the first kind. Similar to the 1D case, we observe
i ing — (kn? k%)

We then compute the PD nonlocal factor from Eq. (43) for the kernel type in Eq. (45)
)") / J(R) 1 dr

0

A, (ko ks, 8) =

(km9)

where, r =r(m,s) = 21 (kes)%, i
that with the kernels of the form in Eq. (45), the PD analytical solution is obtained from the classical solution by replacing

with — A(Kn, ke, 8)(kn> + ks2)
15
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1.2

0 10 20 30 40 50

Fig. 11. The normalized group velocities (*£) as a function of r = 1/ (kn)? + (ks5)? for the analytical 2D PD solutions for different kernels (different
n values).
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Fig. 12. Example 4: displacement profiles at times t = 0.01, 0.36 and 0.70 ms, for the classical solutions and PD solutions with horizon size 0.5H and
different kernels.
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t=0.01 ms ) t=0.36 ms 7 t=0.70 ms

oH =0.005

oH=0.1

0

-0.02

-0.04

JoH=0.5

Fig. 13. Example 4: contour plots of the differences in displacements between PD and classical solutions at times: t = 0.01, 0.36 and 0.70 ms, with
horizon sizes: 0.005H, 0.1H and 0.5H. PD formulation is for n = 2.

©

Upa (X, Y, 1) i < ,,,\cos< A, (r) t) + B}, sin (lms A, (r) t) ) sin(k,,x)sin(ky) (50)

s=1 m=1

where r = \/ (kn8)? + (ks8)?, knm = 2z and ks = %. An(r) is given in Eq. (49). Since the nonlocal factor is only involved in the time-
related term in the infinite series, similar as the 2D diffusion case, the PD boundary conditions are automatically satisfied.

5.1. Wave dispersion in 2D PD models
From Eq. (50), we obtain the 2D dispersion relation (eigenvalues):

» (\/k,,,z + kf) = dns\/An(r) (51)

The 2D group velocity is defined as:

dw,,(r) _ vd(r A,,(r))

RPN dr 52
Substituting Eq. (49) and Eq. (51) into Eq. (52), we obtain:
Ve n—2 2(4 —n)
== Ap(r) — ——=(J, —1 53
7 VA0 = L s ) =) (53)

where Jj is the zeroth-order Bessel function of the first kind, and A,(r) is given in Eq. (49).
The 2D non-dimensionalized dispersion curves and non-dimensionalized group velocities are shown in Fig. 10 and Fig. 11,
respectively. Fig. 11 shows that when n = 2, the group velocities are always positive; when n = 0 or 1, the group velocities can be

negative for certain values of 1/ (kn8)* + (ks6)%.
5.2. Example 4: solution for a particular 2D membrane vibration problem with Dirichlet boundary conditions

In this section, we apply the analytical solution (Eq. (50)) to consider vibration in a rectangular membrane of sidesL =4 m and H =
2 m. We take v = 5000 m/s. The initial velocity is u;(x,y,0) = 0 and the initial displacement is u(x,y, 0) = 0.1(4x — x*)(2y —

¥?)(Kreyszig, 2017). The analytical PD solution can be written in infinite series form as follow:
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Fig. 14. Example 5: displacement profiles at times t = 0.2, 0.4 and 0.8 ms, obtained from the classical solution, and PD solutions with horizon size
0.05H for different kernels.
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Fig. 15. The evolution of average difference (logarithm scale in the vertical axis) between peridynamic solution and the classical solution, for the
case with smooth initial condition (see Section 3.2).
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Fig. 16. The evolution of average difference (logarithm scale used in the vertical axis) between peridynamic solution and the classical solution, for
the case with jump discontinuity in initial condition (see Section 3.4).

u(x,y, 1) = i i B0 (s V/A, (1) ) sin(k)sin (k) (54)

where, ky, =5, ks =35, Ams = VS km? + k2, An(r) is given in Eq. (49), and,
H L
B, =— /u(x7y, 0)sin(k,,x)sin(ksy)dxdy =

0 0

2048

Sm3s3m® (55)

The classical solution (recovered for § = 0) and the PD solutions (5§ = 0.5H) at three time snapshots (t = 0.01, 0.36, and 0.7 ms) are
presented in Fig. 12. The first 101 x 51 terms of the 2D PD series solutions are used for the plots and videos in Sections 5.2 and 5.3. All
of the PD solutions are close to the corresponding classical solutions. In Fig. 13, we show the effect the horizon size has on the
membrane vibrations. Only the PD formulation with n = 2 is considered for this figure. Three horizon sizes, 0.005H, 0.1H and 0.5H, are
used. Due to the wave dispersion effect, the displacement difference profiles have a different character compared to those noticed from
the 2D diffusion case shown in (Chen et al., 2022). Fig. 13 also reveals that the nonlocal effect decreases with the horizon size
decreasing, but increases in time, for a fixed horizon size.

The differences between the PD solutions and the corresponding classical solutions are small because the initial displacement field
has a large wave-length, relative to the horizon size. In the next section, we study the behavior of a PD solution for the same membrane
problem but with an initial condition of a sharp (wave-length in the order of the horizon size) solitary wave.

5.3. Example 5: solution for a 2D wave propagation problem with Dirichlet boundary conditions

We consider the same rectangular membrane used in the Example 4, but instead of the whole membrane vibration, in this section
we consider the propagation of a sharp solitary wave, with zero initial velocity (u(x,y,0) = 0) and the initial displacement: u(x,y,0) =

0.02exp( — 100((x — 2)*> + (y — 1)?)). The analytical PD solution has the form given in Eq. (54):

©

u(x,y, 1) Z i ,,,xcos< A, (r) t)sin(kmx)sin(kxy) (56)

m=135... s=135..

while B, are:

B = 0 () Do )

The classical solutions (§ = 0) and PD solutions (6 = 0.05H) at three times (t = 0.2, 0.4, and 0.8 ms) are shown in Fig. 14. Even with
a horizon size one-tenth of the one used in Fig. 12, the wave dispersion are obvious for the wave propagation shown in Fig. 14.

To see the effect the horizon size has on the complex nonlocal wave dispersion, in Videos 7-10, we present the displacement time-
evolution from PD solutions with n = 2. Four horizon sizes, 0.005H, 0.1H, 0.2H and 0.5H, are used for the results shown in Videos 7-10,
respectively. The scalar bar is not given in these videos. Since we aim to analyze the effect of horizon size on the nonlocal wave
dispersion, we focus on the displacement contrast and the absolute value at each location is secondary. When horizon size is 0.005H,
Video 7 shows that little dispersion is observed and the membrane deflection profiles are similar to the classical solution shown in
Fig. 14. When the horizon size is 0.5H (Video 10), the boundary is in the horizon range of the initial location of the wave peak, thus the
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behavior of the wave propagation for this horizon size is quite different from the other three cases with smaller horizons.

6. Concluding remarks

In this paper we showed how to use separation of variables to obtain analytical solutions for peridynamic (PD) equations of
elastodynamics (1D and 2D) set in simple domains, for which analytical series solutions of the corresponding classical formulation of
the same problem exist. We discussed how problems with Dirichlet boundary conditions can be treated. Given a problem for which the
classical series solution is available, one can obtain the analytical solution for the corresponding PD problem by simply inserting a
nonlocal factor, named here the “peridynamic-" or the “nonlocal factor”, in the time-dependent term of the local solution. The nonlocal
factors depend on the horizon size and converge to value one as the horizon size goes to zero, recovering the classical form of the
solution for the corresponding partial-differential equations.

We computed analytical solutions for several PD example problems with Dirichlet boundary conditions and smooth and discon-
tinuous initial conditions in 1D elastic wave propagation. We also studied elastic vibration and sharp solitary wave propagation in 2D
membranes. We showed that the nonlocality in peridynamic elasticity can create complex behavior, induced by nonlocal wave
dispersion, and even lead to “random”-like motion. As time goes to infinity, the nonlocal solution did not converge to the classical one
for a fixed horizon size, in contrast with the case for diffusion problems, as the effect of nonlocality persists in time. Surprisingly, for
problems with discontinuous initial conditions, persistence of discontinuities happens in space as well. The analytical peridynamic
solutions derived here and their relationships with the corresponding classical solutions are useful in peridynamic modeling such as
selecting the appropriate horizon size, verifying computational methods for approximating PD solutions, etc.
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Appendix A: Separation of variables for classical wave equation

In this appendix, we briefly discuss the method of separation of variables for finding solutions to classical wave IBVPs, based on the
textbook (Greenberg, 1988).

In one-dimension

The 1D linear classical wave equation is:

0 u(x, 1)
or?

We assume a solution in the form of the product u(x,t) = X(x)T(t) and substitute in (A.1):

= v*V2u(x, 1) (A1)

X(x)Tn(t) = DT(t)X1(x) (A.2)

where the single and double primes denote the first and the second order ordinary differentiation. Diving (A.2) by XT leads to:

1 Tu(r) _ X11(x)

VT - X0 (A.3)
Since the left hand side of (A.3) is a function of t only, and the right hand side is a function of x only, we conclude that:
1 Tle) _ Xn() = constant = —k° (A.4)

v TE) T X()

The negative sign in the constant comes from the fact that a positive sign leads to an unreasonable form for the solution.
According to (A.4), a solution for the partial differential equation (A.1) must be a solution to the following pair of the ordinary
differential equations (ODE):
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Ti(t) +VET() =0 (A.5)

Xn(x) + k*X(x) =0 (A.6)

The general solution for the ODEs are:

o Dt+E k=0
() = { Ksinvkt + Lcosvkt  k # 0 (A7)
B Gx+H k=0
X(x) = { Isinkx + Jeoskx k # 0 (A-8)

where D, E, F, G,H,I, J, K,L and k are constants to be determined. We then write the formal solution as the superposition of these
cases:

u(x,t) = XT|_o + XT|; 4o = (Gx+ H)(Dt + E) + (Isinkx + Jeoskx) (Ksinvkt + Lcosvkz) (A.9)

Constants are determined from initial and boundary conditions for any specific IBVP.

Substituting BCs in (A.9) usually determines all possible numbers for k, and some of the other constants. Then the solution is
expressed as the superposition for all possible k’s. Finally, the initial condition gives the remaining constants (see (Greenberg, 1988)
for examples).

In two-dimensions

The 2D linear classical wave equation is:
Pulx,y,1)

or
We assume a solution in the form of the product u(x,t) = X(x)Y(y)T(t) and substitute in (A.10) to obtain:

=v*V2u(x,y,1) (A.10)

X (x)Tr(t) = V¥T(£)[Xr(x) + Y1 (y)] (A.11)
Division by XYT leads to:

1 Tu() _ Xn(x) n Yi(y)
T X)) Y()

= constant = y = — (k] +3) (A12)

and,

X Y
Xll(gc);) = —#(;})) - (kf +k§) = constant = ¢ = —kf (A.13)

Similar to the 1D case the negative signs for the constants are used since the positive signs lead to unphysical solution forms.
(A.12) and (A.13) gives the three ODEs:

Tn(t) + v (ki + &) T(t) =0 (A.14)
Xi(x) + kX (x) =0 (A.15)
Yi(y) +EY(y) =0 (A.16)

and the general solution for these ODEs are:

o Dt+E v =0
() = { Ksinvy/—yt + Lcosvy/—yt w #0 (A17)

_ Gx+H kl =0

X(x) = { Isink;x + Jcoskix ki #0 (A.18)
-~ My + N k, =0

Y0) = { Psinkyy + Qcoskyy  ky # 0 (A19)

where D.E, F, G,H,I, J K,L, and k are constants to be determined. We then write the formal solution as the superposition of all possible
y values:

u(x,y,t) = XYT‘.,/:o + XYT], 20 = XYT, —gs,=0 + XY T, —gs020 + XY Tl 00020 + XY Ty 204,20 (A.20)

y#0
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Similar to the 1D case, ki, k, and other constants are determined from the initial and boundary conditions for any specific IBVP.
Appendix B: Average difference between the PD and classical solutions

To quantitatively investigate the convergence of PD solutions to the corresponding classical solutions, we calculate the average
difference for nodes along the bar, in time, between the PD solutions (obtained for several horizon sizes) and the classical solution:

o S (pa(t,5) = ue(t,3)) (B.1)
Nmax(u, )

where x; is the coordinate of a set of discrete locations where we make the comparison, N is the total number of nodes used in the
comparison (selected here to be equal to 1001), and u,4(t, x;) and u.(t, ;) are the displacements computed from Egs. (27) and (29) for a
finite (nonlocal) and zero (local/classical) horizon sizes, at time t and node x;, respectively.

Figs. 15 (corresponding to the example in Section 3.2, with smooth initial conditions) and 16 (corresponding to the example in
Section 3.4, with discontinuous initial condition) show the evolution of the average difference between the PD and the corresponding
classical solutions for different horizon sizes, in time. These figures indicate that in both cases (with or without initial displacement
discontinuity) the average difference between the PD solutions and the classical solutions decreases when decreasing the horizon size,
meaning that the PD solutions converge to the classical solutions, as expected. Notice that the difference between the PD and classical
results is much larger when initial conditions have discontinuities, compared with the case of smooth initial conditions. This is due to
the fact that nonlocal models have dispersive properties compared with local operators, and the “infinite number of frequencies
packed” into a sharp discontinuity of the initial condition. Further studies on how such discontinuities travel in nonlocal models of
dynamic elasticity are warranted and will be the focus of future research.
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