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Abstract. Over the centuries mathematicians have been challenged by the partial differential equations (PDEs) that describe
the motion of fluids in many physical contexts. Important and beautiful results were obtained in the past one hundred years,
including the groundbreaking work of Ladyzhenskaya on the Navier–Stokes equations. However crucial questions such as
the existence, uniqueness and regularity of the three dimensional Navier–Stokes equations remain open. Partly because of
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dyadic models in the context of existence, uniqueness and regularity of solutions.
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1. Introduction

1.1. Fluid Equations

The motion of incompressible fluids is mathematically described by the set of partial differential equations

ut + (u · ∇)u + ∇p = νΔu,

∇ · u = 0.
(1.1)

In the system, the unknowns are the velocity field u = u(x, t) and the scalar pressure p = p(x, t). The
constant ν denotes the viscosity coefficient. In the viscous case with ν > 0, system (1.1) is called the
Navier–Stokes equation (NSE); while in the inviscid case of ν = 0, (1.1) is called the Euler equation.
System (1.1) is posed on a spatial domain Ω ⊂ R

n with either n = 2 or n = 3.
The central problem that challenges mathematicians is the well-posedness of (1.1) in the Hadamard

sense: existence and uniqueness of a physically reasonable solution, and the continuous dependence of
solutions on the initial state. Two important properties have played vital roles in the study of well-
posedness of the NSE: the energy balance and scaling. Upon assuming solutions are smooth, (1.1) obeys
the energy law

1
2

d

dt

∫
Ω

|u(t)|2 dx + ν

∫
Ω

|∇u(t)|2 dx = 0. (1.2)
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Thus (1.2) implies solutions of (1.1) have the a priori energy estimates

u ∈ L∞(0, T ;L2) ∩ L2(0, T ;H1). (1.3)

The NSE (1.1) has the natural scaling: if (u(x, t), p(x, t)) solves (1.1) with initial data u0(x), then the
pair

uλ(x, t) = λu(λx, λ2t), pλ(x, t) = λ2p(λx, λ2t)

solves (1.1) with initial data λu0(λx). An invariant space under such scaling is called a critical space. The
critical Sobolev space for (1.1) is Ḣ

n
2 −1(Rn). It is easy to see that the energy space L2 is critical in 2D.

Hence in view of the a priori energy estimates, the 2D NSE is said to be energy critical. This is one of the
main reasons that the 2D NSE has been understood well with the contributions of many mathematicians,
in particular Olga Ladyzhenskaya. One also notices that for the 3D NSE the critical Sobolev space is Ḣ

1
2

which is higher than the energy space L2. For this reason, the 3D NSE is said to be supercritical. The
essential obstacle in the analysis of the 3D NSE stems from the supercritical feature.

It is not clear whether a classical solution exists or not for the 3D NSE (1.1) associated with general
initial data. Leray introduced the concept of weak solutions in his pioneering work [70] in 1934. In
particular, he showed the existence of global in time of Leray-Hopf solutions (see also Hopf’s work [49])
which satisfy (1.1) in the distributional sense, belong to the spaces in (1.3) and satisfy the basic energy
inequality. The mathematical study of the NSE has been continued ever since. Nevertheless, some basic
questions regarding the well-posedness problem remain open. We shall discuss more on this in Sect. 1.3.

1.2. Ladyzhenskaya’s Contributions in Hydrodynamics

Among many fundamental contributions made in partial differential equations, Ladyzhenskaya achieved
significant results in the investigation of the incompressible NSE (c.f. [68]), which was her favorite topic.
We highlight a few of her remarkable results on the unique solvability and attractors of the NSE in the
following discussion.

The initial boundary value problem for the 3D NSE was studied by Ladyzhenskaya and Kiselev [69] in
1957. They showed the existence of a unique solution of the problem with Dirichlet boundary condition in
the class L∞(0, T ;L4(Ω)) ∩ W 1,2(Ω × [0, T ]). The maximum existence time T depends on the W 2,2 norm
of the initial data; in particular, T = ∞ if the initial data is small enough in W 2,2. In her monograph
[68], Ladyzhenskaya pointed out that a Leray-Hopf weak solution for the 3D NSE is unique in the class
L8(0, T ;L4(Ω)). It is a particular case of the Prodi-Serrin [83,85] condition on the uniqueness of Leray-
Hopf solution,

u ∈ Lp(0, T ;Lq(Ω)),
2
p

+
3
q

≤ 1, q > 3. (1.4)

Ladyzhenskaya [61] further proved that a Leray–Hopf solution satisfying (1.4) is in fact smooth. Condition
(1.4) is also called the Ladyzhenskaya–Prodi–Serrin regularity criterion. We note that the end point
criterion L∞(0, T ;L3(Ω)) was finally obtained by Escauriaza, Seregin and Šverák [38] in 2003.

Another marvellous result of Ladyzhenskaya is that she showed in [60] the existence of a unique
global in time solution to the 2D NSE with appropriate initial and boundary conditions. About the same
time, Lions and Prodi [71] obtained the same result by a different approach; interestingly, they used the
Ladyzhenskaya inequality

‖u‖2
L4(Ω) ≤ C‖∇u‖L2(Ω)‖u‖L2(Ω)

for Ω ⊂ R
2 and a universal constant C > 0.

Ladyzhenskaya also made outstanding contributions to the theory of attractors for the NSE. She first
studied the semigroup generated by the initial boundary value problem of the 2D NSE [58]. She provided
a definition of the global attractor and showed its existence for the 2D NSE. Moreover, she discovered
some important properties of the global attractor, for instance, it is finite-dimensional. In the monograph
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[59], Ladyzhenskaya further investigated the problem of attractors for other dissipative systems, including
parabolic ones using the semigroup approach she developed in [58].

1.3. Open Questions Remained

In spite of the extensive efforts of many generations of mathematicians, including Ladyzhenskaya, im-
portant questions for the NSE still remain open. One of the notable open problems is whether a classical
solution for the 3D NSE exists for all the time or it develops singularity in finite time. As mentioned
above, this problem for the 2D NSE (which is critical) was affirmatively answered by Ladyzhenskaya.
However, for the 3D NSE which is supercritical, the delicate competition between the nonlinear term and
the linear dissipative term poses great obstacles to find the answer to the global regularity problem. In
attempts to gain insights for this challenging problem, approximating models have been introduced and
studied. For instance, Tao [91] modified the 3D NSE based on a dyadic model and constructed finite time
blow-up solutions for the modified NSE.

Another unanswered question is the (non-)uniqueness of Leray-Hopf solution for the 3D NSE. In the
joint paper [69] with Kiselev, Ladyzhenskaya pointed out that the Leray-Hopf class is too wide to prove
uniqueness. Relatively recently, significant progress was made on this topic. Jia and Šverák [52] provided
sufficient conditions such that there are non-unique Leray-Hopf solutions for the 3D NSE. Buckmaster
and Vicol [15] constructed non-unique weak solutions with finite energy for the 3D NSE, by extending
convex integration techniques from the Euler equation to the NSE. Cheskidov and Luo [24] constructed
non-unique weak solutions in spaces close to the border of the Prodi-Serrin regime represented by (1.4).
With external forcing, Albritton, Brué and Colombo [1] constructed two distinct Leray-Hopf solutions
with the help of instability analysis of a certain background solution. We note that the forcing approaches
infinity when the time t → 0.

We denote a solution of the NSE (1.1) with ν > 0 by uν and a solution of the Euler equation (1.1)
with ν = 0 by u. It is natural to ask whether uν converges to u in certain space as ν → 0. This is the
vanishing viscosity limit problem which is not completely resolved yet, despite some progress made in
very special cases. A closely related question is the vanishing viscosity limit in Kolmogorov’s “zeroth law
of turbulence” referred to as anomalous dissipation. Define the average dissipation rate as

εν = lim
T→∞

1
T

∫ T

0

ν‖∇uν(t)‖2
L2 dt. (1.5)

In his 1941 seminal work [57], Kolmogorov conjectured that

lim
ν→0

εν = ε0 > 0

which indicates anomalous loss of energy in the vanishing viscosity limit. Kolmogorov also predicted that
there exists a critical dissipation wavenumber κd which separates the so-called inertial range from the
dissipation range. Statistical tools and scaling analysis suggested

κd ∼
(

εν

ν3

) 1
4

(1.6)

and the scaling law for the energy spectrum in the inertial range

E(k) ∼ (εν)
2
3 k− 5

3 , for k ≤ κd. (1.7)

It is widely believed that properties of stationary solutions for the NSE and Euler equation will provide
important insights into the understanding of the “zeroth law of turbulence”. Naturally the topic of a
global attractor also falls into the constellation of these problems. However our present knowledge of the
global attractor for the 3D NSE is incomplete.
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1.4. Toy Models

As an attempt to understand the such challenging problems for the NSE and Euler equation, approxi-
mating models have been introduced and investigated by many mathematicians. In fact, Ladyzhenskaya
was among those who first introduced a modified NSE model in 1960s, see [66]. Her model is obtained
by modifying the classical NSE where the velocity fluctuates rapidly in the high frequency range. With
reasonably mild assumptions on the initial data, Ladyzhenskaya showed global unique solvability for
her model. In early 1970s, a type of discretized approximating models became popular in the physics
community, known as shell models or dyadic models. They were deployed to understand energy cascade
of turbulent flows, with attention on numerical simulation of these models. Around the time of 2000s,
a renewed interest in dyadic models arose among mathematicians. Mathematical analysis produced an-
swers to the challenging problems of global regularity, global attractors and anomalous dissipation in the
context of dyadic models. In this survey we provide a review of the topic of dyadic models.

2. Overview on Dyadic Models for the Fluid Equations

2.1. Dyadic Models for the NSE and Euler Equation

As approximations of the classical NSE and Euler equations, dyadic models of the NSE and Euler are
infinite systems of ordinary differential equations. Although with spatial structure and geometry over
simplified, the dyadic models retain certain essential features of the NSE and Euler equation. A common
property of all the dyadic models is that only local interactions between the modes in Fourier space are
taken into account. As a result, compared to the original PDEs, there are considerable computational
and analytical advantages for treating the dyadic models.

Some early dyadic models appeared in the pioneering works of Lorenz [72], Siggia [86], Desnyansky
and Novikov [36], and Obukhov [79]. One such early model was introduced by Gledzer [47] in 1970s and
then generalized by Ohkitani and Yamada [80] in 1980s, which is referred as the GOY shell model. This
model describes the time evolution of complex-valued Fourier components un of a scalar velocity field,
taking the form

d

dt
un + νk2

nun = knBn[u, u] + fn (2.1)

where kn = k0λ
n denotes the scalar wavenumber of the n-th shell with λ being the intershell ratio, and

fn represents the forcing on the n-th shell. The quadratic nonlinear operator Bn is chosen such that the
energy E(t) =

∑
n |un(t)|2 is formally conserved for the model. Another quadratic quantity without a

positive sign (sometimes referred as the helicity) is also conserved. Reviews of early dyadic models in
applications investigating energy cascade mechanisms for turbulent flows can be found in [13,14].

Although with definite advantages in numerical studies, the GOY model presents some obstacles for
deep analytical investigation. In the late 1990s L’vov, Podivilov, Pomyalov, Procaccia and Vandembroucq
[73] proposed a new shell model, called the Sabra model. This model is similar to the GOY model in many
aspects: complex-valued Fourier components, conservation of energy and helicity, only local interactions
of the modes, but with the bilinear operator Bn in (2.1) slightly modified. The resulting fundamental
difference is that the Sabra model contains fewer complex conjugation operators in the nonlinear terms
and hence exhibits shorter-ranged correlations than the GOY model. In [29], Constantin, Levant and Titi
performed an analytic study of the Sabra model. They showed global regularity of solutions, the existence
of a finite dimensional global attractor and globally invariant inertial manifolds. Moreover, they obtained
the existence of an exponentially decaying energy dissipation range with sufficiently smooth forcing on
large scales. Nevertheless, further analytical studies are still rather difficult. One main reason is that the
Sabra model exhibits both forward and backward energy cascade mechanisms.

In early 2000s Dinaburg and Sinai [37] suggested an approximating model for the 3D NSE which
is a system of quasilinear equations in Fourier space. The model has characteristics along which the
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nonlinearity propagates. Denote �k = (�k1,�k2,�k3) by the vector wavenumber in Fourier space and û(�k, t) =(
û1(�k, t), û2(�k, t), û3(�k, t)

)
by the Fourier transform of the velocity field u(x, t). The approximating model

is given by [
d

dt
+
(

�km

∫
�k′

nûm(�k′, t) d�k′
)

∂

∂�kn

]
ûm

= ûm

∫
�k′

mûm(�k′, t) d�k′ − 2�k

|�k|2
(

ûm
�kn

∫
�k′

mûn(�k′, t) d�k′
)

− ν|�km|2ûm,

�k · û = 0.

(2.2)

Note that the Fourier components û are real-valued vector fields for this model. Under the assumption
that the initial Fourier coefficients û(�k, 0) are non-zero only for a finite set of modes, system (2.2) reduces
to a finite system of ODEs. In a particular case with two non-zero modes, Dinaburg and Sinai showed
existence of solutions to the system. They pointed out that there is evidence that the asymptotic behavior
of the approximating system (2.2) is consistent to that of the original NSE.

A major drawback of the Dinaburg-Sinai model is that the energy balance law is not preserved.
To restore the Euler equation property of energy conservation, Friedlander and Pavlović [44] modified
Dinaburg-Sinai’s model such that the bilinear operator of the quadratic nonlinear part has a skew symme-
try property. As a result energy is formally conserved. Consider the finite set of vectors {uj(t)} (essentially
Fourier coefficients, with ·̂ dropped for simplifications) associated with the wavenumber vectors {�kj(t)}.
Denote the matrix

Aj−1 = uj−1(�kj)T

and

Bj = Bj(uj ,�kj) =
1
2

[
uj(�kj)T + �kj(uj)T

]
.

The modified vector model for the Euler equation reads

d

dt
uj = λ

5
2
j

⎡
⎣Aj−1uj−1 −

(
(�kj)T Aj−1uj−1

)
�kj

(�kj)2

⎤
⎦

− λ
5
2
j+1

⎡
⎣Bj+1uj −

2
(
(�kj)T Bj+1uj

)
�kj

(�kj)2

⎤
⎦ ,

(�kj)T uj = 0

(2.3)

for all j ≥ 0, with λj = λj for fixed λ > 1. Within the two brackets of the right hand side of (2.3), the
second terms play the role of pressure and guarantee the incompressibility. For a particular set of initial
data the vector model (2.3) reduces to a scalar model given by the infinite ODE system

d

dt
aj = λ

5
2
j a2

j−1 − λ
5
2
j+1ajaj+1 (2.4)

where the scalar-valued function aj(t) represents an average of the vector-valued function uj(t). One
notices that the scalar model (2.4) has a built in forward energy cascade mechanism. Local existence of
solutions in Sobolev space Hs with s > 5

2 was obtained in [44]. Moreover, the authors showed that finite
time blow-up occurs in the sense that the H

3
2+ε norm becomes unbounded in finite time. More details of

the analysis of (2.4) will be provided later in this review.
In the study of the partial regularity for the NSE with hyper-dissipation, Katz-Pavlović [54] introduced

a dyadic model to illustrate their main ideas. The model is obtained by considering the wavelet expansion
of the vector valued velocity function u(t) in the spirit of Desnyansky-Novikov model and GOY model.
The evolution of the wavelets coefficients satisfies a system which is essentially the same as the scalar
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model (2.4). In [55] the authors further showed that the dyadic Euler model blows up in finite time, and
the dyadic NSE model with sufficiently weak dissipation blows up in finite time as well.

To end this section we briefly mention that other dyadic models have been suggested with the aim of
restoring the self-similar symmetry and intermittency feature of turbulent flows, for instance, see Mai-
lybaev [74]. The author derived a nonlinear spatiotemporal scaling symmetry of inviscid hydrodynamic
equations based on a simplified dyadic model. Numerical analysis was performed to confirm the hidden
scale invariance of intermittent turbulence in this dyadic model. In [76] a shell model with complex vari-
ables was introduced and solved analytically. It was shown that the model features intermittent behavior
with anomalous power-law scaling of the structure functions and its solution associates intermittency with
the hidden symmetry of the turbulence. It was further illustrated in [75] that the intermittent dynamics
is related to the self-similarity property of turbulence through the study of the Sabra dyadic model.

2.2. Intermittency

The idea of intermittency goes back to Landau’s remark questioning the exactness of Kolmogorov’s laws.
Intuitively, the intermittency dimension d at scale � is a number between 0 and 3, so that

Number of eddies ∼
(

L

�

)d

.

Here L is the size of the domain. The case d = 3 corresponds to Kolmogorov’s regime where eddies
occupy the whole region for each scale in the inertial range. The other borderline case is d = 0 (extreme
intermittency), where the number of eddies is of order one on all the scales. Intermittent flows (d < 3)
exhibit deviations from Kolmogorov’s scaling laws, which can be measured in numerical simulations and
experiments. For instance, a direct numerical simulation performed by Kaneda et al. [53] on the Earth
Simulator suggests that d ≈ 2.7 for turbulent flows.

Mathematically, we can associate intermittency with the level of saturation of Bernstein’s inequality.
Let L be the domain length scale. Denote λj = 2j/L for integers j ≥ 0. Let uj be the j-th Littlewood-
Paley projection of a vector field u. Recall that Bernstein’s inequality in three dimensional space takes
the form

‖uj‖Lq ≤ cλ
3( 1

p − 1
q )

j ‖uj‖Lp .

Adapting the idea of [19], we define the intermittency dimension d for a 3D turbulent vector field u in
view of the saturation level of Bernstein’s inequality,

d := sup

⎧⎨
⎩s ∈ R :

〈∑
j

λ−1+s
q ‖uj‖2

L∞

〉
≤ c3−sL−s

〈∑
j

λ2
q‖uj‖2

L2

〉⎫⎬
⎭ , (2.5)

where c is an absolute constant. Thus we have d ∈ [0, 3] and the optimal Bernstein’s relationship

‖uj‖L∞ ∼ λ(3−d)/2
q ‖uj‖L2 (2.6)

at each scale λj .
For instance, if the velocity of a flow on a torus [0, L]3 at length scale � looks like u ∼ (sin(y/�), 0, 0),

then the Lp norms are of the same order, and we can argue that the eddies at the length scale � occupy
the whole region. This is called Kolmogorov’s regime and the intermittency dimension d = 3 here. On
the other hand, if u is a Dirichlet kernel at length scale �, then ‖u‖L2 ∼ �3/2‖u‖L∞ , i.e., Bernstein’s
inequality is saturated, and we can see that the fluid velocity is large only in a box of length �, i.e., there
is only one eddy. This is the extreme intermittency regime and d = 0.

The effect of intermittency on the regularity properties of solutions to the NSE (1.1) and toy models
has been also studied in the past decade [21,25,26]. Discontinuous weak solutions in the largest critical
space and even supercritical spaces near L2 were obtained in [18,20] using Beltrami type flows with
the intermittency dimension d = 0. Such an extreme intermittency was achieved using Dirichlet kernels.
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Roughly speaking, in order for the n-dimensional Navier–Stokes equations to develop singularities, the
intermittency dimension d of the flows should be less than n − 2, so that Bernstein’s inequality is highly
saturated. So d = 1 is critical for the 3D NSE.

2.3. A “Derivation” of Scalar Model Accounting for the Intermittency Effect

As discussed briefly above, one can obtain the scalar model (2.4) by different approximating approaches.
We will present one way to arrive at a scalar model as (2.4) in which we relate the nonlinear scaling index
to the intermittency effect.

We will derive the following scalar dyadic model for the NSE
d

dt
aj + νλ2

jaj − α
(
λ

5−d
2

j−1a2
j−1 − λ

5−d
2

j ajaj+1

)

− β
(
λ

5−d
2

j−1aj−1aj − λ
5−d
2

j a2
j+1

)
= 0

(2.7)

with aj(t) ∼ ‖uj(t)‖L2 and constants α, β ≥ 0. We start from the energy balance in the j-th shell:

1
2

d

dt
‖uj‖2

L2 +
∫
R3

(u · ∇u)j · uj dx + ν‖∇uj‖2
L2 = 0, (2.8)

which is obtained by projecting the NSE (1.1) onto the j-th shell, taking dot product with uj , and
integrating over the space R

3 or T
3. The next step is to analyze the flux through the j-th shell,

Πj :=
∫
R3

(u · ∇u)j · uj dx.

We make the assumption on local interactions that only the nearest shells interact with each other. On
the other hand, we notice that

∫
R3(ui ·∇uj) ·uj dx = 0 for any i, j ≥ 0 due to the divergence free property

∇ · uj = 0. Therefore, we are able to list the non-vanishing terms in the flux as

Πj =
∫
R3

(uj · ∇uj+1) · uj dx +
∫
R3

(uj+1 · ∇uj+1) · uj dx

+
∫
R3

(uj−1 · ∇uj−1) · uj dx +
∫
R3

(uj · ∇uj−1) · uj dx

=
∫
R3

(uj · ∇uj+1) · uj dx +
∫
R3

(uj+1 · ∇uj+1) · uj dx

−
∫
R3

(uj−1 · ∇uj) · uj−1 dx −
∫
R3

(uj · ∇uj) · uj−1 dx

where in the second step we applied integration by parts to the first and second integrals. We denote

Qj =
∫
R3

(uj · ∇uj+1) · uj dx, Pj =
∫
R3

(uj+1 · ∇uj+1) · uj dx.

Thus, the flux Πj can be rewritten as

Πj = Qj − Qj−1 + Pj − Pj−1.

Assume Qj ≥ 0 and Pj ≥ 0 for all j ≥ −1. The terms Qj and Pj are regarded as the energy escaping to
the next shell, while Qj−1 and Pj−1 are regarded as energy coming from the previous shell. It is important
to note that in the inviscid case ν = 0, the total energy ‖u(t)‖2

L2 =
∑

j≥−1 ‖uj(t)‖2
L2 is conserved.

Next we estimate the size of Qj and Pj by using Bernstein’s relation (2.6). It follows from integration
by parts, Hölder’s inequality, and (2.6) that

Qj =
∫
R3

(uj · ∇uj) · uj+1 dx � ‖uj‖L2‖∇uj‖L∞‖uj+1‖L2

∼ λ
5−d
2

j ‖uj‖2
L2‖uj+1‖L2
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Pj =
∫
R3

(uj+1 · ∇uj) · uj+1 dx � ‖∇uj‖L∞‖uj+1‖2
L2

∼ λ
5−d
2

j ‖uj‖L2‖uj+1‖2
L2 .

Define aj(t) ∼ ‖uj(t)‖L2 . We can approximate Qj and Pj as

Qj = αλ
5−d
2

j a2
jaj+1, Pj = βλ

5−d
2

j aja
2
j+1

for some constants α ≥ 0 and β ≥ 0. Motivated by (2.8) and the analysis above, we consider the
approximating equation

1
2

d

dt
a2

j + Qj − Qj−1 + Pj − Pj−1 + νλ2
ja

2
j = 0,

which leads to the shell model (2.7). For the total energy a(t)2 =
∑

j≥0 a2
j of the approximating model,

we also have the energy law
1
2

d

dt
a2 + ν

∑
j≥−1

λ2
ja

2
j = 0

which indicates energy conservation for smooth solutions in the inviscid case ν = 0.

Remark 2.1. (i) For 3D flows we have the intermittency dimension d ∈ [0, 3]. Thus the nonlinear scaling
index 5−d

2 in (2.7) belongs to [1, 5
2 ] which is considered to be the physically relevant regime.

(ii) We notice that the dyadic model (2.7) with α = 1, β = 0 and = 0 corresponds to the model (2.4)
(also called the Desnyansky-Novikov or DN model), while (2.7) with α = 0, β = 1 and d = 0 is
Obukhov’s model [79].

(iii) Denote θ = 5−d
2 . In the case of α = 1 and β = 0, we have the integral form of (2.7)

aj(t) = aj(0)e− ∫ t
0 νλ2

j+λθ
j aj+1(τ) dτ

+
∫ t

0

e− ∫ t
τ

νλ2
j+λθ

j aj+1(s) dsλθ
j−1a

2
j−1(τ) dτ.

It is clear from the integral form that aj(t) > 0 if aj(0) > 0 for all j ≥ 0. This is usually called the
positivity property. On the other hand, in the case of α = 0 and β = −1, the integral form of (2.7)

aj(t) = aj(0)e− ∫ t
0 νλ2

j−λθ
j aj−1(τ) dτ

−
∫ t

0

e− ∫ t
τ

νλ2
j−λθ

j aj−1(s) dsλθ
j+1a

2
j+1(τ) dτ

immediately implies that aj(t) < 0 if aj(0) < 0 for all j ≥ 0. Equivalently, the model has positivity
for {−aj}.

(iv) Associated with the positivity of the DN model is the forward energy cascade mechanism, illustrated
by the fact

d

dt

N∑
j=0

a2
j (t) = −ν

N∑
j=0

λ2
ja

2
j − λθ

Na2
NaN+1 < 0 for aN+1 > 0.

Similarly, the positivity of {−aj} for the Obukhov model corresponds to a backward energy cascade
mechanism, since

d

dt

N∑
j=0

a2
j (t) = −ν

N∑
j=0

λ2
ja

2
j − λθ

NaNa2
N+1 > 0

for −aN > 0 and ν = 0. The positivity and unidirectional energy cascade mechanism have played
vital roles in the analysis of the DN model and Obukhov model separately. Nevertheless, when both
α > 0 and β > 0, the model (2.7) is a combination of the DN and Obukhov types. In this case the
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positivity is not preserved any more. Hence energy transfers to both high and low modes. Obviously,
this is the most challenging case compared to either the DN model or Obukhov model.

3. Results for Dyadic Euler and NSE Models in the Deterministic Setting

3.1. Dyadic Euler Models

3.1.1. Regularity and Blow-Up Problems. As we discussed in the Introduction, whether or not a solution
of the 3D Euler equation develops singularity in finite time is an outstanding open problem. Nevertheless,
for dyadic models of the Euler equation, it has been shown that finite time blow-up occurs in certain
contexts. We will highlight some blow-up results in the following.

Both Friedlander & Pavlović [44] and Katz & Pavlović [55] proved finite time blow-up for the dyadic
Euler model (2.4).

Theorem 3.1. Let {aj(t)} be a solution to (2.4) with positive coefficients {aj(0)} at the initial time and

a2
j (0) > λ−3−ε

j

for some j > j0 with sufficiently large j0. If V (x, t) =
∑

j aj(t)ei2j(ξj)T x is in Hs for some s > 5
2 , then

the H
3
2+ε norm of V (x, t) becomes unbounded in finite time.

Here the Hs norm is defined as

‖a(t)‖2
Hs :=

∞∑
j=0

λ2s
j a2

j (t).

The crucial ingredient of the proof is that solutions of (2.4) with positive initial data remain positive for
all the time. As a result, one can see the energy flows up the shells from the nonlinear structure of the
model. Rigorously, the author showed that the energy of the Carleson box

EB(j) =
∑
l≥j

a2
l (t)

monotonically increases in time. Moreover, the authors quantified the increase of the energy within a
short time which allowed an iterative process to show energy concentration at high modes. Indeed, such
positivity and monotonicity would be used in most of the later works. However we emphasize that such
positivity is not a feature of the original Euler equation.

Later on, Kiselev and Zlatoš [56] showed finite time blow-up for the inviscid model
d

dt
aj = λja

2
j−1 − λj+1ajaj+1, j ≥ 0, λj = λj , λ > 1 (3.1)

with any non-zero initial data in H1. Namely,

Theorem 3.2. The model (3.1) with any non-zero initial data belonging to H1 leads to a finite time blow-
up in H1.

We point out that the blow-up space H
5
2 appeared in Theorem 3.1 is equivalent to the H1 space of

Theorem 3.2. Indeed, taking λ = 2
5
2 in (3.1), models (2.4) and (3.1) are the same. The improvement from

the result in Theorem 3.1 is that finite time blow-up can occur for any non-zero initial data. Thus in the
inviscid case, positivity is not essential for blow-up; instead, the absence of the dissipation is the main
cause of blow-up.

The authors of [56] also studied the Obukhov model
d

dt
aj = λjaj−1aj − λj+1a

2
j+1, j ≥ 0 (3.2)

which is equipped with a backward energy cascade mechanism. In contrast with (3.1), the Obukhov model
(3.2) has a global regular solution in Hs for s > 1. Namely,
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Theorem 3.3. For any a0 ∈ Hs with s > 1 and for any T > 0, there exists a unique solution {aj} ∈
C([0, T ],Hs) to (3.2) such that aj(0) = (a0)j for all j ≥ 0.

The authors showed an even stronger regularity result for the Obukhov model.

Theorem 3.4. Let bj(ω) be independent uniformly bounded random variables such that the probability of
bj(ω) being nonpositive is uniformly bounded away from zero:

P [bj(ω) ≤ 0] > ρ > 0.

Assume cj > 0 are such that
∑

j λ2s
j |cj |2 < ∞ with s > 1. Then with probability one a solution {aj(t)} of

the Obukhov model (3.2) corresponding to the initial data aj(0) = cjbj(ω) satisfies ‖a‖Hr ≤ C(r, ω) for
all time t and any r < s. Moreover, we have

lim
t→∞ ‖a(t)‖2

Hr = lim
t→∞ a2

0(t) =
∑
j≥0

a2
j (0).

The last statement of Theorem 3.4 indicates that the solution a(t) converges in Hr to a constant
solution with all energy concentrated in the lowest mode. This is exactly due to the backward energy
cascade feature discussed in Remark 2.1 [(iv)].

In view of Theorem 3.2 and Theorem 3.3, a natural question is to investigate the global regularity
problem (vice versa the blow-up scenario) for the general model

d

dt
aj = α

(
λja

2
j−1 − λj+1ajaj+1

)
+ β

(
λjaj−1aj − λj+1a

2
j+1

)
(3.3)

with α > 0 and β > 0, which is a combination of the DN type (3.1) and Obukhov type (3.2). As we
discussed in Remark 2.1 [(iv)], model (3.3) does not preserve positivity; and the energy transfer among
shells is more complicated than that of (3.1) and (3.2) separately. Jeong and Li addressed this question
in [51]. They showed that when β > 0 is sufficiently small, solutions of (3.3) with nonnegative initial data
can blow up in finite time. Precisely,

Theorem 3.5. Let α = 1, s > 1
3 and 0 ≤ β < (2s − 21−2 s)/(1 + 21−3 s) in (3.3). Then for every initial

data satisfying aj(0) ≥ 0 for all j ≥ 0, the norm ‖a(t)‖2
Hs of the solution a(t) is not locally integrable on

[0,∞).

Note that when s approaches 1
3 , the upper bound on β approaches 0. It is reasonable to believe that

when β is small enough, the DN type nonlinearity in (3.3) plays a dominant role; hence the overall energy
moves up the scales and eventually concentrates on high modes to produce blow-up. We note that the
authors also proved finite time blow-up for the combined model with relatively weak dissipation and more
stringent condition on β.

3.1.2. Anomalous Dissipation, Fixed Point, and Global Attractor. In the statistical theory of turbulence
[81], Onsager asserted that weak solutions of the Euler equation are not regular enough to conserve energy.
He conjectured that the energy is conserved if the velocity field has Hölder regularity exponent h > 1

3 and
not conserved if h ≤ 1

3 . This is essentially connected to Kolmogorov’s zeroth law—dissipation anomaly—
- discussed in Sect. 3.3. The positive (conservation) side of Onsager’s conjecture has been answered
completely thanks to the contributions of Cheskidov-Constantin-Friedlander-Shvydkoy [17], Constantin-
E-Titi [28], Eyink [39] and Eyink-Sreenivasan [40]. The negative (non-conservation) side of the conjecture
is more challenging and was finally resolved by Isett [50] built on the previous contributions of De Lellis
and Székelyhidi [33–35] and collaborators, by employing the convex integration schemes. However, when
the negative side of the conjecture was still open before 2007, results concerning Onsager’s conjecture
were obtained in the context of dyadic models.

Cheskidov, Friedlander and Pavlović [22,23] studied the dyadic Euler model with an external forcing
on large scales,

d

dt
aj = λθ

ja
2
j−1 − λθ

j+1ajaj+1 + fj , j ≥ 0 (3.4)
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with θ = 5−d
2 and d ∈ [0, 3] being the intermittency dimension. Without loss of generality, it is assumed

that

f0 > 0; fj ≡ 0 ∀ j ≥ 1.

Define

‖a‖Hs :=

⎛
⎝∑

j

λ2s
j a2

j

⎞
⎠

1
2

, ‖a‖Bs
3,∞ := sup

j
λ

s+ 3−d
6

j aj ,

consistent with Bernstein’s relationship (2.6). A regular solution of (3.4) is defined to be a solution with
bounded H

1
3 θ norm. The authors proved the existence of a unique fixed point for the Euler dyadic model

which attracts finite energy solutions. The fixed point exhibits Onsager’s scaling and does not satisfy the
energy equality. They established the following results.

Theorem 3.6. Consider the model (3.4) with external forcing. Then

(i) Every regular solution satisfies the energy equality.
(ii) There exists a unique fixed point a∗ to (3.7). The fixed point is a global strong attractor and

a∗ /∈ H
1
3 θ, a∗ ∈ B

1
3
3,∞.

(iii) There is anomalous dissipation of energy with the rate ε = a∗
0f0. The energy spectrum of the fixed

point satisfies

E(k) ∼ ε
2
3 k− 3+2θ

3 = ε
2
3 k− 8−d

3 .

(iv) Every solution blows up in finite time in H
1
3 θ and B

1
3+η
3,∞ with any η > 0, and dissipates energy

eventually. For s < 1
3θ, the Hs norm of every solution is locally square integrable.

The result of the fixed point being a global attractor is rather surprising considering that there is
no dissipation in the system. Since the fixed point has Onsager’s critical scaling but does not satisfy
the energy equality, it justifies the negative side of Onsager’s conjecture. In Theorem 3.6, taking d = 3,
one recovers Kolmogorov’s classical scaling law of the energy spectrum. As we remarked in Sect. 2.2,
turbulent flows exhibit intermittency, reflected in the correction to Kolmogorov’s scaling law when d < 3.
The proof of the theorem relies heavily on the positivity of solutions and the monotonicity of the energy
flux.

3.1.3. Anomalous Dissipation in the Unforced Case. It is remarkable that the energy dissipation of posi-
tive solutions can be obtained for the unforced dyadic model (3.1) as well. Barbato, Flandoli and Morandin
proved the following results in [2]:

Theorem 3.7. Assume a0 is componentwise positive and bounded. Let a(t) a positive solution to (3.1)
with the initial data a0. Then the energy of a(t)

E(t) =
∞∑

j=0

a2
j (t)

remains bounded for all positive time.

Theorem 3.8. Let a(t) be a positive solution to (3.1) with finite energy. Then the energy of a(t) vanishes
asymptotically, i.e.

lim
t→∞

∞∑
j=0

a2
j (t) = 0.
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Theorem 3.7 implies that a positive solution with infinite energy initially evolves to have finite energy
immediately, while Theorem 3.8 indicates that a positive solution with finite energy dissipates energy to
zero eventually. Both of the phenomena are evidence of the anomalous dissipation for the unforced model
(3.1).

The authors [2] also showed that there are initial data such that at least two solutions in l2 with
continuous components exist on some time interval [0, T ]. One such solution is obtained via energy method
which satisfies energy inequality. The other solution arises from a self-similar profile which increases in
time.

An intriguing result on anomalous dissipation was established by Mattingly, Suidan and Vanden-
Eijnden [77] for a linear dyadic model

d

dt
aj = cj−1aj−1 − cjaj+1 + fj , j ≥ 0, a−1 ≡ 0 (3.5)

with the external forcing fj and coupling coefficients cj . The coefficients cj are chosen to ensure the
energy conservation formally. For specific cj , the dynamical system (3.5) was shown to exhibit anomalous
energy dissipation. This model illustrates some heuristic ideas similar to the random passive scalar and
random Burgers equation.

3.1.4. Regularizing Effect of the Forward Energy Cascade. The basic principle proposed by Kolmogorov
[57] behind turbulence is forward energy cascade. Simply put, the theory asserts that energy moves
from large to small scales until it reaches the dissipation range, where the viscous forces dominate. For
the Navier-Stokes equations, the dissipation range is the only tool currently used to prove regularity
of solutions. However, the forward energy cascade generated by the nonlinear term might also be a
mechanism to regularize solutions. For quasilinear scalar equations, the regularizing property of the
nonlinear term has been studied by Tadmor and Tao in [90], but such results remain out of reach for
the Euler or Navier–Stokes equations. Tao [91] proved blow-up for averaged Navier–Stokes equations
by reducing the equations to a more complicated dyadic model where he introduced a delay in energy
cascade, see Sect. 3.4. This delay is designed to destroy the regularizing effect of the nonlinear term and
produces a blow-up.

Kolmogorov predicted energy cascade produces the so called dissipation anomaly, which is charac-
terized by the persistence of non-vanishing energy dissipation in the limit of vanishing viscosity (see
Sect. 3.3). This phenomenon is related to anomalous dissipation, namely the failure of the energy to
be conserved despite the absence of viscosity (see Sect. 1.3). Onsager conjectured that sufficiently rough
solutions to Euler’s equation can exhibit anomalous dissipation, however if the solution is smooth enough,
then the energy should be conserved [81]. Remarkably, the energy cascade producing anomalous dissi-
pation also leads to a gain of regularity, at least in the context of the inviscid dyadic model. Indeed,
in [23] Cheskidov, Friedlander, and Pavlović studied the forced inviscid dyadic model (3.4) showed that

all the solutions of the forced inviscid dyadic model (3.4) must have Onsager’s regularity B
1
3
3,∞ almost

everywhere in time and confirmed anomalous dissipation for all solutions with non-negative l2 initial data

The authors also showed that all solutions blow up in finite time in B
1
3+
3,∞ and hence H

1
3 θ (or H

5
6 in the

case of extreme intermittency d = 3). On the other hand, all solutions with �2 initial data are in B
1
3−
3,∞ for

almost all positive time, see Theorem 3.6. Hence, the nonlinear term regularizes solutions instantaneously.
In [5], Barbato and Morandin studied the unforced inviscid model (3.4) with f = 0 and showed Onsager

regularity B
1
3−
3,∞ almost everywhere. In addition, they demonstrated that solutions remain in B0

3,∞ and
hence H

1
2− d

6 for all positive time. In [27] Cheskidov and Zaya improved this result in the case of extreme

intermittency d = 0 (θ = 5
2 ) by showing that B

1
10
3,∞ and hence H

3
5− regularity is retained, which is closer

to Onsager’s B
1
3
3,∞. More precisely,
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Theorem 3.9. For any positive solution to (3.4) with θ = 5
2 and initial data a(0) ∈ l2,

sup
j

λ
3
5
j aj(t) < ∞,

for all t > 0.

In fact, we conjecture that every solution must have exactly Onsager’s regularity starting some positive
time, no matter whether the initial data is smooth or rough. Hence every solution is in B

1
3−
3,∞ but not in

B
1
3+
3,∞ for all t > T . Here T = 0 for rough initial data u(0) /∈ B

1
3
3,∞, and T > 0 is the blow-up time for

smooth (smoother than Onsager’s) initial data u(0) ∈ B
1
3+
3,∞.

3.2. Dyadic NSE Models

Now we turn to the dyadic model for the NSE
d

dt
aj + νλ2γ

j aj = λja
2
j−1 − λj+1ajaj+1 + fj , j ≥ 0 (3.6)

with ν > 0 and γ > 0, and fj being the external forcing for j ≥ 0. By rescaling the frequency we note
(3.6) is equivalent to the model

d

dt
aj + νλ2

jaj = λθ
ja

2
j−1 − λθ

j+1ajaj+1 + fj , j ≥ 0 (3.7)

with θ = 1
γ . As before, in the case of 3D scaling, we have the relation θ = 5−d

2 with d ∈ [0, 3] being the
intermittency dimension. Both forms (3.6) and (3.7) have been studied in the literature.

3.2.1. Regularity and Blow-Up Problems. It was first shown in [55] that solutions of (3.6) without ex-
ternal forcing starting from positive initial data develop finite time blow-up when the dissipation degree
γ < 1

4 . Later, Cheskidov [16] proved finite time blow-up for (3.6) with γ < 1
3 if the initial data is

nonnegative and large. Namely,

Theorem 3.10. Let a(t) be a solution to (3.6) with aj(0) ≥ 0 and fj = 0 for all j ≥ 0, and γ < 1
3 . Then

for every s > 0 there exists a constant M(s) such that ‖a(t)‖3

H
1
3+s

is not locally integrable on [0,∞)
provided ‖a(0)‖Hs > M(s).

The author also obtained global regularity for (3.6) with γ ≥ 1
2 .

Theorem 3.11. Let γ ≥ 1
2 . For any a(0) ∈ Hγ , there exists a strong solution a(t) to (3.6) with fj = 0

and the initial data a(0) on [0,∞).

First note that the blow-up occurs when θ = 1
γ > 3 or d < −1 in the case of 3D scaling, i.e. outside

of the physically relevant range of the intermittency dimension d ∈ [0, 3]. On the other hand, in the
n-dimensional case,

θ = 1 +
n − d

2
,

and hence, for any n > 4 we have that for d > 0 small enough a blow-up occurs, as θ > 3 in that case.
In particular, a blow-up occurs when the dyadic model scales as the five-dimensional NSE. Remarkably,
5D is a common threshold for models exhibiting a blow-up, see [92]. In fact, we conjecture that every
solution of the inviscid dyadic model wants to exhibit Onsager’s scaling, and solutions of the viscous
dyadic model cannot have a blow-up worse than Onsager’s, see Sect. 3.1.4 for more discussion. Hence, the
blow-up occurs only for viscous dyadic models with critical spaces higher than Onsager’s. This suggests
that Theorem 3.11 is optimal.

We also note the presence of the gap 1
3 ≤ γ < 1

2 between the two scenarios of finite time blow-up
and global regularity. The gap was made smaller thanks to a regularity result of Barbato, Morandin and
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Romito [9]. The authors showed global regularity for (3.6) with γ ≥ 2
5 by finding an invariant region for

the vector (aj , aj+1) through a dynamical system argument. It is remarkable that γ ≥ 2
5 corresponds to

θ ≤ 5
2 and hence d ≥ 0, i.e., this covers the whole physically relevant intermittency regime. Therefore, [9]

settles that solutions to the dyadic model corresponding to the 3D NSE are globally regular.

3.2.2. Global Regularity in Logarithmically Supercritical Regime. In [93] Tao studied the following log-
arithmically supercritical hyperdissipative NSE

ut + (u · ∇)u + ∇p = − D2u,

∇ · u = 0,
(3.8)

where D is a Fourier multiplier with symbol m : Rn → R
+. Let g : R+ → R

+ be a nondecreasing function
such that ∫ ∞

1

1
sg4(s)

ds = ∞. (3.9)

It is assumed that m satisfies the lower bound

m(ξ) ≥ |ξ|n+2
4

g(|ξ|) (3.10)

for large enough |ξ|. In particular, an example of such multiplier is given by

m(ξ) =
|ξ|n+2

4

log
1
4 (2 + |ξ|2)

which associates with

|D|2 =
(−Δ)

n+2
4

log
1
2 (2 − Δ)

. (3.11)

Note that for the operator D satisfying (3.11), system (3.8) is slightly supercritical.
The author showed global regularity for (3.8) with the symbol of D satisfying (3.9) and (3.10).

Theorem 3.12. Let u0 be smooth and compactly supported. There exists a global smooth solution to (3.8)
with initial data u0.

It was conjectured by the author that the global regularity can be obtained for (3.8) with (3.9) replaced
by ∫ ∞

1

1
sg2(s)

ds = ∞. (3.12)

The first attempt to verify this conjecture was successfully made in the context of a dyadic model for
(3.8) by Barbato, Morandin and Romito [7]. The authors of [7] proposed the following dyadic model for
(3.8)

d

dt
aj +

λj

gj
aj = λja

2
j−1 − λj+1ajaj+1, j ≥ 0 (3.13)

with gj and λj

gj
being non-decreasing functions for all j ≥ 0. The assumption

∑
j≥0 g−2

j = ∞ corresponds
to condition (3.9), while

∑
j≥0 g−1

j = ∞ corresponds to (3.12). It was shown in [7] that

Theorem 3.13. Let a0 ∈ Hs for all s > 0. Assume
∑

j≥0 g−1
j = ∞. Then there exists a solution a(t) to

(3.13) with initial data u0 such that a ∈ L∞([0,∞);Hs) for all s > 0.

The crucial element in the proof was an iterative estimate on the amount of energy stored in all shells
larger than j at time t and the energy dissipated by these shells up to time t.

With insights abtained from their result for the dyadic model, the same authors provided an affirmative
answer to Tao’s conjecture for the original hyperdissipative NSE (3.8) in [8]. In particular, they showed
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Theorem 3.14. Let n ≥ 2 and u0 be smooth and compactly supported. There exists a global smooth solution
to (3.8) associated with (3.10) and (3.12) and the initial data u0.

The strategy of the proof arose from the authors’ previous work [7] for the dyadic model of (3.8).
Indeed, the smoothness of the PDE problem was reduced to the smoothness of a suitable shell model.
Roughly speaking, the shell model was obtained by averaging the energy through dyadic shells. Analo-
gously, the authors then established a recursive estimate for the contribution of energy and dissipation
over large shells, which was the key ingredient to close the argument.

3.2.3. Uniqueness and Non-uniqueness. It is known that a solution to the 3D NSE with high enough reg-
ularity satisfies the energy equality and is unique. In contrast energy conservation for the Euler equation,
as indicated by Onsager’s conjecture, the regularity threshold 1

3 separates the two opponent scenarios of
energy conservation and anomalous dissipation. Such a threshold regularity value is not known to divide
the uniqueness from non-uniqueness of solutions to the 3D NSE. However in the class of Leray-Hopf
solutions, Ladyzhenskaya’s condition L8(0, T ;L4(Ω)) and in general Prodi-Serrin’s condition (1.4) ensure
uniqueness.

In the context of dyadic models, more knowledge on the question of uniqueness and non-uniqueness
is available thanks to the work of Filonov [41] and Filonov and Khodunov [42]. In particular, there is a
critical value of the intermittency (intrinsically connected to the regularity of the solution) that separates
uniqueness from non-uniqueness scenarios. These results are described below.

We consider the dyadic model in the form (3.7) with the forcing fj to be specified in each case. Recall
the nonlinear scaling index θ = 5−d

2 with d ∈ [0, 3] being the intermittency dimension. We define weak
solution and the Leray-Hopf solution for the dyadic model in analogy with that of the original PDE.

Definition 3.15. A sequence of functions {aj(t)}∞
j=0 is said to be a weak solution of (3.7) on [0, T ) if

aj ∈ C1([0, T )) satisfies (3.7) for all j ≥ 0, and
∞∑

j=0

a2
j (t) < ∞ ∀ t ≥ 0.

Definition 3.16. A sequence of functions {aj(t)}∞
j=0 is called a Leray-Hopf solution of (3.7) on [0, T ) if it

is a weak solution satisfying

aj ∈ L∞([0, T ); l2) ∩ L2([0, T );H1) ∀ j ≥ 0

and

‖a(t)‖2
l2 + 2ν

∫ t

0

‖a(τ)‖2
H1 dτ ≤ ‖a(0)‖2

l2 +
∞∑

j=0

∫ t

0

fj(τ)aj(τ) dτ

for all t ∈ [0, T ].

In [41], the author showed uniqueness of Leray-Hopf solution for d ≥ 1, and uniqueness in the case of
d < 1 but with additional decay condition. Namely,

Theorem 3.17. Let fj ≡ 0 for all j ≥ 0 and {aj(0)} ∈ l2. If either

d ≥ 1

or

d < 1, and aj = o(λ
d−1
2

j ) as j → ∞,

then there exists a unique Leray-Hopf solution to (3.7) with initial data {aj(0)}.
We point out that in the case of d < 1 the decay condition aj = o(λ

d−1
2

j ) implies that the solution is
in Hs for any s < 1−d

2 .
With appropriate non-zero external forcing, Filonov and Khodunov [42] proved that uniqueness also

holds for (3.7) with d ≥ 1.
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Theorem 3.18. Let d ≥ 1 and {aj(0)} ∈ l2. If the forcing satisfies
∞∑

j=0

λ−2
j

∫ T

0

f2
j (t) dt < ∞, (3.14)

there exists a unique Leray-Hopf solution to (3.7) with initial data {aj(0)}.
Moreover they showed the opposite for d < 1.

Theorem 3.19. Let d < 1 and aj(0) = 0 for all j ≥ 0. There exist a time T > 0 and a sequence of
functions {fj(t)} satisfying (3.14) such that the system (3.7) with initial data {aj(0)} has two different
Leray-Hopf solutions.

Thus d = 1 is the sharp threshold to distinguish the uniqueness regime from the non-uniqueness
regime. The presence of the external forcing is crucial for the non-uniqueness construction. The idea of
the construction is explained briefly as follows. Define the linear operator

A({aj}) = {λ2
jaj}

and bilinear operator

B({aj}, {vj}) =
{−λθ

jaj−1vj−1 + λθ
j+1ajvj+1

}
.

Suppose system (3.7) has two solutions a+ and a−. Denote v = 1
2 (a+ + a−) and g = 1

2 (a+ − a−). Then
(v, g) satisfies

d

dt
v + Av + B(v, v) + B(g, g) = f,

d

dt
g + Ag + B(v, g) + B(g, v) = 0

(3.15)

with v(0) = a(0) and g(0) = 0. The authors constructed v(t) and non-vanishing g(t) which satisfy the g
equation of (3.15). Substituting v(t) and g(t) into the v equation of (3.15) specifies the external forcing
f(t). The construction guarantees f satisfies (3.14) and hence the existence of a Leray-Hopf solution is
ensured.

Interestingly, there is a similarity between this non-uniqueness result for the dyadic NSE model and
a recent result for the actual 3D NSE with external forcing in [1] by Albritton, Brué and Colombo. The
authors constructed two Leray-Hopf solutions for the forced NSE in R

3 with zero initial data

ut + (u · ∇)u + ∇p = Δu + f,

∇ · u = 0.
(3.16)

Namely, they showed

Theorem 3.20. There exists T > 0 and f ∈ L1(0, T ;L2(R3
+)) such that there are two distinct Leray-Hopf

solutions to the NSE (3.16) with the same forcing f and initial data u0 ≡ 0.

The result was cleverly built on the instability and non-uniqeness works [94,95] for the Euler equation
by Vishik. Among the two solutions, one is an unstable background solution similar to the unstable 2D
vortex constructed in [94,95], and another is a trajectory on the unstable manifold associated to the
background solution. In particular, the forcing f has the form

f(x, t) = t−
3
2 F

for a smooth and compactly supported profile function F . One notices that the forcing f blows up as
time approaches zero. Coincidently, the forcing in Theorem 3.19 for the dyadic NSE has the property

lim
t→0

lim
j→∞

fj(t) = ∞
which agrees with the feature of the forcing in the non-uniqueness result for the 3D NSE in Theorem 3.20.
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3.3. Vanishing Viscosity Limit and Dissipation Anomaly

Kolmogorov predicted energy cascade produces the so called dissipation anomaly, also referred to as
Kolmogorov’s zeroth law, which is characterized by the persistence of non-vanishing energy dissipation in
the limit of vanishing viscosity. This phenomenon is related to anomalous dissipation, namely the failure
of the energy to be conserved despite the absence of viscosity discussed in Sect. 1.3.

Rigorous justification of Kolmogorov’s zeroth law and phenomenological scaling laws (which remain
open up to this day for the NSE itself) were also realized for the dyadic NSE model. In the context of
this model the properties of fixed points played an important role in establishing the results. We briefly
review these works below.

Cheskidov and Friedlander [21] showed dissipation anomaly through the study of the global attractor,
which is a unique fixed point. Moreover the authors proved that the global attractor of the dyadic NSE
(3.7) converges to the global attractor of the dyadic Euler model (3.4) in the vanishing viscosity limit.
Again, the persistence of positivity is a crucial property in the analysis.

Theorem 3.21. [21] Let ν > 0 in (3.7). Then
(i) For each ν > 0, there is a unique fixed point aν,∗. The fixed point is a global attractor.
(ii) Let a∗ be the fixed point in Theorem 3.6. We have

aν,∗ → a∗, as ν → 0.

(iii) Denote the energy dissipation rate for (3.7) by

εν = ν‖aν,∗‖2
H1 = 〈f, aν,∗〉 .

Let ε = a∗
0f0 be the energy dissipation rate for the inviscid case as in Theorem 3.6. We have

lim
ν→0

εν = ε > 0.

Thus Kolmogorov’s zeroth law is proved for the dyadic NSE model.

3.4. Tao’s Averaged 3D NSE Based on Dyadic Models

To understand the supercriticality barrier for the global regularity problem for the 3D NSE, Tao [91]
suggested a modified NSE with an averaged nonlinear structure and showed finite time blow-up for this
equation.

This modified 3D NSE is built on an ingeniously designed dyadic-type model where the energy does
not spread as it cascades to high modes. As discussed in Sect. 3.2.1, solutions to the classical viscous
dyadic model blow up when d < −1 [16], which is outside of physically relevant range in 3D. However
blow-up occurs in the five-dimensional case. As Tao remarked in his blog [92], this is a common threshold
for models where the blow-up is known. In fact, solutions of the viscous dyadic model are regular in the
whole range of the intermittency dimension d ∈ [0, 1] due to the result by Barbato, Morandin and Romito
[9]. The regularization effect comes from the nonlinear term as it spreads the energy as it cascades to
high modes and prevents a blow-up.

To achieve a blow-up Tao has created a dyadic-type model with an added delay mechanism that forces
an almost complete transfer of the energy from aj to aj+1 before it starts moving to aj+2, and hence
destroys the regularizing effect of the nonlinear term described in Sect. 3.1.4. Based on this model, Tao
proposed the approximating NSE

ut = Δu + B̃(u, u) (3.17)

where the bilinear operator B̃ is an averaged version of the bilinear operator

B(u, v) = −1
2
P ((u · ∇)v + (v · ∇)u)
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taking the form

B̃(u, v) =
∫

Ω

m3,ω(D)Rot3,ωB (m1,ω(D)Rot1,ω,m2,ω(D)Rot2,ω) dμ(ω)

for some probability space (Ω, μ), some spatial rotation operators Roti,ω for i = 1, 2, 3, and some Fourier
multipliers mi,ω of order 0. The operator B̃ obeys almost all of the estimates satisfied by the original
operator B. In addition, the cancellation law∫

B̃(u, u) · u dx = 0

holds. It was shown in [91] that

Theorem 3.22. There exists a Schwartz vector field u0 with ∇·u0 = 0 such that there is no global-in-time
mild solution to the averaged NSE (3.17) with initial data u0.

The construction of the averaged bilinear operator B̃ only retains some nonlinear interactions from
the original operator B and is designed with appropriate weights on the interactions to generate a specific
blow-up mechanism. The nonlinearities of B̃ are a finite linear combination of local cascade operators
implemented with a delay mechanism. In particular, the author called it a mechanism of a von Neumann
machine (c.f. [92]). This result indicates that attempts to show global regularity for the 3D NSE using
the abstract structure of the operator B is not likely to succeed. Instead, one needs to investigate the
finer structure of the nonlinear term and use a dynamical approach.

3.5. Ladyzhenskaya’s Modified NSE and the Corresponding Dyadic Model

The classical NSE describes the motion of an incompressible Newtonian flow in which the dissipative
effect is captured by a linear relation between the Cauchy stress tensor and rate of strain tensor. To
describe the isotropic turbulent flows with Kolmogorov’s similarity hypothesis [57], Smagorinsky [87,88]
proposed a class of modified NSEs in the meteorological context where nonlinear lateral diffusions were
formulated. Roughly speaking, the nonlinear diffusions have stronger regularization effect compared to
that of the standard NSE. Later on, a modified NSE with more general nonlinear dissipation was suggested
by Ladyzhenskaya [64–66]. The Ladyzhenskaya modified NSE reads as

ut + (u · ∇)u + ∇p = div(T (D)) + f,

∇ · u = 0
(3.18)

where D is the symmetric part of the velocity gradient tensor given by

D =
1
2
(∇u + (∇u)T

)
and the stress tensor T is a function of D. Specifically, T satisfies the conditions that the entries Tik are
continuous functions of ∂ui

∂xk
and for some μ > 0

|Tik(D)| ≤ c1

(
1 + |D|2μ

) |D|,

Tik(D)
(

∂ui

∂xk

)
≥ ν0D

2 + ν1D
2+2μ,

∫
Ω

(Tik(D′) − Tik(D′′))
(

∂u′
i

∂xk
− ∂u′′

i

∂xk

)
dx ≥ ν2

∫
Ω

3∑
i,k=1

(
∂u′

i

∂xk
− ∂u′′

i

∂xk

)2

dx

where u′ and u′′ are arbitrary smooth divergence free vectors and equal on ∂Ω, and c1, ν0, ν1, ν2 are
constants. It was pointed out in [68] that the conditions on T are physical for models of particle collision,
such as in the study of Boltzmann equation. For μ ≥ 1

4 , Ladyzhenskaya [66] showed existence of a unique
global solution to (3.18) in the energy space L2. In contrast, the global solvability for the 3D standard
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NSE is still open. Other important properties of this modified NSE, such as the existence of a compact
global attractor, were established by Ladyzhenskaya and her collaborators. Expository background on
the modified NSEs can be found in [78,89].

In order to address the questions of well-posedness and partial regularity for general value μ ≥ 0,
Friedlander and Pavlović [45] proposed a dyadic model for the modified NSE (3.18) as follows

d

dt
aj = λ

5
2
j a2

j−1 − λ
5
2
j+1ajaj+1 − νλ5μ+2

j a2μ+1
j , j ≥ 0 (3.19)

with a−1 = 0. Existence of weak solutions of (3.19) is proved for μ > 1
10 . Namely,

Theorem 3.23. Let μ > 1
10 . If the initial data aj(0) satisfies certain decay condition, there exist weak

solutions to (3.19) with the initial data aj(0).

Moreover the authors showed an upper bound for the Hausdorff dimension of the potential singular
set for (3.19) with μ < 1

2 .

4. Results of Dyadic NSE and Euler Models with Stochastic Forcing

Kolmogorov’s phenomenological theory of turbulence relies heavily on statistical analysis and approaches.
There is an extensive literature on the study of NSE and Euler equation with stochastic forcing. In the
context of dyadic models, stochastically forced models have also been considered by many authors. Some
of Kolmogorov’s laws are rigorously justified for these dyadic models with certain stochastic forcing.

4.1. Additive Noise on Low Modes

We consider the following model with additive noise,
da0 + (νa0 + a0a1) dt = σ dW,

d

dt
aj + νλ2

jaj + λθ
j+1ajaj+1 − λθ

ja
2
j−1 = 0, j ≥ 1

(4.1)

where W is a Brownian motion and constant σ denotes the intensity of the noise. Note that the stochastic
forcing only acts on a large scale. Denote

S = (Ω,F , {Ft},P,W )

by the stochastic basis.
We first recall the existence and uniqueness results for (4.1) established by Friedlander, Glatt-Holtz

and Vicol [43].

Theorem 4.1. Let ν > 0 and a0 ∈ l2.
(i) For θ ≥ 1 there exists a martingale solution (a, S) to (4.1) with initial data a0 which satisfies

a ∈ L2
(
Ω;L∞([0, T ]; l2) ∩ L2([0, T ];H1)

)
for any T > 0,

aj ∈ C([0,∞)) a.s. for each j ≥ 0.

(ii) If the components of the initial data a0 are positive, then for any martingale solution (a, S) we have
aj(t) > 0 for all j ≥ 0 and t ≥ 0. Moreover, there is a realization (u, S) such that

E|a(t)|2 + 2ν

∫ t

0

E|a(s)|2H1 ds ≤ |a0|2 + tσ2. (4.2)

(iii) Let ν > 0 and θ ≥ 1. There exists a stationary martingale solution (āν , S) satisfying (4.2).
(iv) Let θ ∈ [1, 2] and fix a stochastic basis S. There exists a unique pathwise solution a = a(t, a0,W ) of

(4.1) satisfying (4.2) with an equality. Moreover, a(t, a0,W ) depends continuously on a0 ∈ l2 and
W ∈ C([0, T ]).
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Recall θ = 5−d
2 . Hence the uniqueness result in Theorem 4.1 (iv) is consistent with the uniqueness

result in the deterministic case, see Theorem 3.18.
Moreover the authors gave a rigorous proof for some of Kolmogorov’s laws including the zeroth law

- anomalous dissipation and the dissipation anomaly, through analysis of the statistically stationary
solutions.

Theorem 4.2. Let ν = 0.
(i) There exists a stationary martingale solution (ā, S) to (4.1), satisfying

ā ∈ L∞
loc([0,∞);Hs) for any s <

1
3
θ,

āj ∈ C([0,∞)) for each j ≥ 0, a.s.

and

sup
j≥0

λ
2
3 θ
j E(ā2

j ) ≤ Cσ
4
3 (4.3)

for an absolute constant C > 0.
(ii) Such solution ā from (i) may be obtained as an inviscid limit, i.e. there exists Borel probability

measures {μνk
} and μ0 on l2 such that

μνk
→ μ0 weakly in H− 1

2 as νk → 0,

with μνk
(·) = P(āνk ∈ ·).

(iii) The inviscid stationary solutions ā has a constant mean energy flux

ε := E(λθ
j ā

2
jaj+1) =

1
2
σ2 > 0, ∀j ≥ 0, (4.4)

and

lim
j→∞

λθ
jE|āj |3 > 0. (4.5)

One can see that (4.4) indicates that the stationary inviscid solutions ā realizes the anomalous dis-
sipation of energy. Moreover, combining (4.3) and (4.4) we infer the energy spectrum has the scaling

ε
2
3 λ

− 2
3 θ−1

j which is consistent with Kolmogorov’s spectrum scaling law when θ = 1 and hence the inter-
mittency dimension d = 3, which is referred as Kolmogorov’s regime. In the end, it follows from (4.5)
that the inviscid steady state ā has regularity below Onsager’s critical space.

The uniqueness and attraction properties of the invariant measure were also investigated in [43]. Beside
their own importance, these properties play a crucial role to show dissipation anomaly in the inviscid
limit, in the agreement with the situation of the deterministic setting (c.f. [21]). We state the results
below.

Theorem 4.3. Consider (4.1) with ν > 0, θ ∈ [1, 2) and initial data a0 ∈ l2. There exists a unique
invariant measure μν of the corresponding Markov semigroup which is ergodic. Moreover, the invariant
measure μν obeys the attraction properties of mixing, strong law of large numbers and central limit.

Theorem 4.4. Let aν(·, a0) be the unique solution of (4.1) with θ ∈ [1, 2) and initial data a0 ∈ l2. We
have

lim
ν→0

lim
T→∞

νE|aν(T, a0)|2H1 =
1
2
σ2,

lim
ν→0

lim
T→∞

ν

T

∫ T

0

|aν(t, a0)|2H1 dt =
1
2
σ2, a.s. for any a0 ∈ l2.

The anomalous dissipation rate 1
2σ2 in Theorem 4.2 is the same as the rate of dissipation anomaly in

Theorem 4.4.
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4.2. Additive Noise on All Modes

The model with additive noise on all scales

daj +
(
νλ2

jaj + λθ
j+1ajaj+1 − λθ

ja
2
j−1

)
dt = σjdWj (4.6)

was studied by Romito [84]. Here, Wj is one-dimensional Brownian motion and σj ∈ R for any j ≥ 0.
The author showed path-wise uniqueness for (4.6) with θ ∈ (2, 3] and finite time blow-up with positive
probability when θ > 3 with certain assumption on the intensity of the noise.

Theorem 4.5. Let θ ∈ (2, 3]. Assume there exists a constant α0 > max{ 1
2 (θ − 3), θ − 3} such that

sup
j≥0

λα0
j σj < ∞. (4.7)

There exists a path-wise unique solution of (4.6) with initial data in Hθ−2 in the class of Galerkin
martingale solutions.

Theorem 4.6. Let θ > 3 and (4.7) holds. There exists initial data a0 such that for every energy martingale
weak solution starting at a0, the probability of having a finite stopping time is positive.

4.3. Multiplicative Noise

Stochastic dyadic models with multiplicative noise have also been investigated. In particular, Bar-
bato, Flandoli and Morandin [3] considered the inviscid model with multiplicative stochastic forcing in
Stratonovich form

daj +
(
λj+1ajaj+1 − λja

2
j−1

)
dt = σλjaj−1 ◦ dWj−1 − σλj+1aj+1 ◦ dWj (4.8)

with Brownian motions {Wj}. Denote the total energy by E(t) = 1
2

∑∞
j=0 a2

j (t). The authors showed
anomalous dissipation in the following sense.

Theorem 4.7. Let a(t) be the unique solution of (4.8) with initial data a0 ∈ l2 which satisfies E(t) < ∞
for all t > 0. Then we have

P(E(t) = E(0)) < 1, ∀ t > 0.

Moreover, for any ε > 0 there exists t such that

P(E(t) < ε) > 0.

Despite the formal conservation of the energy for system (4.8), such anomalous dissipation arises from
the forward energy cascade mechanism, just like the deterministic dyadic Euler model. Consequently, the
authors further proved that global regular solutions can not exist by employing the stochastic tool of
birth and death process. Later on, Barbato and Morandin [6] extended the work of [3] to more general
dyadic models forced by multiplicative noise, including the inviscid GOY and Sabra models.

For the same inviscid model (4.8) with multiplicative noise, the authors showed weak uniqueness in
the class of exponentially integrable solutions in [4]. Namely,

Theorem 4.8. Consider (4.8) with initial data a0 ∈ l2. A weak solution (Ω, Ft, P,W, a) of (4.8) is said to
be exponentially integrable on [0, T ] if

EP

⎡
⎣e

1
σ2
∫ T
0

∑∞
j=0 a2

j (t) dt

(
1 +
∫ T

0

a4
i (t) dt

)2
⎤
⎦ < ∞, ∀ i ≥ 0.

There is weak uniqueness in the class of exponentially integrable solutions for (4.8).

Weak uniqueness is in the sense of uniqueness of the law of the process. Recall that in the deterministic
case, there are non-unique weak solutions for the dyadic Euler model. Nevertheless, strong (path-wise)
uniqueness for (4.8) remains an open question. As indicated by the authors, their approach of showing
uniqueness builds on the Girsanov transformation which turns a nonlinear system to a linear system.
This approach naturally leads to weak uniqueness.
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5. Dyadic Models for Magnetohydrodynamics

The PDEs for the incompressible magnetohydrodynamics (MHD)

ut + (u · ∇)u − (B · ∇)B + ∇P = νΔu,

Bt + (u · ∇)B − (B · ∇)u = μΔB,

∇ · u = 0, ∇ · B = 0
(5.1)

describe electrically conducting fluids in geophysics and astrophysics. In system (5.1), u, B and p are
the unknowns, denoting respectively the velocity field, magnetic field and scalar pressure function. The
constants ν and μ represent the kinetic viscosity and magnetic diffusivity respectively. Despite many
similar features with the NSE, the MHD system (5.1) is more challenging due to the intricate interactions
of the velocity field and magnetic field. The open questions for the pure fluid equations discussed in Sect.
1.3 remain open for the MHD system. Inspired by the fruitful results for the dyadic models for the NSE
and Euler equation, it is possible to advance the understanding of the MHD by studying reduced models.
In particular, a class of dyadic models were introduced by Dai in [30] including both of the Desnyansky-
Novikov and Obukhov types of nonlinear structures. Particular case of these models are consistent with
some dyadic models suggested by physicists, for instance, see the work [82] of Plunian, Stepanov and
Frick. We point out that the majority of the work from the physics community concerns numerical study
of these dyadic models.

We recall two particular models from [30] which contain Desnyansky-Novikov nonlinear terms and
exhibit different energy cascade mechanisms,

d

dt
aj + νλ2

jaj + λθ
jajaj+1 − λθ

j−1a
2
j−1 + λθ

jbjbj+1 − λθ
j−1b

2
j−1 = fj ,

d

dt
bj + μλ2

jbj − λθ
jajbj+1 + λθ

jbjaj+1 = 0
(5.2)

for j ≥ 0 with a−1 = b−1 = 0 and external forcing f = (f0, f1, f2, ...), and

d

dt
aj + νλ2

jaj + λθ
jajaj+1 − λθ

j−1a
2
j−1 − λθ

jbjbj+1 + λθ
j−1b

2
j−1 = fj ,

d

dt
bj + μλ2

jbj + λθ
jajbj+1 − λθ

jbjaj+1 = 0.

(5.3)

Here aj(t) = ‖u(t)‖L2 and bj(t) = ‖B(t)‖L2 , and θ = 5−d
2 (under the assumption that the intermittency

dimension of the velocity field and magnetic field is the same). Denote the total energy by

E(t) =
1
2

∞∑
j=0

(
a2

j (t) + b2
j (t)
)

and cross helicity

H(t) =
∞∑

j=0

aj(t)bj(t).

When ν = 0 and f ≡ 0, system (5.2) formally conserves the total energy, but not the cross helicity;
while (5.3) conserves both the total energy and cross helicity. For positive aj and bj , we note that there
is only forward energy cascade in the velocity equations of model (5.2), while there are both forward
and backward energy cascades in the velocity equations of (5.3). The energy transfer between velocity
shells and magnetic field shells is rather complex. In particular positivity is not known to be preserved
for the dyadic MHD models (5.2) and (5.3). This is one of the major differences from dyadic NSE models.
Without the positivity property the actual energy transfer within the dyadic MHD models is substantially
more complicated than that of the pure fluid models.
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We will briefly discuss certain results that were recently proved for the MHD models (5.2) and (5.3).
Dai and Friedlander [31] considered (5.2) with ν = μ = 0 and forcing acting only on large scales. Without
loss of generality, we assume f0 ≥ 0 and fi ≡ 0 for j ≥ 1.

Theorem 5.1. Let θ > 0. The solution (a(t), b(t)) of (5.2) with positive initial data develops blow-up at a
finite time in the Hs norm with s > 1

3θ.

The proof does not require the solution to stay positive, although it is necessary to start with positive
initial data to produce the finite time blow-up. In contrast, the proof breaks down to show finite time
blow-up for system (5.3) because the bi-directional energy cascade mechanism is more intricate.

In [31] the authors also studied the steady states of (5.2) and (5.3) with ν = μ = 0 and forcing f0 > 0.
The steady states of (5.2) satisfy the exact form

a∗
j = A0λ

1
6 θf

1
2
0 λ

− 1
3 θ

j , b∗
j = B0λ

1
6 θf

1
2
0 λ

− 1
3 θ

j (5.4)

with A2
0 + B2

0 = 1. The steady states of (5.3) also have the form (5.4) with the free parameters A0 and
B0 satisfying A2

0 − B2
0 = 1. Obviously, in contrast with the dyadic Euler model which has a unique fixed

point, the steady states of (5.2) and (5.3) form a set of infinitely many points with two degrees of freedom.
In general, it is challenging to study any possible attraction properties of such fixed point sets. Indeed,
in the special case of A0 = 1 and B0 = 0, the fixed point is shown to be linearly unstable.

The viscous case of ν > 0 and μ > 0 was studied by Dai and Friedlander in [32]. The authors addressed
the question of uniqueness and non-uniqueness of Leray-Hopf solutions and proved that

Theorem 5.2. Let θ > 0, a0 ∈ l2 and b0 ∈ l2. Assume
∞∑

j=0

λ−2
j

∫ T

0

f2
j (t) dt < ∞, for any T > 0. (5.5)

There exists a Leray-Hopf solution to (5.2) (and (5.3)) with the initial data (a0, b0).

Theorem 5.3. Let 0 < θ ≤ 2, a0 ∈ l2, b0 ∈ l2 and the forcing f satisfy (5.5). The Leray-Hopf solution to
(5.2) (and (5.3)) with the initial data (a0, b0) is unique.

Theorem 5.4. Let θ > 2, a0 = b0 = 0. There exist a time T > 0 and functions {fj(t)} satisfying (5.5)
such that the system (5.2) (and (5.3)) with the initial data (a0, b0) has at least two Leray-Hopf solutions
(a(t), b(t)) with non-vanishing b(t) on [0, T ].

We note that the persistence of positivity is not necessary to establish the results of Theorems 5.2, 5.3
and 5.4. The non-uniqueness construction follows the approach of Filonov and Khodunov [42] for the
pure fluid dyadic model which is discussed in Theorem 3.19 of Sect. 3.2.3.
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[33] C. De Lellis, and L. Székelyhidi, Jr. Dissipative continuous Euler flows. Invent. Math., Vol. 193 No. 2: 377–407, 2013

https://doi.org/10.1007/s00332-022-09868-9


JMFM Dyadic Models for Fluid Equations: A Survey Page 25 of 26    62 
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